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Part I Basics: Preliminaries 714 

Part I introduces the basic elements of case-based reasoning (CBR) in such a way 715 
that no previous knowledge about the topic is required. The intended reader is anyone 716 
interested in learning about CBR. Part I provides a good basis for anyone who will use, 717 
design, develop, modify, or make decisions about CBR systems. The overall audience 718 
is very broad and includes, among others, engineers, computer scientists, librarians, 719 
medical researchers and entrepreneurs.  720 

Chapter 1 provides a background of CBR and an introduction to the book. 721 
Chapter 2 provides a sound description of the methodology. It starts by explaining 722 

that CBR is intended to reuse previous experiences. These experiences are the cases 723 
that are in principle pairs of the form problem-solution. The reasoning determines how 724 
to make use of the experiences. For a new problem one searches for an experience that 725 
has a problem which is closely related to the new problem. This reasoning takes place 726 
in a systematic way in the form of a process model. The knowledge needed to perform 727 
the processes of the model is stored in knowledge containers. 728 

We will explain two essential points for CBR: 729 
 How to make use of an experience even if it differs from the actual problem. 730 
 How to find a useful experience. 731 

Chapter 3 extends the initial description for further use of CBR. It employs 732 
similarity to relate problems to possible solutions directly without going back to 733 
experiences. This is frequently used in e-commerce where the problem is a demand that 734 
is directly related to a product. Fortunately, almost all techniques developed for using 735 
experiences apply here as well. 736 

Chapter 4 gives examples that support and complement the understanding of the 737 
previous chapters. The intention is to demonstrate the broad scope of CBR applications 738 
to the reader. There is almost no attempt to show the specific solution approach. This 739 
can only be done on the basis of the material given in the subsequent parts. It is 740 
strongly recommended therefore that you frequently consult these applications when 741 
reading the remaining parts. 742 

  743 
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1 Introduction 744 

1.1 About This Chapter 745 

This chapter introduces this book on case-based reasoning (CBR); it is hence 746 
recommended to all readers. No previous knowledge about CBR is needed; only an 747 
interest in learning about it. It explains what CBR is and presents the main highlights in 748 
its history. This chapter aims to explain how to better use this book. The actual contents 749 
start in Chap. 2, Basic CBR Elements. 750 

1.2 General Aspects 751 

Case-based reasoning (CBR henceforth) has been a flourishing field for over three 752 
decades. It attracts researchers and entrepreneurs as well as practitioners. In fact, many 753 
practical applications have been commercially successful. There are several reasons for 754 
CBR being of interest; a few examples are: 755 

 The origin of CBR as well as its relevance fall at the intersection of several 756 
disciplines of rather heterogeneous nature. They are mainly Cognitive 757 
Science; Computer Science and Computer Systems Analysis; Business; 758 
Library and Information Science; Engineering; and Education. Each of these 759 
disciplines has its own roots, its own methods, and its own foundations. This 760 
broadness opens the door for plentiful and diverse applications. 761 

 The CBR methodology provides a computational model that is very close to 762 
human reasoning. CBR is rather intuitive; it is easy to understand. 763 
Consequently, when implemented, it utilizes a human paradigm in a 764 
computational context; benefiting from vast memory and speed provided by 765 
computers. 766 

 CBR is able to deal with informal questions. An extensive and complex 767 
formalization of the problems is not required for CBR to be used.  768 

Despite its intuitive plausible ideas, CBR can be technically complex. This book 769 
tries to bring you to a level at which CBR methods are understandable.  770 

In order to understand the CBR methodology, we invite you to think of simple, 771 
repeating problems one encounters on a daily basis, problems such as those of finding a 772 
spot to park a car, preparing a meal or finding a restaurant, suggesting strategies to the 773 
coach during a game, and interpreting people’s actions or words. Now we invite you to 774 
think about how often you have simply thought of a previous time you faced the same 775 
problem and ended up simply adapting a previous solution. These solutions can be as 776 
simple as following someone on foot in a parking lot in order to find a spot or going to 777 
the same restaurant you went to the previous week but remembering this time to ask for 778 
the dressing on the side, or even understanding your spouse by thinking “last time she 779 
said no, she actually meant yes!”  780 
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Many people have no real impression of what CBR may be concerned with. One 781 
reason is that the term case-based reasoning is not immediately understood in 782 
conversations everyday and even many technologists may have a problem grasping 783 
how to use a case for the intended reasoning. A simple way to make this clear is to 784 
refer to the use of analogy in law, in particular, in Common law1. A case is an event, 785 
for instance, a criminal event that occurred in the past and where someone got, say, a 786 
penalty as depicted in Fig. 1.1. If now a new case occurs, one looks for a case from the 787 
past that seems to be similar to the new one. Then one looks at the decision of the past 788 
case and tries to imitate it as closely as possible. This imitation is usually not a direct 789 
copying because the new situation is not totally identical to the old one. Therefore, 790 

some modification or adaptation has to 791 
take place: CBR includes the 792 
identification of the new problem, 793 
finding a similar one, recognising their 794 
differences, and adapting the old 795 
solution to solve the new problem. In 796 
CBR, such considerations have been 797 
extended widely and have been made 798 
accessible to be manipulated and 799 
executed computationally. 800 

 801 
Fig. 1.1 Importance of learning from the past 802 

1.2.1 A Bit of the History 803 

The history of CBR interleaves with the history of the development of models of 804 
memory. Cognitive Science is the field in which memory models are studied and 805 
categorized. Associated with CBR are schema-oriented memory models, which have a 806 
long tradition and go back at least to Bartlett (1932). 807 

Building upon schema-oriented memory models, Schank proposed the dynamic 808 
memory theory, or MOPs model of dynamic memory  (Schank 1982). The dynamic 809 
memory uses a unit of representation, the memory organisation packet (MOP) — a 810 
dynamic structure used to represent patterns of situations in memory.  811 

MOPs are stereotypical situations that tend to repeat. A computer program can 812 
become able to interpret situations if it knows the basic elements of such situations and 813 
can adapt. Examples of stereotypical situations are activities such as going on a trip, 814 
eating at a restaurant, going to class, purchasing a new car, and so on. These situations 815 
are characterised by actors, events, goals, scenes, certain instance types, and abstraction 816 
types.  817 

Schema-oriented memory models and, in particular, MOPs had quite an impact on 818 
CBR. The schema-oriented memory models characterise the first period in the history 819 
of CBR. Systems like CYRUS, CHEF, and MEDIATOR, among others (see Riesbeck 820 

                                                           
1 Common law is the system widely used in English-speaking countries such as 

England and the US that is mostly based on precedents. 
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and Schank 1989 and Kolodner 1993), characterise this period. Many of the 821 
applications in this period are proofs of concept for a number of novel tasks for 822 
artificial intelligence (AI). They are also discussed in Appendix B, Relations and 823 
Comparisons with Other Techniques. 824 

Rather than being systematic engineering products, these systems are based on the 825 
kinds of complex tasks they can achieve and the lines of research they can motivate. 826 
The first workshops where research on CBR was presented took place in the US in 827 
1988 (Kolodner 1988), 1989 (Hammond 1989), and 1991 (Bareiss 1991). 828 

In 1992, the first German workshop on CBR was organised, and it became a 829 
landmark of the beginning of the second period: An era of knowledge compiled into 830 
engineering methods that allowed the development of CBR systems much more 831 
systematically and reduced development times and costs by a large degree. The 832 
INRECA projects (see Bergmann 2001, 2002) were the main applications promoting 833 
this shift. This second period also marked a correspondingly stronger European 834 
influence. Europeans started to organize workshops periodically. Workshops in 835 
Germany and the UK were now held annually. In the US, multiple workshops were 836 
organised with the main American AI conference: AAAI. The community produced 837 
two influential publications: In 1993, Janet Kolodner published Case-Based Reasoning 838 
(Kolodner 1993), a thorough book describing all the work in the field done thus far; 839 
and in 1994, Agnar Aamodt and Enric Plaza published an article on CBR foundations 840 
where they introduced the CBR cycle (Aamodt and Plaza 1994). The CBR cycle is 841 
widely recognised as the CBR methodology process model. By 1995, an international 842 
conference on CBR had started to be held every two years. An example of an 843 
influential and representative application of this era is Cassiopee – a CBR system 844 
developed in the INRECA project for the diagnosis and troubleshooting of CFM56-3 845 
engines in the Boeing 737 aircraft. 846 

The greater attention attracted by an international conference influenced the 847 
community; the result was a third period during which CBR publications started to 848 
appear in multiple conferences and journals. By the end of the 1990s, maintenance was 849 
a new topic of interest; adaptation and retrieval continued to dominate. New areas 850 
starting to appear were conversational CBR, textual CBR, and knowledge management. 851 
A special track on CBR, first organised in 2001, became constant at the Florida 852 
Artificial Intelligence Research Society Conference: FLAIRS. Since 2002, the annual 853 
German workshop has been called the Workshop on Experience Management. This 854 
period is characterised by the use of CBR for more general methods and problems, 855 
which can be regarded as experience mining. This view of the CBR methodology 856 
extends the reuse of previous cases. 857 

The third period started in the second half of the 1990s; by the mid-2000s the 858 
scenario had changed again. Recommender systems and diversity, which had become 859 
important topics in CBR, and data mining algorithms started to appear more often in 860 
CBR publications. This period may be seen as a transition to a stronger statistical 861 
influence, following the trends in AI in general. This period was well documented in a 862 
special issue called the Case-Based Reasoning Commentaries (Aha and Marling 2005). 863 
The issue included articles from the main research areas of CBR. This was the result of 864 
a community-wide effort that started in 2003 in a workshop in New Zealand with the 865 
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2 Basic CBR Elements 1197 

2.1 About This Chapter 1198 

This chapter introduces the basic concepts of case-based reasoning (CBR). It does 1199 
not require any previous knowledge about the topic. The intention is that the reader 1200 
should understand the principal ideas and follow the descriptions of the first examples, 1201 
the remaining chapters in Part I, and Part II. This chapter provides the fundamental 1202 
basis for understanding the remainder of the book. In most cases no formal definitions 1203 
are used. In later chapters the concepts will be extended and put on a more formal 1204 
basis, and they will be illustrated by examples. 1205 

2.2 General Aspects 1206 

Case-based reasoning (CBR) is a methodology for solving problems. These 1207 
problems may be of a variety of natures. In principle, no problem type is excluded from 1208 
being solved with the CBR methodology. The problem types range from exact sciences 1209 
to mundane tasks. However, this does not mean that CBR is recommended for all 1210 
problems. Throughout this book, we will give examples of problems and explain how 1211 
CBR can be used. As a result of understanding these circumstances, the reader will 1212 
develop a sense of when CBR is recommended. 1213 

Because CBR is essentially based on experiences, this chapter will discuss the main 1214 
aspects of the CBR methodology and how it uses experiences in a specific way to solve 1215 
problems. It is inherent in using and reusing experiences that they embed answers to 1216 
problems or ways to get solutions. These answers can, for instance, help to solve 1217 
difficult combinatorial problems, as an add-on they can also suggest or improve 1218 
solutions where uncertainty is involved.  1219 

2.3 Case-Based Reasoning 1220 

The term case-based reasoning consists of three words and they need a short 1221 
explanation. A case is basically an experience of a solved problem. This can be 1222 
represented in many different ways. A case base is a collection of such cases. The term 1223 
based means that the reasoning is based on cases, that is, cases are the first source for 1224 
reasoning. The term most characteristic of the approach is reasoning. It means that the 1225 
approach is intended to draw conclusions using cases, given a problem to be solved.  1226 

The kind of reasoning is, however, quite different from reasoning in databases and 1227 
logic. The most important characteristic that distinguishes case-based reasoning from 1228 
other kinds of reasoning is that it does not lead from true assumptions to true 1229 
conclusions. This means that even if the solution in a recorded case were correct for its 1230 
original problem, this may not be the case for a new problem. This possibility is based 1231 
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on the general fact that the situation in the recorded experience may not be exactly the 1232 
same as that in the new problem. In fact, to be reused, it only has to be “similar”. 1233 
Therefore, the result of making use (or reuse) of the experience may only be “close” to 1234 
the correct solution of the new problem. This means that applying CBR is a kind of 1235 
approximate reasoning. Consequently, in order to more precisely describe its nature, 1236 
we will investigate the concepts of being similar and close in more detail. In fact, CBR 1237 
is essentially centred on these terms and most parts of this book are meant to describe 1238 
this form of reasoning. 1239 

2.4 Experiences and Cases 1240 

Experiences are essential for CBR. In general, an experience is a recorded episode 1241 
that occurred in the past, such as “Remember, last year in Italy we had a similar 1242 
problem with our car. The hint the mechanics gave us worked pretty well. We had this 1243 
problem quite often; and our usual way for fixing the problem always worked 1244 
somehow”. Such experiences are used to help solve future problems or make future 1245 
decisions. However, not every recorded episode will be useful in this respect. For this 1246 
reason, we consider two recorded experiences of the same event, in Table 2.1. 1247 

Table 2.1 Two recorded experiences of the same event 1248 
Experience Report 1. 
April 10 
10.45: Problem reported 
11.00 Maintenance arrived 
11.50 Expert from group C was called 
12.10 Expert arrived 
13.15 Exchange part arrived 
14.15 Part was built in 
14.30 Machine is running 

Experience Report 2. 
April 10 
Morning: Strange loud noise, dust came out, speed of 
machine is slowing down. 
10.45 Machine stopped  
11.15 Test 35 and test 45 failed 
12.15 Pressure was detected not working 
12.25 Valve A was working improperly, after exchange 
the problem was solved. 

Both experiences in Table 2.1 record what happened in the past. But the first one is 1249 
almost useless for advice on fixing such problems in the future. It may, however, be 1250 
used for administrative purposes. The second report offers some advice for a procedure 1251 
that can be useful, although no detailed description is provided. This shows that past 1252 
events can be viewed from many different perspectives. 1253 

To model a real-world situation there is no need to consider all aspects of a problem. 1254 
The task is to identify those that are relevant and useful for solving the problem. In 1255 
complex and unclear situations this may sometimes be difficult.  1256 

Suppose you go on a trip with your colleagues, driving your new used car, used but 1257 
new to you – the cheapest you could afford. The car has been working fine, except that 1258 
it will not start once the engine is warmed up. You are running out of gas and stopping 1259 
at a gas station and waiting for the engine to cool down would delay your trip. As you 1260 
share the problem with your colleagues, one of them is quickly reminded of a time 1261 
when his cousin had a similar problem starting her car, so she would only park or stop 1262 
the car on downhill slopes. Given that her car has a stick shift, she could simply let it 1263 
ride to get it started. Because your car is also a stick shift, you can reuse the same 1264 
solution, which is feasible because you are in a hilly area. 1265 

 1266 
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 1284 
Fig. 2.1 Steps of the experience 1285 
 1286 
In Fig. 2.1 the diagram breaks down the CBR methodology into steps, which helps 1287 

explain how CBR uses experiences to solve problems. These steps are executed around 1288 
the concepts of problems and solutions. Problems, solutions, and these steps will cover 1289 
a major part of this chapter. 1290 

2.4.1 Parts of a Case 1291 

Cases can be quite complex and consist, as mentioned, of whole stories. CBR uses 1292 
them for solving problems; therefore, there must be something in the experience that 1293 
talks about a problem and its solution. In a simple view, CBR divides an experience 1294 
into two parts: 1295 

 A problem part (or a description of a problem situation),  1296 
 A solution part that describes how one has reacted. 1297 

Often one restricts CBR to solutions that have been successful, but that is by no 1298 
means necessary or adequate. A failed solution is also an important piece of 1299 
information that states what one has to avoid. The coexistence of both successful and 1300 
failed experiences leads to the following definition.  1301 

 1302 
Definition 2.1 1303 

a) Positive experiences (cases) implement successful solutions and lead to the 1304 
advice: Do it again! 1305 

b) Negative experiences (cases) implement failed solutions and lead to the 1306 
advice: Avoid this! 1307 

When positive and negative cases occur one can introduce two sets of cases: C+ 1308 
(positive) and C- (negative) cases. Negative cases occur often in the context of decision 1309 
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making where one has to choose from different alternatives or when advice has to be 1310 
given. Negative cases have to be distinguished from cases that contain errors.  1311 

Major types of experiences occur in: 1312 
a) Classification: Decide the class to which an object belongs. For instance, 1313 

classify mushrooms into the two classes “edible” and “poisonous”. 1314 
b) Diagnosis: Decide what the diagnosis of a problem is. For instance, determine 1315 

whether what causes a car to malfunction is lack of gas (see also the example 1316 
given below). 1317 

c) Prediction: Decide what happens tomorrow. For instance, for predict expenses 1318 
for a firm for a given month in a given year. 1319 

d) Planning: Decide on a sequence of actions to reach a given goal. For instance, 1320 
make travel plans. 1321 

e) Configuration: Decide which elements to include. For instance, decide how to 1322 
select technical features and components of equipment. 1323 

In Chap. 4, Application Examples, there are several problems in these categories 1324 
given and it is shown how they can be approached by CBR. Chapter 4 defines and 1325 
discusses the different forms of reasoning that are embedded in different experiences. 1326 
Because experiences can perform different reasoning tasks, it is important that a CBR 1327 
system be uniquely designed to tailor each type of experience. Consequently, one 1328 
considers one type of problem at a time, that is, one reasoning task. A CBR system is 1329 
typically designed to perform one reasoning task. These systems offer an extended 1330 
view of CBR.  1331 

Recall we mentioned that, to be reused, a recorded experience needs only to be 1332 
similar to the new problem. This form of approximate reasoning generates an 1333 
additional, though optional, component in cases. This third component is usually 1334 
regarded as case outcome. Case outcomes do not retain knowledge about the 1335 
experience itself, but they can be seen as a place to record meta-experiences, that is, 1336 
information about uses of an experience. For example, how often a case is used, how 1337 
successful it has been, and so on. 1338 

While humans can understand accounts of experiences told in everyday language, 1339 
computers require some formality. Although natural to humans, the recognition of 1340 
similarity and the consequent ability to reuse experiences requires an analogy when 1341 
using a computer. This is a formal system that is intended to represent experiences so 1342 
they can be reused.  1343 

Sometimes experiences are not given in such a suitable, formal way because they 1344 
may rely on experiences that are informally described, for instance, in a textual form. 1345 
Part IV is dedicated to situations such as when experiences are available in textual, 1346 
visual, or conversational forms. 1347 

2.4.2 Problems 1348 

Problems are central to CBR because the main purpose of the methodology is 1349 
problem solving. The formulation of a problem is sometimes difficult because it refers 1350 
to the context in which it is stated. So, each problem formulation requires a different 1351 
kind of solution. For example: 1352 
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What is the price of this car? 1353 
 One answer could be: Too expensive for us. 1354 
 Another answer could be: $252,600. 1355 

It is obvious that one has to know the context in which the problem is stated in order 1356 
to find out which answer is appropriate. In other words, for a precise statement the 1357 
context has to be included in the problem formulation. 1358 

Part of the context is often the inherited culture. Consider for instance the Roman 1359 
and the Anglo-Saxon laws. In the Roman law there are rules that say that in such and 1360 
such a situation the decision is in favour of the defendant. In the Anglo-Saxon law the 1361 
decision is traditionally based on the relationship (i.e., analogy) between an event that 1362 
occurred in the past and the actual event. This latter kind of decision making is what 1363 
CBR applies. 1364 

Another cultural point is what is considered as important in planning. For instance, 1365 
what counts more, building a street or a school? Depending on the culture, laws may be 1366 
different in different areas. Other cultures are provided by different sciences such as 1367 
medicine, business and engineering; even large companies have developed their own 1368 
culture. The CBR context has to take this into account because transferring solutions 1369 
across cultures is problematic. For example, each bank has developed its own policy 1370 
for giving loans to customers. The same bank may interpret the policy differently in 1371 
each different country it operates; this becomes apparent during financial crises. 1372 

There are two types of problems we discuss in the context of the CBR methodology. 1373 
The problems in the cases recorded as experiences are usually referred to as problems 1374 
in CBR. The cases in the case base can sometimes be distinguished as candidate cases, 1375 
as they are candidates for reuse. However, the entire CBR process is triggered by a 1376 
problem. This is the new problem, or the actual problem that motivates a user to find a 1377 
problem-solving method. To make this distinct from other uses, we henceforth refer to 1378 
this as the query problem or, simply, the problem. 1379 

This section introduces problems and problem types, where the latter are more 1380 
general. Next, we distinguish between a problem and a solution. These simple and 1381 
intuitive notions are intended to eventually have formal definitions. Alternatively, we 1382 
will use the term query instead of problem, and answer instead of solution. 1383 

2.4.3 Solution Types 1384 

The possible ways of representing a solution vary: 1385 
 It can be just a solution in the narrow sense.  1386 
 It can contain in addition:  1387 

o Comments, illustrations, explanations.  1388 
o Advice how to use the solution.  1389 
o The effect by describing what occurred with the solution in the past. 1390 
o Remarks on the strategy with which the solution was obtained. 1391 

In simple cases the solution contains a name or simple data, for instance, an object 1392 
or an expected temperature. It may also be a project with values given to predefined 1393 
attributes, such as jogging three times a week for 45 minutes. Solutions may also have 1394 
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a complex object-oriented structure as a technical object. Even more complex are 1395 
solutions for planning and those in textual or image form.  1396 

In a complex situation the solution is a decision for performing an action or even a 1397 
process. Here one has to distinguish the decision from the action; the action refers to an 1398 
implementation and run of a strategy that may change states of variables. While the 1399 
decision is usually clearly formulated, the outcome of the action may be uncertain. 1400 
Suppose, for instance, that we have the choice between the different lotteries L1, …, Ln 1401 
and we want to choose a lottery that has maximal expected win. Then our solution can 1402 
only present us a certain lottery; the win is represented as a probability distribution. 1403 
Hence the computed probability has to be mentioned in the solution description. 1404 
Another example is if we decide to fly to Toronto. The execution may fail or be 1405 
postponed because of various unforeseen events. The latter means that the result of 1406 
using a solution is uncertain because of unexpected external results like bad weather or 1407 
an earthquake. If these are likely to happen one should extend the solution by an entry 1408 
“effect” for describing what really happened. The user who sees the solution does not 1409 
know this. If it is added then the user may get a hint for some possible adaptation. 1410 
Finally, there are situations where the usefulness of the solutions can only be judged if 1411 
they are executed in reality. This is the case with decisions for organising city traffic, 1412 
or, more generally, with making predictions.  1413 

2.5 Case Representations 1414 

Now we know that cases are experiences and that such experiences have a context. 1415 
We also know that cases include problems and solutions. The next step in introducing 1416 
the CBR methodology is to explain how a case is explicitly represented and how cases 1417 
are organised. Note that most of the formalisms used are not new. In fact, they can be 1418 
considered quite common and they are used in many other problem-solving 1419 
methodologies. 1420 

2.5.1 How Cases Are Represented 1421 

The simplest way to represent a case is by using feature-value pairs. A feature value 1422 
pair is used to represent a state of an entity, for example, colour of an entity, “Jessica’s 1423 
car is red”, where the feature is the colour of the car and the value is red, and the entity 1424 
is Jessica’s car. Instead of the word “feature” the word attribute is often used, and we 1425 
will freely switch between these.  1426 

Features need to be identified for both problem and solution. Suppose someone has 1427 
a headache and needs a diagnosis indicating what problem may be causing the 1428 
headache. In Table 2.3, we find several cases for this. 1429 

A set of features has to be selected to represent cases. Each patient is represented in 1430 
a case. Table 2.2 depicts one case with feature-value pairs for problem and solution. 1431 

Cases have to be described in some language. In principle, such a language can have 1432 
an arbitrary character. This is only a preliminary view; more details and variations are 1433 
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given in Chap. 5, Case Representations. Feature value representations are, in fact, just 1434 
an attribute-value vector.  1435 

 1436 
Definition 2.2 1437 

(i) For a given set U of objects, an attribute A assigns to each object O  U some 1438 
value taken from a set dom (A), the domain of A. 1439 

(ii) An attribute-value description is a finite vector of attributes. 1440 
 1441 
This means the represented object is just an attribute-value vector. The problems 1442 

and the solutions are described in this way. It is, however, a very simple definition of a 1443 
concept; it will be extended later in various ways; see Chap. 5, Case Representations. 1444 

The need for more complex representations originates from the fact that such a 1445 
representation cannot entail everything we can see and that is of interest. Consider the 1446 
example in which we want to describe a car failure in order to represent it as a case. A 1447 
case description limits the scope from the potentially infinite properties of a car to only 1448 
a small part. Out of the thousand parts a car may have, many are irrelevant to most 1449 
problems. This leads to the question: Which attributes should one take? The question 1450 
cannot be answered universally, not even for cars. The point is that the chosen 1451 
attributes should be relevant for the problem type in question. Our early example was 1452 
for diagnostic purposes, typical when a fault occurs. In order to sell a car however 1453 
different attributes would be relevant; as we see in Table 2.2. 1454 

A case would be a description of the car problem together with a description of the 1455 
solution. Here, a problem is just a case without a solution, in this example unusual car 1456 
noises. Table 2.2 presents the example through its attributes. One must realise that 1457 
there are numerous car failures that refer to many different aspects of a car. However, 1458 
within a certain type of failure the diversity is rather restricted. Hence, one has either to 1459 
know what the possibly relevant attributes are or where one can find them. Table 2.2 1460 
shows some attributes.  1461 

Table 2.2 Attributes of the case 1462 
Attributes and their values  
Symptom Unusual car noise 
Observations Knocking engine 
Since last inspection (month) 3 
Rhythmic pounding No 
Related to car speed No 
Oil pressure light flickering Yes 
Leaking oil No 

In order to make use of experiences for solving the problem of finding a diagnosis 1463 
and a repair we need a collection of many experiences to choose from. These will be a 1464 
collection (or set) of cases. As a general advice, we can look at humans describing a 1465 
failure. That means we did not invent something new here. The CBR goal is just to 1466 
support the usage of those experiences. Even if all attributes used are of interest, it is 1467 
not guaranteed that they all have the same importance. This will be considered later 1468 
when similarity is discussed. 1469 
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2.6 Case Bases 1470 

A case base is a memory; it contains a collection of cases that is used in the context 1471 
of the CBR methodology for the purpose of performing a reasoning task. 1472 

Definition 2.3 1473 
A case base is a collection of cases. 1474 
 1475 
A case base is a data source and usually it is finite. What is specific to CBR is how a 1476 

case base is used. In Appendix B, Relations and Comparisons with Other Techniques, 1477 
we contrast case bases with databases. The usage for CBR requires special ways of 1478 
utilizing the case base. The word “memory” is heavily used in cognitive sciences too; 1479 
this will also be discussed in Appendix B.  1480 

2.6.1 How Are Cases Organised? 1481 

We have three main types of case organisation: flat, structured, and unstructured 1482 
(e.g., text, images). Figure 2.2 illustrates the three basic types of case organisation. 1483 
Note that these forms already suggest different programming paradigms, but we will 1484 
only get into the programming aspects in Chap. 5, Case Representations. 1485 

 1486 
 1487 
 1488 
 1489 
 1490 
 1491 
 1492 
 1493 
 1494 
 1495 
 1496 
Fig. 2.2 Three types of case organisation: flat, structured, unstructured text 1497 

2.6.1.1 Flat Organisation 1498 
The flat organisation is the simplest to design and implement, and most suitable for 1499 

a small number of cases. Table 2.3 shows an example of cases in a flat organisation. 1500 
Attributes are listed in Table 2.3 in the leftmost column. They are used for representing 1501 
case problem and solution. The six cases are represented through different values. 1502 
There are no relationships between the cases. No one case has any relationship to 1503 
another that needs to be represented, which means that the representation is complete. 1504 
This is an example of a case base, that is, a collection of six cases that can be used in 1505 
the context of the CBR methodology to diagnose the potential source of a headache.  1506 

Case 

feature1: val 

Case 

Case 

feature1: val 

Case 

Case 

feature1: val 

Case 

Case 

feature1: val 

Case 

Case 

feature1: val 

Case 

Case 

feature1: val 

Case 
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2.6.1.2 Structured and Unstructured Organisation 1507 
Cases can be organised into structures such as hierarchies and networks. To be 1508 

structured, however, cases do not necessarily require a hierarchical organisation. The 1509 
relationship between two cases will have specific characteristics. An object-oriented 1510 
organisation is structured. The structured organisations can be beneficial when the 1511 
number of cases is very large. 1512 

Table 2.3 Six diagnoses cases 1513 
         Case id 
Attributes          Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 

Nausea Yes Yes Yes No No Yes 

Fever Yes No No No No No 

Malaise Dizzy Dizzy Dizzy No Listless Listless 

Blood pressure Normal 
Normal 
to low High 

Normal 
to high Normal 

Normal to 
high 

Vision changes No Yes No No No No 
Shortness of 
breath No No Yes No No No 

Patient name Bart Marge Lisa Homer Maggie Ned Flanders 

Diagnosis Influenza Migraine 
Heart 
problem Stress 

Vitamin 
deficiency Hangover 

Cases are very commonly hidden within texts or images. At this point we will not 1514 
yet discuss other concerns pertinent to unstructured organisations. We have entire 1515 
chapters dedicated to them, namely, Chaps. 17, 18, and 19. 1516 

2.7 Similarity and Retrieval 1517 

The purpose of retrieval is to retrieve the case from the case base (i.e., a candidate 1518 
case) that is so similar to a given new problem that their solutions can be swapped. One 1519 
of the implications of this concept of similarity within the CBR methodology is that 1520 
CBR’s similarity is not a general concept, but a polymorphic concept that varies for 1521 
each case base. One can, for instance, use the same case base with different measures 1522 
for different purposes.  1523 

The purpose of any problem-solving method is to obtain a good solution, ideally 1524 
even the best. The meaning of this is given by the user. Now that we understand that 1525 
the CBR methodology uses a memory (i.e., case base) of experiences represented as 1526 
cases, the next step is to understand how to select the experience, that is, case, and to 1527 
reuse it properly. The question that needs to be answered is this, “What case in this 1528 
memory has the most suitable solution I can reuse to solve my new problem”? The way 1529 
it is answered in CBR is by relating the problem and the problems in the cases that 1530 
make up the case base in such a way that the notion of “most suitable” is reflected. This 1531 
relation was earlier referred to as similarity. The user will identify a problem in the 1532 
base as very similar to the query problem if its solution is very useful. 1533 

Now suppose we have is a query problem and a case base to choose experiences 1534 
from. There are many experiences in the case base but we do not know which one to 1535 
take. The main difficulty we face is that the query problem may not be recorded in the 1536 



DRAFT D
O N

OT D
IS

TRIB
UTE

2.7.  Similarity and Retrieval  41 
 

 

case base because one cannot store all possible situations. Therefore, CBR has 1537 
developed intelligent techniques to take advantage of the experiences even if they do 1538 
not exactly match the query problem.  1539 

In order to illustrate how this is done we extend the example of car faults (Table 2.2) 1540 
and look at a query problem and a small case base, containing just two cases, shown in 1541 
Table 2.4. What we do is to compare the query problem with the problems of the stored 1542 
cases. This comparison is a crucial step and known as similarity assessment. The goal 1543 
is to find a case that helps in solving the problem. In other words, the case should be 1544 
useful for this purpose. The reason is that a case is useful if its problem description is 1545 
close to the query problem. Similarity is just a word for this. The goal is the cases are 1546 
analogous in such a way that their solutions can be reciprocally reused. 1547 

Table 2.4 Attributes in query problem, Case 1 and Case 2  1548 

Assessing similarity between two cases represented with attribute-value pairs entails 1549 
two concepts.  1550 

1) Similarity between attributes. 1551 
2) Relative relevance of each attribute. 1552 

When we compare two such cases it is natural to compare them attribute by 1553 
attribute. This is the best way particularly when cases are represented through 1554 
attributes. For this a similarity notion between attributes is needed. Each attribute 1555 
requires its own similarity function. As a general rule, a similarity value 1 is given 1556 
when the values of two attributes are the same; and a similarity value of 0 is given 1557 
when the values are not the same. Along these lines, for two values that are different 1558 
from each other but that may be considered medially similar, one can use a value of 1559 
0.5. This can, of course, become much more complex. These issues are further 1560 
discussed in Chaps. 6 and 7, both about similarity. 1561 

In the example, such a similarity function would define for attribute “Oil pressure 1562 
light flickering” a value of 1if both cases we have the same value for this attribute, and 1563 
0 otherwise. The attribute “Leaking oil” could have a similarity function return a value 1564 
of 1 if in case both cases we have the same value for this attribute; a value of 0 if one 1565 
case has a value of Yes and the other has a value of No; a value of 0.9 if one case has a 1566 

Query problem Attributes labels Case 1 Case 2 

Unusual car noise Symptom Unusual car noise Unusual car noise 

Knocking engine Observations Knocking engine Knocking engine 

3 Since last inspection 
(month) 

4 14 

No Rhythmic pounding Sometimes No 

No Related to car speed No No 

Yes Oil pressure light 
flickering 

No Yes 

No Leaking oil No Rarely 

What is to be 
determined 

Solution Loose transmission 
torque converter 

Oil burning 
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value of Rarely and the other case has a value of No; and a value of 0.1 otherwise. 1567 
These numbers resulting from the similarity function denote the degree of similarity.  1568 

The second concept within similarity assessment is the relative relevance of each 1569 
attribute. In practice, each attribute is not equally relevant, and this has to be 1570 
represented in the similarity assessment. In addition, the problem of describing the 1571 
importance of the attributes is denoted by a number too. Larger numbers denote a 1572 
greater importance because more important attributes play a larger role. The 1573 
comparison is described in Table 2.5 and will later be described in more detail. 1574 

Table 2.5 Comparisons between query problem and cases 1575 

The comparison uses two parameters based on the two concepts already introduced: 1576 
a) Similarities between the values of the attributes between the two cars. These 1577 

similarities are called local similarities.  1578 
b) The importance of the attributes. This is expressed in terms of integers where 1579 

larger means more important. The numbers denoting the importance are called 1580 
weights.  1581 

Presently, we assume that both parameters are given. Later we will better explain 1582 
their meaning and potential sources. 1583 

Next, we want to compute the overall similarities of the query problem to the two 1584 
cases. A simple and plausible way to do this is by taking weighted sums of local 1585 
similarities with the weights as coefficients. If sim denotes the intended similarity, we 1586 
get: 1587 

simሺܽܿݐ, 1ሻ݁ݏܽܥ ൌ
1
30

∙ ሺ1 ∙ 8 ൅ 0.9 ∙ 2	 ൅ 0.6 ∙ 7 ൅ 1 ∙ 2 ൅ 0 ∙ 8 ൅ 1 ∙ 3	ሻ ൌ 	0.633 

simሺܽܿݐ, 2ሻ݁ݏܽܥ ൌ
1
30

∙ ሺ1 ∙ 8 ൅ 0.2 ∙ 2	 ൅ 1 ∙ 7 ൅ 	1 ∙ 2 ൅ 	1 ∙ 8 ൅ 0.9 ∙ 3ሻ 	ൌ 0.936	

Therefore, we choose to reuse the solution from Case 2, which is oil burning. The 1588 
reason is that Case 2 is more similar to the problem than Case 1 and therefore, 1589 
according to our motivation, more useful. This can be formulated as a general 1590 
principle.  1591 

Definition 2.4 1592 
Be CB a set of objects and p be an object; then some s of CB is a nearest neighbour 1593 

to p if there is no object in the CB that has a higher similarity to p than s. 1594 
 1595 
The principle is that no case is more useful than a nearest neighbour. The advantage 1596 

Attributes labels Sim  
(Query problem, Case 1) 

Sim  
(Query problem, Case 2) 

Importance 
of attributes 

Observations 1 1 8 

Since last inspection 
(months) 

0.9 0.2 2 

Rhythmic pounding 0.6 1 7 

Related to car speed 1 1 2 

Oil pressure light 
flickering (binary) 

0 1 8 

Leaking oil 1 0.9 3 
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of having degrees of similarity is that we can compare them and have a way to 1597 
determine which experience is closer to the new problem. In particular, it allows us to 1598 
say which recorded experience is the most similar one. This brings up the usefulness of 1599 
the concept of nearest neighbours. 1600 

For an investigation of the cars example we had to define an adequate similarity 1601 
measure. For our method, this looks as follows for objects with the attribute-value 1602 
vectors of an arbitrary domain: x = (x1,..., xn) and y = (y1,..., yn): 1603 

Attributes: Attribute1, Attribute2,...., Attributen 1604 
Similarity between values of attributes (local similarities): 1605 

sim1(x1,y1), sim2(x2,y2),...,simn(xn,yn); xi.yi ε dom(Attributei). 1606 
Overall (global) similarity: 1607 

෍߱ۦ௜simሺݔ௜, ௜ሻ|1ݕ ൑ ݅ ൑ ݊ۧ
୧ୀ୬

୧	ୀଵ

 

In the example, we did not discuss the origin of two numbers:  1608 
1) The similarity functions for each attribute. 1609 
2) The weights that should reflect the importance of each attribute. 1610 

The (local) attribute similarities are easier to get because they deal only with the 1611 
domain of a single attribute and are therefore easier to estimate adequately. The 1612 
weights, however, are of global character because they relate attributes to each other 1613 
and are therefore much more difficult to determine. Intuitively importance means that 1614 
an important attribute has a large influence on the choice of which case is the nearest 1615 
neighbour for a query.  1616 

The case base in the example is very small but sufficient for illustrating these main 1617 
concepts. We see that none of the cases has exactly the same problem as our query 1618 
problem but the provided solution is still useful. There are two aspects that are over-1619 
simplified in the example: 1620 

1) We have only two cases and the decision between them is easy. If we have 1621 
hundreds or thousands of cases, more sophisticated techniques need to be 1622 
used. 1623 

2) Although the reused case problem is close to the query problem, it is not 1624 
exactly the same. In the example we were lucky because the old situation 1625 
could be the used unchanged. But suppose we had in the case a problem with 1626 
front lights and in the actual situation exactly the same problem with back 1627 
lights. Then it makes no sense to operate on the front lights. The advice is 1628 
rather to do the same repair on the back. 1629 

The latter refers to an adaptation of the solution provided by the nearest neighbour. 1630 
In general, adaptation takes place when one wants to reuse a solution with some 1631 
modification.  1632 

2.8 Reuse and Adaptation 1633 

The use of cases is a reuse of previous experiences in a new situation. If the new 1634 
problem situation is exactly like the previous one (which is supposed to have been 1635 
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successful) then the reuse is simple: Just copy the old solution. The general reuse 1636 
principle for a selected case is shown in Fig. 2.3. 1637 

 1638 
 1639 
 1640 
 1641 
 1642 
 1643 
Fig. 2.3 Reuse principle 1644 
 1645 
It is rare be able to use a solution exactly as it is recorded. This happens if the new 1646 

problem situation is not too different in essential aspects from the nearest neighbour 1647 
selected from the case base. Then the recommendation is to adapt the recorded solution 1648 
before reusing it to best suit the new problem. This can be done either manually or 1649 
automatically. CBR presents formal adaptation methods, which we will introduce next.  1650 

Adaptation can be performed on different levels of granularity. One extreme case is 1651 
reusing the solution strategy. An example is reusing a travel plan. Another extreme 1652 
case is using the solution itself. Both are called solution adaptation.  1653 

 1654 
 1655 
 1656 
 1657 
 1658 
 1659 
 1660 
 1661 
 1662 
 1663 
Fig. 2.4 Abstract CBR procedure 1664 
 1665 
Suppose we have to design exercise plans for people who need to increase their 1666 

endurance. The simplest way would be to create a weekly plan for running. Now 1667 
suppose there is a person who is not allowed to run because of knee problems. The 1668 
previous plan can still be used but running has to be replaced by swimming or 1669 
bicycling. The elements of the procedure are shown in Fig. 2.4. 1670 

In an abstract way we can describe the CBR problem-solving procedure by the 1671 
following steps: 1672 

a) First describe the problem formally.  1673 
b) Search in the case base for the nearest neighbour and select it. 1674 
c) Make use of the retrieved solution by copying or adapting it appropriately. 1675 

The approximate nature of case-based reasoning has the consequence that there is no 1676 
guarantee that the chosen case provides a good solution. For instance, the case base 1677 
may not even contain a good solution for the new problem. Sometimes this can be 1678 
easily seen, as in symmetric problems. Take for instance an experience of a car 1679 
problem with the solution “exchange the left bulb” when we have the same problem 1680 
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with the right bulb. It is not necessary to record this problem because we can simply 1681 
adapt the presented solution. There are other situations where this is not so easy and a 1682 
systematic evaluation is needed. This will be discussed in Chap. 9, Adaptation. 1683 

After adaptation, the adapted solution has to be tested in reality and possibly 1684 
modified further. If the solution obtained in this way is satisfactory, then one may 1685 
decide to add the case (new problem, final solution) to the case base in order to 1686 
improve it. This last step can be interpreted as a learning step. More learning methods 1687 
will be discussed in Chap. 10, Evaluation, Revision, and Learning. Adaptation allows 1688 
case bases to be smaller than if no adaptation could be done. Furthermore, adaptation 1689 
can be also extended by reusing a strategy when the solution is given because strategies 1690 
can also be adapted. These methods are found in game playing. In chess, for instance, 1691 
strategies are what is reused most often (but hard to formulate!)  1692 

If we solve a problem using experiences, there are many ways of doing it. For 1693 
systematic reasons it is desirable to have a general process model for CBR problem 1694 
solving. This will be discussed next. 1695 

2.9 Models of CBR 1696 

We now combine the understanding gained in the previous sections into two views 1697 
on CBR. The first view considers the processes that take place when CBR is applied, 1698 
that is, problem formulation, retrieve, reuse, revise, and retain. The second view 1699 
considers the knowledge organisation in CBR. CBR systems store their knowledge in 1700 
knowledge containers. The next two sections will describe these views in more detail. 1701 

2.9.1 CBR Process Model 1702 

Figure 2.5 introduces the first view we present of CBR, i.e., the main tasks the CBR 1703 
methodology implements. In a more abstract way they will now be extended to a 1704 
general process model that applies to the entire CBR methodology. 1705 

Figure 2.5 lays out the main tasks of this process. Although we have already 1706 
described the main concepts of the process, in this section, we present these tasks in the 1707 
context of the process model. 1708 

 1709 
Fig. 2.5 Tasks in the CBR process 1710 

2.9.1.1 Problem Formulation 1711 
Problem formulation is a task that starts from the need to obtain a new problem from 1712 

a user. Ideally, users should enter the new problem using the same representation and 1713 
level of detail as those of the cases in the case base. Often, this is not the case. As an 1714 

Using experiences for problem solving and learning

Problem
formulation

RetrieveReuse ReviseRetain
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example, it may happen that the user knows what to achieve but cannot express a 1715 
precise problem. Consider a user who wishes to find a “comfortable chair” for a living 1716 
room. The problem formulation would need a description of chair parts and their 1717 
properties that may not be available. Therefore, one cannot immediately describe such 1718 
problems as cases. 1719 

This can be done in different ways. This is also known as the query generation 1720 
problem. A somewhat oversimplified view is that the problem is stated exactly and 1721 
complete with all details. In fact, it can be costly to acquire in an attribute-value 1722 
representation the values of the attributes for the query problem. 1723 

An essential point therefore is to acquire as little information as possible for solving 1724 
the query problem but enough to provide an answer. There are two major ways to 1725 
proceed: 1726 

1) Use a specific, possibly standardized formulation of the problem. 1727 
2) Perform a dialogue with the user. This is discussed in Chap. 20, 1728 

Conversational CBR. 1729 
After the content of the new problem is obtained, there are still different ways to 1730 

formulate it physically. It can be typed into a computer; it can be spoken, or it can be 1731 
represented as an image or diagram. These variations will be discussed in later 1732 
chapters. 1733 

2.9.1.2 Retrieve 1734 
As previously mentioned, the goal of Retrieval is to determine the case that is most 1735 

similar (i.e., most useful) to the new problem. Retrieval starts when the new problem is 1736 
readily available and completes when a case is retrieved, becoming available for the 1737 
next task of the process: reuse. 1738 

For purposes of simplification, we assume that only one case is retrieved. Variations 1739 
are, of course, possible. They are further discussed in the chapters dedicated to 1740 
retrieval, Chaps. 8 and 14. 1741 

Retrieval is comparable with a search, where the new problem is used for guidance 1742 
and the case base is the search space. Retrieval is a demand and this demand has to be 1743 
formulated. In order to formulate it one needs a set of search paths to select a 1744 
successful one. The description of the paths is called an index structure. These indices 1745 
are basic for the search. Depending on the search structure there are many indexing 1746 
methods, for instance: 1747 

 For searching a book, the index is a page. 1748 
 Search for data entry uses a pointer to a record.  1749 
 Searching for a record in a database is a pointer to a record, realised by a key. 1750 

As previously mentioned, retrieval methods are not general; they have to be 1751 
designed for each system. This is because of the complexity of cases and the inexact 1752 
matching that CBR implements. 1753 

2.9.1.3 Reuse 1754 
Reuse is the step of the process when one case is selected for its solution to be 1755 

reused. It is completed when the new solution is proposed for the next task of the 1756 
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process: revision. Reuse is about proposing a solution for solving the new problem by 1757 
reusing information and knowledge in the retrieved case(s). 1758 

Reuse is quite simple when the new problem is identical to the retrieved case 1759 
problem. When they differ, they require adaptation. This is a general theme; details are 1760 
in Chap. 9, Adaptation. 1761 

2.9.1.4 Revise 1762 
Revise starts when a solution is proposed to solve the new problem, and it is 1763 

completed when it is confirmed. Revise aims to evaluate the applicability of the 1764 
proposed solution. Evaluations can be done in the real world or in a simulation. 1765 
Simulation is easier and cheaper but may neglect practically important aspects. In the 1766 
real world, evaluation aspects may be present that one might not have considered in the 1767 
model. In fact, this is an old phenomenon in Artificial Intelligence called the frame 1768 
problem. It says that one can never completely formulate all possible facts that may 1769 
occur in the real world.  1770 

2.9.1.5 Retain 1771 
When revising generates a new case, updating the case base with the new (learned) 1772 

case for future problem solving takes place. Nevertheless, a confirmed solution may or 1773 
may not be retained. Some systems learn new solutions adapted through use; others 1774 
accept only actual cases. Revise and retain are discussed in Chap. 10, Evaluation, 1775 
Revision, and Learning.  1776 

This model is detailed and extended in various ways. The usefulness of having a 1777 
process is that such improvements can smoothly be integrated. For instance, the 1778 
learning aspect is much more complex; in the cycle, cases can only be added but not 1779 
forgotten. This is connected with the maintenance issue that is discussed in Chap. 11, 1780 
Development and Maintenance, together with the problem of developing a CBR 1781 
system. 1782 

This view of CBR lists the main tasks the methodology entails. Another perspective 1783 
on CBR is given by the knowledge containers it requires to be successfully 1784 
implemented, which is discussed next.  1785 

2.9.2 CBR Knowledge Model 1786 

The knowledge container view of the CBR methodology is based on the perspective 1787 
that CBR is a knowledge-based system. Knowledge-based systems are a class of 1788 
intelligent systems that are designed by having a knowledge base in an independent 1789 
module. In CBR, we extend this notion to emphasize how the methodology utilizes 1790 
different kinds of knowledge in distinct repositories: the knowledge containers. While 1791 
the tasks listed in the previous Sect. 2.9.1 look at CBR from the process point of view, 1792 
one may also ask what kind of knowledge is represented and where it can be found. 1793 
Knowledge can either be represented explicitly or be hidden in an algorithm. In any 1794 
case, there must be some way to formulate the knowledge; we say that knowledge is 1795 
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presented in some formulation. The formulation is stored in what is called a knowledge 1796 
container. 1797 

For the knowledge containers described next we state what kind of knowledge could 1798 
be contained in them. We say little about how the knowledge is formally represented. 1799 
In CBR we identify four major knowledge containers. They are presented in Fig. 2.6. 1800 

 1801 
 1802 
 1803 
 1804 
 1805 
 1806 
 1807 
Fig. 2.6 Knowledge in CBR 1808 
 1809 
The knowledge containers represent one view of a CBR system; they are not 1810 

modules that can perform certain subtasks. They contain certain knowledge units that 1811 
in combination help solve a problem. Next, we give a short overview of the containers 1812 
that will be extended in the following chapters.  1813 

2.9.2.1 The Vocabulary Container 1814 
The vocabulary is basic for any knowledge-based system. This is not special to 1815 

CBR. The vocabulary determines what one can discuss explicitly.  1816 
The vocabulary plays a role in all levels of abstraction, which is illustrated by very 1817 

simple examples: 1818 
1. If we do not know the word heart rate we cannot talk about it. It is knowledge 1819 

that this term plays a role. 1820 
2. If the term tax cost is missing one cannot compute the tax correctly. Again, 1821 

this is knowledge. This aspect plays a major role in different countries, where 1822 
different tax regulations are involved. 1823 

The vocabulary container retains knowledge about how to explicitly describe the 1824 
knowledge elements being used. This does not depend on the types of descriptions, 1825 
ranging from logical constructs to free text. It is a classical observation in science that 1826 
the solutions of difficult problems have been found only after some person introduced a 1827 
new crucial notion.  1828 

Therefore, there is usually much knowledge contained in the chosen vocabulary. For 1829 
a real-world object there are in principle infinitely many terms that have something to 1830 
do with the object but only a few are relevant for a specific task. That means an object 1831 
can (and should) have different description terms for different tasks. 1832 

In the vocabulary container one can identify various sub-containers that are useful 1833 
for technical purposes as retrieval, input or output. These are, for example, names of 1834 
employees, companies, products in a supermarket, and so on. These sub-containers are 1835 
frequently defined and used in application domains.  1836 

Available Knowledge 

Vocabulary Similarity Case Base Adaptation 
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2.9.2.2 The Similarity Container 1837 
The knowledge in the similarity container consists of all knowledge needed to 1838 

determine what makes a case similar to another such that their solutions can be 1839 
reciprocally reused. There are multiple ways to ensure similarity knowledge 1840 
accomplishes this: From the use of simple symbolic similarities where the values are 1841 
either equal or not, through the use of weights to represent relative importance of the 1842 
attributes, through the use of systems where relevance is computed at runtime, to the 1843 
use of fuzzy algorithms that consider all attributes and their importance at once. 1844 

The similarity is used for retrieval purposes. This means that something has to be 1845 
known about the problem and what is required for the solution. As an example we 1846 
consider the task of squaring numbers and assume we are unable to multiply and do not 1847 
want to learn how to do so. Suppose we have a base of solved problems, say  1848 

Squ = {(2, 4), (2.5, 6.25), (−3, 9), (−5, 25), …}. 1849 
As a special problem we take square (3) = ? The answer is not in our list; therefore we 1850 
have to look for the nearest neighbour of “3”. A first try is to take the Euclidean 1851 
distance, which gives 2.5, and the answer 6.25. A much better method is to equip the 1852 
similarity measure with the knowledge square(x) = square(−x) for all x. Then we would 1853 
retrieve −3 which gives the correct answer. The similarity measure is much easier to 1854 
use than it is to learn multiplication. In Chaps. 6 and 7, similarity concepts are studied 1855 
in detail.  1856 

For CBR and retrieval purposes it is important to quantify similarities. This is done 1857 
by similarity measures, which can be defined as a mapping 1858 

sim: U U  [0, 1]  1859 
where U contains the objects to be compared. 1860 

Not all aspects of a problem situation may be of equal importance. For example, the 1861 
price of a car may be more important than the colour. If the similarity knows this then 1862 
it would pay more attention to the price attribute than to the colour attribute. A way to 1863 
make this possible is to assign weights to attributes. Earlier, we saw an example 1864 
dealing with car repairs where the similarity measure was naively chosen but 1865 
successful. It ranked the cases and we selected the most similar one because similarity 1866 
tends to be an adequate proxy for utility. 1867 

2.9.2.3 The Case Base Container 1868 
The case base container contains experiences as cases. These experiences may be 1869 

available from the past or may be constructed from variations of existing cases, or be 1870 
completely artificial. The description of the case base as a knowledge container is 1871 
straightforward as the case base is typically the main source of knowledge in CBR 1872 
systems. The implications of the case base as a container of knowledge are discussed in 1873 
multiple chapters. Representation formalisms are discussed in Chap. 5, Case 1874 
Representation; quality and maintenance are discussed in Chap. 11, Development and 1875 
Maintenance. 1876 
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2.9.2.4 The Adaptation Container 1877 
The knowledge in the adaptation container will be used to adapt cases to solve new 1878 

problems. The most common formalisms adopted for adaptation are rule bases; 1879 
nevertheless, case bases can be used, and even existing cases from the case base have 1880 
been used at runtime to extract adaptation knowledge. As previously described in Sect. 1881 
2.9.2.4, the knowledge in the adaptation container can be used to transform an existing 1882 
solution or generate a new solution based on a strategy from a previous solution. 1883 

In the adaptation container one finds information on how to modify a solution. In 1884 
the adaptation container rules are stored for adapting a retrieved solution to a new 1885 
situation. Such rules are intended to perform a solution transformation that has to take 1886 
care of the fact that the solutions obtained from the case base using the nearest 1887 
neighbour principle may still be insufficient (either because of a not very well defined 1888 
similarity measure or simply because the case base does not contain a better solution). 1889 
In this situation the solution is adapted. Adaptation knowledge can drastically reduce 1890 
the number of cases needed in the case base. More is shown in Chap. 9, Adaptation. 1891 

2.10 Tools 1892 

Tools can speed up design and assessment of an application. We list some tools that 1893 
are currently available. However, given the dynamics of tools, we recommend that the 1894 
reader rely on a more agile source, like the Cbrwiki (2011). 1895 

In addition, we mention some general-purpose tools, i.e., tools that can be used for 1896 
building a general CBR system and using it for many applications. Using such systems 1897 
one can avoid a lot of work, not least because of a graphical user interface with useful 1898 
visualisation. 1899 

Some major examples follow. 1900 
1) CBRWorks (http://cbr-works.net) and Orenge (Schumacher 2002). 1901 

CBRWorks is developed for e-commerce applications but can be used for 1902 
other purposes also. It contains elements from all knowledge containers 1903 
and can perform the full CBR cycle. Orenge is a further development and 1904 
has a more powerful retrieval engine. 1905 

2) myCBR. It is open source, developed under the GPL license. It can be 1906 
viewed as a successor of CBR Works and contains many useful features. 1907 
See myCBR (http://mycbr-project.net), from where it can be downloaded; 1908 
this also contains a tutorial. 1909 

3) jColibri. It is a general framework that supports many features like 1910 
graphical interfaces, description logics and ontologies, textual CBR, 1911 
evaluation, and so on (http://gaia.fdi.ucm.es/projects/jcolibri/). jColibri 2 1912 
(Recio-García et al. 2013) has added a number of features and is becoming 1913 
more and more a reference tool for teaching and research purposes.  1914 

4) CBR in Microsoft® Excel. For users familiar with macros in Excel, a 1915 
simple case retrieval system can be developed in it. A worksheet should be 1916 
reserved for cases, with their attributes laid out vertically. A different 1917 
worksheet is used for retrieval, where the new problem is compared to all 1918 



DRAFT D
O N

OT D
IS

TRIB
UTE

2.11.  Chapter Summary  51 
 

 

cases in the case base. Note that the retrieval worksheet will require one 1919 
column of computation of similarity for each case. Weights can be listed in 1920 
a separate sheet and called from the retrieval worksheet. Solutions can be 1921 
presented in a separate sheet. Such implementation can be extended to 1922 
include a validation method. 1923 

2.11 Chapter Summary 1924 

The chapter presents the basic notions used in CBR and necessary for understanding 1925 
the remainder of this book.  1926 

Case-based reasoning is a reasoning methodology for problem solving. It mainly 1927 
relies on experiences in which problems were solved in the past. CBR reuses previous 1928 
experiences to solve current, new problems. Problem solving experiences include 1929 
problems and solutions. Problems and solutions should be explicitly stated in order for 1930 
the experiences to be successfully reused. CBR can be used to perform multiple 1931 
reasoning tasks, such as classification, planning, and design. The way to develop a 1932 
reliable CBR system is by limiting its scope to one single reasoning task. Such a 1933 
system would be populated by cases that describe experiences of performing the single 1934 
chosen reasoning task in a given target domain.  1935 

The simplest method to represent cases is to use attribute-value representations. 1936 
With a limited and previously defined set of attributes, each case is populated with 1937 
individual values for each attribute. This representation allows a case comparison at the 1938 
level of attributes. 1939 

Cases are compared to search for a similar case. Problems are submitted to a CBR 1940 
system through what we call query problems. Once a new query problem is formulated 1941 
through the set of attributes defined for case representation, similar cases can be 1942 
retrieved.  1943 

Case retrieval utilizes a similarity measure to search for similar cases whose 1944 
solutions may be reused to solve the new query problem. How to assess similarity 1945 
between cases is a core method in CBR. 1946 

The problem in the retrieved case is typically very similar to, but not exactly the 1947 
same as the query problem. This may cause the solution in the retrieved case not to be 1948 
perfectly suitable for solving the new query problem. Adaptation is the step that 1949 
modifies the solution in the retrieved case in order to make it perfectly suitable for 1950 
solving the query problem. 1951 

There are two models of CBR. The CBR process model incorporates formulating 1952 
the problem, retrieving solutions, reusing them, revising and repairing them, and 1953 
storing them as new experiences. 1954 

The CBR knowledge model describes the containers where knowledge is stored. 1955 
There are four knowledge containers: Vocabulary, Case Base, Similarity, and 1956 
Adaptation.  1957 

From reading this chapter, the reader has a deeper understanding of the CBR 1958 
process. However, we recommend you do not yet jump into designing your own CBR 1959 
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system, not until after reading Chaps. 3 and 4; the technical details are presented in Part 1960 
II. 1961 

2.12 Background Information 1962 

The first substantial publication on case-based reasoning is the 1993 book by 1963 
Kolodner (1993). It introduces the main problem areas, thoroughly describing case 1964 
representation, structure, indexing, retrieval, adaptation and learning. 1965 

CBR has roots outside of computer science, mainly in cognitive science, 1966 
psychology, and language understanding. The first CBR systems were built within this 1967 
context. The use of analogy for reusing previous events is discussed in Carbonell 1968 
(1983). The many roots of CBR today are discussed in Richter and Aamodt (2005). 1969 

One of the most cited foundational articles is the 1994 article by Aamodt and Plaza 1970 
(1994). The CBR cycle as presented by Aamodt and Plaza is a simple and complete 1971 
way of visualising the CBR methodology as a whole. It introduces the CBR cycle and 1972 
names the four R’s in the cycle: retrieve, reuse, revise, and retain. An early cycle for 1973 
modelling the CBR process, referred to as a CBR flowchart, is given in (Riesbeck and 1974 
Schank 1989). The CBR cycle was extended in many ways to describe additional 1975 
activities like maintenance and learning. Some of these extensions are described by 1976 
Bridge (2005). More historical information is in Chap. 1, Introduction, and in 1977 
Appendix B, Relations and Comparisons with Other Techniques. 1978 

The knowledge containers were introduced by Michael M. Richter; see, for instance, 1979 
Richter (1998). We return to them in Chaps. 10 and 11 on learning and on development 1980 
and maintenance. When systems are developed or improved, the contents of the 1981 
containers are the objects of interest. 1982 

The example in Fig. 2.1 is based on a problem discussed on Car Talk from National 1983 
Public Radio® on 19 February 2011. 1984 

2.13 Exercises 1985 

Exercise 1 1986 
Suppose you are in the automotive domain. Look at the three contexts 1987 

manufacturing cars, marketing cars and repairing cars. Find for each context typical 1988 
attributes that would not be used in the other contexts. 1989 

Exercise 2 1990 
Describe the purpose of shifting knowledge from the case base to 1991 

a) the similarity measure, 1992 
b) the adaptation container. 1993 

What is the influence on the size of the case base? 1994 
Exercise 3  1995 
Give an example where the retain step of the process model does not improve the 1996 

performance of the CBR system. 1997 
Exercise 4 (Intended for readers who understand databases) 1998 
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Write a process cycle for databases. Can you identify some knowledge containers? 1999 
Exercise 5 (Intended for computer scientists) 2000 
Name some knowledge containers for other knowledge-based systems such as rule-2001 

based reasoning, fuzzy expert systems, and ontologies. 2002 
Exercise 6 2003 
Find useful sub-containers for adaptation. 2004 
Exercise 7 2005 
Propose an application domain where CBR can be used to provide solutions to 2006 

problems. Consider what source of cases you would have. 2007 
Exercise 8 2008 
Describe characteristics that you would require for a problem to be solved with the 2009 

CBR methodology. 2010 
Exercise 9 2011 
Describe an area of expertise that you master, e.g., playing a game. Describe how 2012 

you would explain to someone what makes cases similar to others so that their 2013 
solutions can be swapped with minimal adaptation. 2014 

Exercise 10 2015 
Elicit similarity knowledge from an expert (not you) in any domain in which you are 2016 

not a master. In other words, elicit for the expert’s domain of expertise what makes 2017 
cases similar to others so that their solutions can be swapped with minimal adaptation. 2018 

Exercise 11 2019 
Name one AI methodology and an example problem you are familiar with and then 2020 

list advantages and disadvantages you see when comparing it with CBR. 2021 
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