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Preface

There have been numerous advances made in many fields of the biosciences in 
recent years, and perhaps the most dramatic advances have been in our ability to 
investigate and define cellular processes at the molecular level. These insights 
have been largely owing to the development and application of powerful 
new techniques in molecular biology––nucleic acid, protein, and cell-based 
methodologies, in particular.

In the first edition of the Molecular Biomethods Handbook, we introduced 
the reader to a selection of analytical and preparative techniques that we 
considered to be frequently used by research workers in the field of molecu-
lar biology. Clearly, within the constraints of a single volume we had to be 
selective in the techniques we described. Since the first edition was published, 
science has continued to move on apace. For example, the use of microarray 
technology is now commonplace, nanotechnology has entered the scientific 
literature, microfluidic technology has been developed, the tremendous poten-
tial of stem cells has been recognized, single-cell analysis is becoming routine, 
the human genome has been sequenced, and new techniques for mapping and 
RNA expression have been introduced. The second edition is consequently 
significantly expanded, with over 1100 pages compared to the 720 pages of 
the first edition.

As with the first edition, we have aimed to describe the theory, outline practi-
cal procedures, and provide the applications of the techniques described. For 
those who require detailed laboratory protocols, these can be found in the ref-
erences cited in each chapter and in the laboratory protocol series Methods in 
Molecular BiologyTM published by Humana Press.

This book should prove useful to undergraduate students (especially 
project students), Masters students, postgraduate research students, and 
research scientists and technicians who wish to understand and use new tech-
niques, but who do not have the necessary background for setting up such 
techniques. In addition, this book will be useful for those wishing to update 
their knowledge of particular techniques. All the chapters have been written 
by well-established research scientists who run their own research programs 

v



and who use the methods on a regular basis. We hope that this edition will 
prove to be a useful source of information in the molecular biosciences and a 
valuable text for those engaged in or entering the field of molecular biology.

John M. Walker
Ralph Rapley
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1. Introduction

There have been many developments over the past three decades that have 
led to the efficient manipulation and analysis of nucleic acids and proteins. 
Many of these have resulted from the isolation and characterization of numer-
ous DNA-manipulating enzymes, such as DNA polymerase, DNA ligase, and 
reverse transcriptase. However, perhaps the most important was the isolation 
and application of a number of enzymes that enabled the reproducible diges-
tion of DNA. These enzymes, termed restriction endonucleases or restriction 
enzymes, provided a turning point for not only the analysis of DNA but also 
the development of recombinant DNA technology and provided a means for 
the detection and identification of disease and disease markers.

1.1. Enzymes Used in Molecular Biology

Restriction endonucleases recognize specific DNA target sequences, mainly 
4–6 bp in length, and cut them, reproducibly, in a defined manner. The nucle-
otide sequences recognized are of an inverted repeat nature (typically termed 
palindromic), reading the same in both directions on each strand (1). When 
cut or cleaved, they produce a flush or blunt-ended, or a staggered, cohesive-
ended fragment depending on the particular enzyme as indicated in Fig. 1.1. 
An important property of cohesive ends is that DNA from different sources 
(e.g., different organisms) digested by the same restriction endonuclease will 
be complementary (termed “sticky”) and so will join or anneal to each other. 
The annealed strands are held together only by hydrogen-bonding between 
complementary bases on opposite strands. Covalent joining of nucleotide 
ends on each of the two strands may be brought about by the introduction of 
the enzyme DNA ligase. This process, termed ligation, is widely exploited in 
molecular biology to enable the construction of recombinant DNA molecules 
(i.e., the joining of DNA fragments from different sources). Approximately 
500 restriction enzymes have been characterized to date that recognize over 
100 different target sequences. A number of these, termed isoschizomers, 
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recognize different target sequences but produce the same staggered ends or 
overhangs. With the vast number of restriction endonucleases it can be difficult 
and laborious to determine the number of restriction sites present within a 
given DNA sequence. There are many instances where it would be beneficial 
to attain this information quickly and easily; design of plasmids, site-directed 
mutagenesis investigations, PCR primer design etc. Programs are available 
free of charge on the Internet that identify restriction sites according to criteria 
defined by the user within the Input DNA sequence (e.g., Webcutter).

In addition to restriction enzymes a number of other enzymes have proved 
to be of value in the manipulation of DNA and are indicated at appropriate 
points within this chapter.

2. Extraction and Separation of Nucleic Acids

2.1. DNA Extraction Techniques

The use of DNA for medical analysis or for research-driven manipulation 
usually requires that it be isolated and purified to a certain degree. DNA is 
usually recovered from cells by methods that include cell rupture but that 
prevent the DNA from fragmenting by mechanical shearing. This is gener-
ally undertaken in the presence of EDTA, which chelates the magnesium ions 
needed as cofactors for enzymes that degrade DNA, termed DNase. Ideally, 
cell walls, if present, should be digested enzymatically (e.g., lysozyme in the 
bacteria or bacterial cell). In addition the cell membrane should be solubilized 
using detergent. Indeed, if physical disruption is necessary, it should be kept 
to a minimum and should involve cutting or squashing of cells, rather than the 
use of shear forces. Cell disruption and most of the subsequent steps should be 
performed at 4°C, using glassware and solutions that have been autoclaved to 
destroy DNase activity. After release of nucleic acids from the cells, RNA can 
be removed by treatment with ribonuclease (RNase) that has been heat treated 
to inactivate any DNase contaminants; RNase is relatively stable to heat as a 
result of its disulfide bonds, which ensure rapid renaturation of the molecule on 
cooling. The other major contaminant, protein, is removed by shaking the solu-

Fig. 1.1. The cleavage of a DNA strand with a target site for the restriction enzyme 
EcoR1 indicating the ends of the DNA formed following digestion.
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tion gently with water-saturated phenol, or with a phenol/chloroform mixture, 
either of which will denature proteins but not nucleic acids. Centrifugation of 
the emulsion formed by this mixing produces a lower, organic phase, separated 
from the upper, aqueous phase by an interface of denatured protein. The aque-
ous solution is recovered and deproteinized repeatedly, until no more material 
is seen at the interface. Finally, the deproteinized DNA preparation is mixed 
with two volumes of absolute ethanol, and the DNA is allowed to precipitate 
out of solution in a freezer. After centrifugation, the DNA pellet is redissolved 
in a buffer containing EDTA to inactivate any DNases present. This solution 
can be stored at 4°C for at least a month. DNA solutions can be stored frozen, 
although repeated freezing and thawing tends to damage long DNA molecules 
by shearing. A flow diagram summarizing the extraction of DNA is given in 
Fig. 1.2. The above-described procedure is suitable for total cellular DNA. 
If the DNA from a specific organelle or viral particle is needed, it is best to 
isolate the organelle or virus before extracting its DNA, because the recovery 
of a particular type of DNA from a mixture is usually rather difficult. Where 
a high degree of purity is required, DNA may be subjected to density gradient 
ultracentrifugation through cesium chloride, which is particularly useful for 
the preparation plasmid DNA. It is possible to check the integrity of the DNA 
by agarose gel electrophoresis and determine the concentration of the DNA 
by using the fact that 1 absorbance unit equates to 50 µg/mL of DNA:50A260 
= Concentration of DNA sample (µg/mL). The identification of contaminants 
may also be undertaken by scanning ultraviolet (UV)-spectrophotometry from 
200–300 nm. A ratio of 260:280 nm of approx 1.8 indicates that the sample 
is free of protein contamination, which absorbs strongly at 280 nm.

Fig. 1.2. General steps involved in extracting DNA from cells or tissues.
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2.2. RNA Extraction Techniques

The methods used for RNA isolation are very similar to those described above 
for DNA; however, RNA molecules are relatively short and, therefore, less 
easily damaged by shearing, so cell disruption can be rather more vigorous (2). 
RNA is, however, very vulnerable to digestion by RNases, which are present 
endogenously in various concentrations in certain cell types and exogenously 
on fingers. Gloves should therefore be worn, and a strong detergent should 
be included in the isolation medium to immediately denature any RNases. 
Subsequent deproteinization should be particularly rigorous, because RNA is 
often tightly associated with proteins. DNase treatment can be used to remove 
DNA, and RNA can be precipitated by ethanol. One reagent in particular that 
is commonly used in RNA extraction is guanadinium thiocyanate, which is 
both a strong inhibitor of RNase and a protein denaturant. It is possible to 
check the integrity of an RNA extract by analyzing it by agarose gel electro-
phoresis. The most abundant RNA species, the rRNA molecules, are 23S and 
16S for prokaryotes and 18S and 28S for eukaryotes. These appear as discrete 
bands on the agarose gel and indicate that the other RNA components are 
likely to be intact. This is usually carried out under denaturing conditions to 
prevent secondary structure formation in the RNA. The concentration of the 
RNA may be estimated by using UV spectrophotometry in a similar manner 
to that used for DNA. However in the case of RNA at 260 nm, 1 absorbance 
unit equates to 40 µg/mL of RNA. Contaminants may also be identified in the 
same way by scanning UV spectrophotometry; however, in the case of RNA, a 
260:280 nm ratio of approx 2 would be expected for a sample containing little 
or no contaminating protein (3).

In many cases, it is desirable to isolate eukaryotic mRNA, which constitutes 
only 2–5% of cellular RNA from a mixture of total RNA molecules. This may 
be carried out by affinity chromatography on oligo(dT)-cellulose columns. 
At high salt concentrations, the mRNA containing poly(A) tails binds to the 
complementary oligo(dT) molecules of the affinity column, and so mRNA 
will be retained; all other RNA molecules can be washed through the column 
by further high-salt solution. Finally, the bound mRNA can be eluted using a 
low concentration of salt (4). Nucleic acid species may also be subfractionated 
by more physical means such as electrophoretic or chromatographic separa-
tions based on differences in nucleic acid fragment sizes or physicochemical 
characteristics.

2.3. Electrophoresis of Nucleic Acids

To analyze nucleic acids by size, the process of electrophoresis in an agarose 
or polyacrylamide support gel is usually undertaken. Electrophoresis may 
be used analytically or preparatively and can be qualitative or quantitative. 
Large fragments of DNA such as chromosomes may also be separated by 
a modification of electrophoresis termed pulsed field gel electrophoresis 
(PFGE), which uses alternating directions of DNA migration (5). The easiest 
and most widely applicable method is electrophoresis in horizontal agarose 
gels as indicated in Fig. 1.3. To visualize the DNA, staining has to be under-
taken, usually with a dye such as ethidium bromide. This dye binds to DNA 
by insertion between stacked base-pairs, termed intercalation, and exhibits a 
strong orange/red fluorescence when illuminated with UV light. Alternative 
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stains such as SYBRGreen or Gelstar, which have similar sensitivities, are also 
available and are less hazardous to use. In general, electrophoresis is used to 
check the purity and intactness of a DNA preparation or to assess the extent 
of an enzymatic reaction during, for example, the steps involved in the clon-
ing of DNA. For such checks “mini-gels” are particularly convenient, because 
they need little preparation, use small samples, and provide results quickly. 
Agarose gels can be used to separate molecules larger than about 100 base 
pairs (bp). For higher resolution or for the effective separation of shorter DNA 
molecules, polyacrylamide gels are the preferred method. In recent years, a 
number of acrylic gels have been developed that may be used as an alternative 
to agarose and polyacrylamide.

When electrophoresis is used preparatively, the fragment of gel containing 
the desired DNA molecule is physically removed with a scalpel. The DNA is 
then recovered from the gel fragment in various ways. This may include crush-
ing with a glass rod in a small volume of buffer, using agarase to digest the 
agrose leaving the DNA, or by the process of electroelution. In this method, 
the piece of gel is sealed in a length of dialysis tubing containing buffer and is 
then placed between two electrodes in a tank containing more buffer. Passage 
of an electrical current between the electrodes causes DNA to migrate out of 
the gel piece, but it remains trapped within the dialysis tubing and can, there-
fore, be recovered easily.

3. Nucleic Acid Blotting and Gene Probe Hybridization

3.1. Nucleic Acid Blotting

Electrophoresis of DNA restriction fragments allows separation based on size 
to be conducted; however, it provides no indication as to the presence of a 
specific, desired fragment among the complex sample. This can be achieved 
by transferring the DNA from the intact gel onto a piece of nitrocellulose or 
Nylon membrane placed in contact with it. This provides a more permanent 
record of the sample because DNA begins to diffuse out of a gel that is left 
for a few hours. First the gel is soaked in alkali to render the DNA single 
stranded. It is then transferred to the membrane so that the DNA becomes 
bound to it in exactly the same pattern as that originally on the gel (6). This 
transfer, named a Southern blot after its inventor Ed Southern, is usually 
performed by drawing large volumes of buffer by capillary action through 
both gel and membrane, thus transferring DNA from the gel to the mem-
brane. Alternative methods are also available for this operation such as 

Fig. 1.3. Schematic illustration of a typical horizontal gel electrophoresis setup for the 
separation of nucleic acids.
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electrotransfer or vacuum assisted transfer. Both are claimed to give a more 
even transfer and are much more rapid, although they do require more expen-
sive equipment than the capillary transfer system. Transfer of the DNA from 
the gel to the membrane allows the membrane to be treated with a labeled 
DNA gene probe. This single-stranded DNA probe will hybridize under the 
right conditions to complementary single-stranded DNA fragments immobilized 
onto the membrane.

3.2. Hybridization and Stringency

The conditions of hybridization are critical for this process to take place 
effectively. This is usually referred to as the stringency of the hybridization 
and it is particular for each individual gene probe and for each sample of 
DNA. Two of the most important components are the temperature and the salt 
concentration. Higher temperatures and low salt concentrations, termed high 
stringency, provide a favorable environment for perfectly matched probe and 
template sequences, whereas reduced temperatures and high salt concentra-
tions, termed low stringency, allow the stabilization of mismatches in the 
duplex. In addition, inclusions of denaturants such as formamide allow the 
hybridization temperatures to be reduced without affecting the stringency. A 
series of posthybridization washing steps with a salt solution such as SSC, 
containing sodium citrate and sodium chloride, is then carried out to remove 
any unbound probe and control the binding of the duplex. The membrane is 
developed using either autoradiography if the probe is radiolabeled or by a 
number of nonradioactive methods.

The precise location of the probe and its target may be then visualized. 
The steps involved in Southern blotting are indicated in Fig. 1.4. It is also 
possible to analyze DNA from different species or organisms by blotting the 
DNA and then using a gene probe representing a protein or enzyme from 
one of the organisms. In this way, it is possible to search for related genes in 
different species. This technique is generally termed Zoo blotting. A similar 
process of nucleic acid blotting can be used to transfer RNA separated by gel 
electrophoresis onto membranes similar to that used in Southern blotting. This 
process, termed Northern blotting, allows the identification of specific mRNA 
sequences of a defined length by hybridization to a labeled gene probe (7). It 
is possible with this technique to not only detect specific mRNA molecules, 
but it may also be used to quantify the relative amounts of the specific mRNA 
present in a tissue or sample. It is usual to separate the mRNA transcripts by 
gel electrophoresis under denaturing conditions because this improves resolu-
tion and allows a more accurate estimation of the sizes of the transcripts. The 
format of the blotting may be altered from transfer from a gel to direct applica-
tion to slots on a specific blotting apparatus containing the Nylon membrane. 
This is termed slot or dot blotting and provides a convenient means of 
measuring the abundance of specific mRNA transcripts without the need for 
gel electrophoresis, it does not, however, provide information regarding the size 
of the fragments. Hybridization techniques are essential to many molecular 
biology experiments; however, the format of the hybridization may be altered 
to improve speed sensitivity and throughput.

One interesting alternative is termed surface plasmon resonance (SPR). 
This is an optical system based on difference between incident and reflected 
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light in the presence or absence of hybridization. Its main advantage is that 
the kinetics of hybridization can be undertaken in real time and without a 
DNA label. A further exciting method for hybridization is also in use, which 
uses arrays of single-stranded DNA molecules tethered to small hybridization 
chips. Hybridization to a DNA sample is detected by computer, allowing DNA 
mutations to be quickly and easily identified.

3.3. Production of Gene Probes

The availability of a gene probe is essential in many molecular biology tech-
niques; yet, in many cases, it is one of the most difficult steps. The informa-
tion needed to produce a gene probe may come from many sources, but with 
the development and sophistication of genetic databases, this is usually one 
of the first stages (8). There are a number of genetic databases such as those 

Fig. 1.4. The procedure involved in a typical Southern blot indicating the construction 
of a simple capillary transfer setup.
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at Genbank and EMBL and it is possible to search these over the Internet and 
identify particular sequences relating to a specific gene or protein. In some cases, 
it is possible to use related proteins from the same gene family to gain informa-
tion on the most useful DNA sequence. Similar proteins or DNA sequences but 
from different species may also provide a starting point with which to produce a 
so-called heterologous gene probe. Although, in some cases, probes are already 
produced and cloned, it is possible, armed with a DNA sequence from a DNA 
database, to chemically synthesize a single-stranded oligonucleotide probe. This 
is usually undertaken by computer-controlled gene synthesizers, which link 
dNTPs together based on a desired sequence. It is essential to carry out certain 
checks before probe production to determine that the probe is unique, is not able 
to self-anneal, or is self complementary, all of which may compromise its use. 
Where little DNA information is available to prepare a gene probe, it is possible 
in some cases to use the knowledge gained from analysis of the corresponding 
protein. Thus, it is possible to isolate and purify proteins and sequence part of the 
N-terminal end of the protein. From our knowledge of the genetic code, it is pos-
sible to predict the various DNA sequences that could code for the protein and 
then synthesize appropriate oligonucleotide sequences chemically. Because of 
the degeneracy of the genetic code, most amino acids are coded for by more than 
one codon; therefore, there will be more than one possible nucleotide sequence 
that could code for a given polypeptide. The longer the polypeptide, the larger 
the number of possible oligonucleotides that must be synthesized. Fortunately, 
there is no need to synthesize a sequence longer than about 20 bases, as this 
should hybridize efficiently with any complementary sequences and should be 
specific for one gene. Ideally, a section of the protein should be chosen that 
contains as many tryptophan and methionine residues as possible, because these 
have unique codons and there will therefore be fewer possible base sequences 
that could code for that part of the protein. The synthetic oligonucleotides can 
then be used as probes in a number of molecular biology methods.

3.4. DNA Gene Probe Labeling

An essential feature of a gene probe is that it can be visualized by some means. 
In this way, a gene probe that hybridizes to a complementary sequence may be 
detected and identify that desired sequence from a complex mixture. There are 
two main ways of labeling gene probes, traditionally this has been carried out 
using radioactive labels, but gaining in popularity are nonradioactive labels. 
Perhaps the most used radioactive label is phosphorous-32 (32P), although for 
certain techniques sulfur-35 (35S) and tritium (3H) are used. These may be 
detected by the process of autoradiography where the labeled probe molecule, 
bound to sample DNA, located, for example, on a Nylon membrane, is placed 
in contact with an X-ray-sensitive film. Following exposure, the film is devel-
oped and fixed just as a black-and-white negative and reveals the precise loca-
tion of the labeled probe and, therefore, the DNA to which it has hybridized.

3.5. Nonradioactive DNA Labeling

Nonradioactive labels are increasingly being used to label DNA gene probes. 
Until recently, radioactive labels were more sensitive than their nonradioactive 
counterparts. However, recent developments have led to similar sensitivities, 
which, when combined with their improved safety, have led to their greater 



Chapter 1 The Manipulation of Nucleic Acids 11

acceptance. The labeling systems are either termed direct or indirect. Direct 
labeling allows an enzyme reporter such as alkaline phosphatase to be coupled 
directly to the DNA. Although this may alter the characteristics of the DNA 
gene probe, it offers the advantage of rapid analysis because no intermediate 
steps are needed. However indirect labeling is, at present, more popular. This 
relies on the incorporation of a nucleotide that has a label attached. At present, 
three of the main labels in use are biotin, fluorescein, and digoxigenin. These 
molecules are covalently linked to nucleotides using a carbon spacer arm of 
7, 14, or 21 atoms. Specific binding proteins may then be used as a bridge 
between the nucleotide and a reporter protein such as an enzyme. For exam-
ple, biotin incorporated into a DNA fragment is recognized with a very high 
affinity by the protein streptavidin. This may either be coupled or conjugated 
to a reporter enzyme molecule such as alkaline phosphatase or horseradish 
peroxidase (HRP). This is usually used to convert a colorless substrate into a 
colored insoluble compound and also offers a means of signal amplification. 
Alternatively, labels such as digoxigenin incorporated into DNA sequences 
may be detected by monoclonal antibodies, again conjugated to reporter mol-
ecules, including alkaline phosphatase. Thus, rather than the detection system 
relying on autoradiography, which is necessary for radiolabels, a series of 
reactions resulting in either a color or a light or a chemiluminescence reaction 
takes place. This has important practical implications because autoradiography 
may take 1–3 d, whereas color and chemiluminescent reactions take minutes. 
In addition, no radiolabeling and detection minimize the potential health and 
safety hazards encountered when using radiolabels.

3.6. End Labeling of DNA

The simplest form of labeling DNA is by 5'- or 3'-end labeling. 5'-End labeling 
involves a phosphate transfer or exchange reaction, where the 5' phosphate of 
the DNA to be used as the probe is removed and in its place a labeled phos-
phate, usually 32P, is added. This is usually carried out by using two enzymes, 
the first, alkaline phosphatase, is used to remove the existing phosphate group 
from the DNA. Following removal of the released phosphate from the DNA, 
a second enzyme polynucleotide kinase is added that catalyzes the transfer of 
a phosphate group (32P labeled) to the 5' end of the DNA (see Fig. 1.5). The 
newly labeled probe is then purified, usually by chromatography through a 
Sephadex column and may be used directly. Using the other end of the DNA 
molecule, the 3' end, is slightly less complex. Here, a new dNTP, which is 
labeled (e.g., 32PadATP or biotin-labeled dNTP), is added to the 3' end of the 
DNA by the enzyme terminal transferase as indicated in Fig. 1.6. Although 
this is a simpler reaction, a potential problem exists because a new nucleotide 
is added to the existing sequence and so the complete sequence of the DNA is 
altered, which may affect its hybridization to its target sequence. End labeling 
methods also suffer from the fact that only one label is added to the DNA, so 
these methods are of a lower activity in comparison to methods that incorpo-
rate labels along the length of the DNA.

3.7. Random Primer Labeling of DNA

The DNA to be labeled is first denatured and then placed under renaturing 
conditions in the presence of a mixture of many different random sequences of 
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hexamers or hexanucleotides. These hexamers will, by chance, bind to the DNA 
sample wherever they encounter a complementary sequence and, thus, the DNA 
will rapidly acquire an approximately random sprinkling of hexanucleotides 
annealed to it. Each of the hexamers can act as a primer for the synthesis of a 
fresh strand of DNA catalyzed by DNA polymerase because it has an exposed 3' 
hydroxyl group, as seen in Fig. 1.7. The Klenow fragment of DNA polymerase 
is used for random primer labeling because it lacks a 5'–3' exonuclease activ-
ity. This is prepared by cleavage of DNA polymerase with subtilisin, giving a 
large enzyme fragment that has no 5' to 3' exonuclease activity, but which still 
acts as a 5' to 3' polymerase. Thus, when the Klenow enzyme is mixed with the 
annealed DNA sample in the presence of dNTPs, including at least one that is 
labeled, many short stretches of labeled DNA will be generated. In a similar way 
to random primer labeling, polymerase chain reaction (PCR) may also be used 
to incorporate radioactive or nonradioactive labels.

3.8. Nick Translation Labeling of DNA

A traditional method of labeling DNA is by the process of nick translation. 
Low concentrations of DNase I are used to make occasional single-strand 
nicks in the double-stranded DNA that is to be used as the gene probe. DNA 
polymerase then fills in the nicks, using an appropriate deoxyribonucleoside 

Fig. 1.6. End labeling of a gene probe at the 3' end using terminal transferase. Note that 
the addition of a labeled dNTP at the 3' end alters the sequence of the gene probe.

Fig. 1.5. End labeling of a gene probe at the 5' end with alkaline phosphatase and 
polynucleotide kinase.
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triphosphate (dNTP), at the same time making a new nick to the 3' side of 
the previous one. In this way, the nick is translated along the DNA. If labeled 
dNTPs are added to the reaction mixture, they will be used to fill in the nicks, 
as indicated in Fig. 1.8. In this way, the DNA can be labeled to a very high 
specific activity.

4. RNA Interference

Another of the important developments of recent times was the discovery of 
RNA interference (RNAi), which has been extensively used as a tool in the 
identification of the function of specific genes and the effect of gene silencing.

Fig. 1.7. Random primer gene probe labeling. Random primers are incorporated and 
used as a start point for Klenow DNA polymerase to synthesize a complementary 
strand of DNA while incorporating a labeled dNTP at complementary sites.
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RNAi is a process in which double-stranded RNA (dsRNA) triggers the 
degradation of a homologous messenger RNA (mRNA). Once in the cell, 
the dsRNA (>30 bp) is recognized and cleaved by the enzyme Dicer (member 
of the RNAse III family) to form small interfering RNA (siRNA, 21–25 bp) 
each with 2-nucleotide overhangs at the 3' end. The siRNA is unwound and 
the guide strand (usually antisense strand) (9) incorporated into the protein 
complex, RNA-induced silencing complex (RISC) where it guides the RISC 
to its complementary mRNA (10). The complementary mRNA is then cleaved 
by the enzyme Argonaute 2, at a single site at the center of the duplex region 
between the siRNA and the target mRNA, resulting in the inhibition of 
protein synthesis and gene expression. This is also known as gene silencing. 
The siRNA strand is protected from degradation and can direct the cleavage 
of many mRNA molecules.

In addition to this natural process of RNAi, synthetic dsDNA and siRNAs 
may be introduced directly into the cytoplasm or vector-mediated using 
plasmids or viral vectors.

The high specificity and potency of RNAi on gene expression has made this 
not only a valuable research tool in the laboratory, being well studied in model 
organisms such as Caenorhabditis elegans (nematode worm) and Drosophila 
melanogaster (fruit fly), but has potential as a therapeutic approach. RNAi 

Fig. 1.8. Nick translation. The removal of nucleotides and their subsequent replace-
ment with labeled nucleotides by DNA polymerase I makes the gene probe more 
labeled as nick translation proceeds.
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has the capability to reduce the expression of pathological proteins and has 
been demonstrated in a number of animal models by local administration of 
siRNAs or short hairpin RNAs (shRNAs). Efficacy has been demonstrated in 
rodent and monkey model of viral infections (11), ocular neovascularization, 
diseases of the nervous system (12,13) and cancer (14). See Bumcrot et al for 
a review (15). One obstacle in using siRNAs as a therapeutic is the lack of 
drug-like properties impeding delivery and stability. Chemical modifications 
and conjugations have been made to the sugar, backbone and bases, improving 
the stability, potency, and cellular uptake (15).
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1. Restriction Enzymes

Restriction enzymes (or restriction endonucleases) are bacterial enzymes 
capable of cleaving double-stranded DNA. Even though the enzymes are bac-
terial in origin, because of the universal nature of DNA they can digest DNA 
from any species, including humans. Importantly, restriction enzymes (REs) 
carry out this cleavage at specific sites in DNA governed by the sequence con-
text (so-called recognition sequences). Hence, REs are known to be extremely 
sequence-specific; subtle alterations in the recognition sequence render the 
sites indigestible. This fact is the basis of their usefulness in clinical research 
and diagnostics. Table 2.1 is a list of a few of the common REs showing their 
sequence specificities. Figure 2.1 shows the interaction of a RE with DNA. 
The RE interacts with DNA via multiple hydrogen bonds (typically 10–15) 
plus numerous van der Waals interactions. Only when the RE–DNA complex 
is tightly bound does the catalytic domain cause DNA cleavage (2).

Restriction enzymes were first discovered in the 1950s and their subsequent 
isolation in the 1970s paved the way for modern recombinant DNA technolo-
gies (3). In fact, without REs, gene cloning technologies (e.g., the construc-
tion of genetically modified organisms) would not have become as ubiquitous 
as they currently are. Therefore, REs have a central place in current DNA 
manipulation methodologies, but as will be seen here, they are also being used 
to answer questions about the integrity of DNA in clinical specimens. The 
clinical use of REs relies on their extreme sequence specificity.

Restriction enzymes can be grouped into three main groups, known as 
type I, type II, and type III. This chapter focuses on the role of the type 
II REs, which are the most commonly used REs in DNA manipulation. 
Type II REs cleave DNA within the same sequences that are recognized 
by the enzyme, hence an internal digestion. The other two types of RE are 
more complex (e.g., type I REs cleave DNA outside of this recognition 
sequence). There are currently well over 1,000 type II REs characterized, 
with over 200 commercially available. A searchable database exists online 
(rebase.neb.com) containing the specific details of a large number of avail-
able REs and the companies that sell them (4).
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2. Function of REs

Restriction enzymes were first identified in bacterial strains that were shown 
to be resistant to certain bacteriophages (virus equivalents in bacteria). This 
phenomenon was termed “hostcontrolled restriction” and was later shown 
to be caused by the presence of specific REs within these bacteria, which 
destroyed the bacteriophage DNA before it could insert itself into the bacterial 
genome. Obviously, the bacteria’s own DNA would normally be susceptible 
to similar digestion, but for the presence of DNA-modifying enzymes, which 
modify the bacterial genome and protect it. Hence, particular species of 
bacteria produce REs and modifying enzymes (actually DNA methylases) that 
recognize the same DNA sequences. The bacterial DNA is methylated by the 
methylase enzyme, protecting it from RE-mediated digestion while incoming 
unmethylated bacteriophage DNA is destroyed.

Table 2.1. List of six commonly used restriction enzymes.

  Recognition  Digestion 
Name Host bacteria sequence temperature

HaeIII Haemophilis parainfluenzae GGCC 37°C

PvuII Proteus vulgaris CAGCTG 37°C

EcoRI Escherichia coli GGATCC 37°C

HhaI Haemophilus haemolyticus GCGC 37°C

MspI Moraxella species CCGG 37°C

TaqI Thermus aquaticus TCGA 65°C

Note: Included are details of the bacteria from which they were isolated and some of their reaction 
characteristics, including their recognition sequences.

Fig. 2.1. Restriction enzyme (PvuII) interaction with DNA (Taken from the nucleic 
acid database [http://ndbserver.rutgers.edu/] deposited by the authors of ref. 1.)

http://ndbserver.rutgers.edu/
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3. Sequence Specificity of REs

Restriction enzymes usually recognize four to six basepair sequences, often 
in the form of palindromes (read same sequence in the 5′ to 3′ direction on 
both strands). Each species of bacteria produces a different RE recognizing 
a different DNA sequence. In fact, REs are named after the bacterial species 
from which they were isolated (see Table 2.1). Where bacteria produce more 
than one RE, they are known as PvuI, PvuII, and so forth. REs produced 
by different bacteria but with the same recognition sequence are known as 
isoschizomers.

If one assumes that the human genome contains a random sequence of the 
A, C, G, and T bases and that all four bases are present at the same frequency, 
it can be estimated that REs cut human DNA every 256–4096 bp (4-bp cutters, 
6-bp cutters, respectively). Hence, in the 3 billion bases of the human genome, 
there would be, on average, 10 million sites for a 4-base cutting RE and on 
average 700,000 sites for a 6-base cutting RE. Given the availability of over 
200 different REs, it is easy to see how frequent RE sites are in human DNA; 
in fact, RE sites are estimated to cover 50% of the genome (5).

4. Role of REs in Clinical Research and Diagnostics

It is the sequence specificity of REs that is exploited in clinical research. 
Alteration of a single base within a RE site removes the ability of the RE to 
digest that particular stretch of DNA. Hence, DNA sequence changes can be 
inferred by the loss of corresponding RE sites. Given that up to 50% of the 
genome is covered by one or another of the 200 available REs, it is relatively 
straightforward to monitor the integrity of these RE sites for the presence 
of clinically related DNA alterations (mutation, deletion). The alteration of 
known RE sites can be readily examined in large numbers of clinical speci-
mens simultaneously, allowing the study of DNA alterations linked to a 
particular clinical condition. For example, if mutation of a single base leads to 
loss of a particular RE site and this is linked to the occurrence of a disease as 
a result of the altered protein produced by this gene, then RE analysis is able 
to rapidly screen large numbers of samples for this particular sequence change. 
In the following subsections are listed several molecular approaches involving 
REs currently used for the analysis of clinical specimens.

4.1. Restriction Fragment Length Polymorphism

Restriction fragment length polymorphism (RFLP) analysis is widely used to 
examine the sequences of large numbers of samples simultaneously. RFLP 
involves the digestion of individual DNA samples with a particular RE, 
 followed by separation of the daughter products by electrophoresis. This allows 
the study of the integrity of the recognition sites of one particular RE at a time 
and, thereby, the integrity of the DNA sequence contained within the RE site. 
Hence, alterations in the distribution of the RE sites for each RE in turn can be 
assessed in large numbers of samples. This process has been particularly useful in 
studying population differences in individuals of many species, not just humans.

In the past, RFLP analysis was carried out as follows: Genomic DNA was 
initially digested with each RE in turn; the DNA was then electrophoresed and 
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probed for specific sequences by Southern blotting. However, more recently, 
with the advent of polymerase chain reaction (PCR), a simpler approach has 
become available. Currently, the gene of interest (or gene region) is initially 
PCR-amplified from the genomic DNA; this PCR product is then digested with 
the RE and the RE fragments are separated and visualized by electrophoresis. 
Figure 2.2 shows the result of this process. In Fig. 2.2, the digested PCR prod-
ucts from two different individuals are shown. It should be borne in mind that 
every human somatic cell contains two copies of every gene. Hence, analysis of 
the integrity of a particular gene sequence is actually carried out in duplicate 
each time. In Fig. 2.2 the right-hand digested PCR product is from an individual 
who is homozygous for the RE site sequence (both DNA sequences digest, 
hence both RE sites intact), whereas the left-hand digested PCR product is from 
an individual who is heterozygous for the sequence of this particular RE site 
(one copy digests, one copy does not). RFLP patterns can be easily produced 
for many RE sites (up to 50% of genome) within a gene of interest and these 
patterns of digestion can be compared among large numbers of clinical samples 
for differences. By this method, mutations at particular RE sites that lead to loss 
of RE sites and are important in clinical conditions have been identified.

Such RFLP analysis can actually detect two separate molecular events in the 
clinical samples, namely, mutations and deletions. Point mutations within the 
particular RE site under study will be detected by the loss of digestion at one 
site leading to loss of two daughter strands post electrophoresis. As was seen 
above, this process is monitored in both copies of each gene simultaneously 
(heterozygous versus homozygous changes). Conversely, the development of a 
new RE site within a particular PCR product by mutation can lead to an extra 
pair of daughter fragments on the gel. These new RE sites are identified by the 
presence of smaller than expected digestion fragments. Furthermore, deletions 
of DNA tracts will be detected by the loss of specific RE sites. These deletions 
can also sometimes be seen by the size of the amplified PCR product changing. 
RE analysis can also be used to study specific deletions in heterozygous indi-
viduals. This is particularly useful in cancer research, where tumor suppressor 
genes are often deleted during tumor evolution. Where heterozygosity (one 
cut band, one uncut band) is present in the normal tissue but is lost in the 
tumor (either cut band or uncut band alone), this indicates that one copy of the 
particular sequence has been deleted. Therefore, choosing RE sites in tumor 
suppressor genes for which the individual is heterozygous is the key for this 
type of analysis.

Fig. 2.2. RFLP analysis. PCR-amplified DNA is digested with a RE. Left lane shows 
undigested PCR product. Right lane shows DNA size ladder. Patient 1 shows a het-
erozygous individual (one sequence digests, one sequence does not digest). Patient 2 
shows individual homozygous for the RE site sequence (both sequences digest)
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In both cases (mutation and deletion), RFLP analysis is used as an initial 
screen for alterations in large numbers of samples. The alterations are always 
confirmed by DNA sequencing.

The use of DNA sequencing provides important information on the type 
of mutation (G to A, A to G, etc.) present in the DNA and the position of 
such mutations (base and codon preference). In the case of deletion events, 
 sequencing can identify the size of the deleted region and the points at which 
the deletion occurred. In terms of mutations, much can be gained from  studying 
the actual mutation types in clinical tissues as a result of the fact that chemical 
mutagens that lead to the mutation being induced produce a characteristic pat-
tern of mutations (types and position). Therefore, causative mutagens can be 
retrospectively identified from the pattern of mutations seen in clinical tissues. 
This can provide important information on mutagen exposures, potentially 
leading to a reduction in such exposures in the future.

The advantage of RFLP analysis lies in its simplicity, high-throughput 
nature, and low cost. Sequencing the gene of interest from a large number of 
individuals would be the ideal way of looking for sequence changes that might 
be clinically important. However, this would be an extremely time consum-
ing and expensive process. Hence, we use alternative screening methods like 
RFLP to reduce the amount of sequencing necessary.

There are two research areas in which RFLP analysis can be particularly 
useful in clinical research. These are the study of DNA polymorphisms and 
the study of tumor mutations.

4.1.1. DNA Polymorphisms
Polymorphisms are natural sequence variations that can lead to interindividual 
phenotypic differences. These polymorphisms (p/ms) occur on average once 
in every 1,000 bp. Most p/ms do not produce profound phenotypic differ-
ences, as selection has acted during evolution to rid our gene pool of these 
disadvantageous changes. However, many p/ms do modulate an individual’s 
risk of developing certain diseases, hence the current focus on mapping large 
numbers of p/ms in large numbers of individuals to study their effect on dis-
ease etiology. For example, cytochrome P450 enzymes (P450s) metabolize 
exogenous chemicals that enter the body in an effort to detoxify them, occa-
sionally, this metabolism increases the toxicity or carcinogenicity of the parent 
compound. Hence, overactivity or underactivity of particular P450s can be 
linked to cancer risk if the metabolic product or the parent compound is carci-
nogenic, respectively. Therefore, p/ms that affect P450 activity can modulate 
cancer risks in individuals (see Table 2.2). RFLP analysis is a very suitable 
methodology for scanning a large number of p/ms in cancer-modulating genes 
in large numbers of individuals. Examples of gene p/ms important in increasing 
cancer risks are shown in Table 2.2.

4.1.2. Tumor Mutations
Tumors result from genetic damage accumulated in normal tissue during an 
individual’s life-span. This genetic damage often occurs in genes involved in 
the control of cell division, such that mutant clones are produced that divide 
uncontrollably. The cell division genes targeted are known as oncogenes 
(promote division) and tumor suppressor genes (suppress division). The 
genetic damage inflicted in these genes includes point mutations and  deletions 
and often occurs early in tumor development such that mature tumor tissue 
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 contains cells in which the genetic damage (e.g., mutation) is ubiquitous. This 
means that the mutations are readily detectable in tumor tissue by methods 
such as RFLP and DNA sequencing. Indeed, REs have been widely used 
to study the activation of oncogenes such as the K-ras oncogene, which is 
activated through mutation at codon 12 (11,12). Furthermore, the p53 gene, 
commonly mutated in tumor development, has been shown to acquire muta-
tions most frequently at codon 248 (www.iarc.fr/p53), which contains a MspI 
site (CCGG), hence allowing RE-based analysis to provide information on 
tumor-specific p53 mutations. Rarer mutations (present in <10% of the cells) 
such as those present in precancerous tissue would not be detectable by RFLP 
or sequencing. This is a consequence of the limited sensitivity of the detection 
step in RFLP analysis (i.e., the identification of a band on a gel). For these rare 
mutations, more sensitive mutation detection methods are needed.

4.2. Restriction Site Mutation

Restriction site mutation (RSM) employs REs to detect mutations, particularly 
those involved in tumor formation. RSM has been developed to detect muta-
tions when they occur very infrequently, when RFLP is not suitable (for a 
review, see ref. (13). RSM is capable of detecting point mutations when they 
are present in a 10,000-fold excess of nonmutated DNA (14,15). Therefore, 
RSM is highly suited to detecting cancer-causing mutations early in tumor 
 evolution (i.e., in premalignant tissue). RSM is able to detect such rare muta-
tions because of a reversal of the digestion and PCR steps compared to RFLP 
(see Fig. 2.3). With RSM, the DNA is digested first in order to destroy nonmu-
tated sequences, mutations arising in target RE sites render those particular RE 
sites resistant to digestion. Subsequent PCR amplification of digested DNA 
ensures that only undigested (i.e., mutated) sequences are amplified. This 
arrangement is the basis of the sensitivity of RSM.

We developed RSM in our laboratory over 10 years ago (16) and have since 
been continually validating and optimizing the methodology (13,15). We have 
used RSM to detect the action of mutagenic chemicals through the analysis 
of induced mutations in tissues and cells exposed to putative mutagens. In 
addition, we have recently studied a range of early premalignant tissues for 
the presence of initiating mutations (e.g., of the p53 tumor suppressor gene). 
Table 2.3 is a summary of some of the recent research carried out by ourselves 

Table 2.2. Some of the polymorphisms present in cancer-related genes that 
have been studied by RE analysis.

Gene Cancer type Region RE References

DCC gene Colon Codon 201 SalI (6)

p53 gene All Intron 7 ApaI (7)

CYP1A1 All 3′ UTR MspI (8)

H-ras Bladder Intron 4 BstEII (9)

CYP17 Breast 5′ Promoter MspI (10)
Note: UTR = untranslated region.

HTTP://www.iarc.fr/p53
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and others, using RSM to detect DNA mutations in chemically exposed cells 
or in premalignant tissue. Figure 2.4 illustrates the potential of RSM to detect 
p53 mutations in premalignant clinical samples. This RSM approach has also 
been used by other groups looking at the presence of early cancer-causing 
mutations in clinical tissue (20). Our aims in these clinical studies have been 
threefold. First, how early are p53 mutations in these tumor types? Second, 
by comparison to in vitro studies on putative mutagens, can we identify 

Fig. 2.3. The principle of RSM. DNA is initially digested with the RE whose site is 
under mutation analysis (HaeIII in this case). This digestion cleaves the unmutated 
DNA copies (as seen on the left), but leaves the mutated copies intact (as seen on the 
right). Subsequent PCR amplifies the mutated DNA, producing a band after electro-
phoresis, digested DNA will not PCR, hence no band on the gel. A second digestion 
step is often included to remove any amplified un-mutated DNA after PCR

Table 2.3. A summary of published RSM data showing the detection of 
 mutations in both clinical samples and in vitro mutagen experiments.

   Mutation types  
Subject analyzed Gene Codon identified References

Fibroblasts treated  p53 248 GC to AT (17)
with oxidizing agent 4-NQO

Fibroblasts treated with reactive  p53 248 GC to TA,  (18)
oxygen species generator    GC to AT

Fibroblasts treated with reactive  p53 248 GC to AT (14)
oxygen species generator

Premalignant esophageal tissue p53 248 GC to AT (15)

Premalignant gastric tissue p53 248 GC to AT (19)
Note: These data show the similarity between the mutation induced in vitro by oxidative agents 
and the mutations identified in upper gastrointestinal (GI) tract tissues, suggesting a role of oxy-
gen free radicals in upper GI tract cancer.
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causative mutagens based on the mutation patterns? For example, as shown in 
Table 2.3, we have recently identified a similarity between the premalignant 
mutations present in esophageal and gastric tissue and those mutations induced 
experimentally by reactive oxygen species (ROS), suggesting a role for ROS 
in gastrointestinal (GI) tract carcinogenesis (14,17,19). Finally, as p53 is a key 
tumor suppressor in humans whose loss coincides with tumor development, 
can early p53 mutations predict cancer progression in individual cases? We 
have found early p53 mutations in a subset of premalignant clinical tissue 
samples by use of RSM (esophageal, gastric, colon, and bladder). We are now 
following up these patients closely in order to determine if the presence of an 
early p53 mutation predicts which patients progress to cancer fastest. If this 
proves to be the case, then RSM analysis of early mutations in genes such as 
p53 may be useful in assessing cancer risk on an individual basis.

4.3. DNA Methylation Analysis

DNA methylation is a frequent modification in the DNA of genomes (21). It 
is widely accepted that methylation (which occurs at 5′ CG 3′ sequences in 
mammals) is responsible for the silencing of unwanted genes in specific cell 
types. The loss of this methylation pattern will, therefore, switch on genes 
that should be silent, whereas de novo methylation will switch off genes that 
should be switched on. The involvement of DNA methylation abnormalities 
in cancer development is now well established, often seen as the silencing 
of tumor suppressor genes by de novo methylation (22). Therefore, methods 
to study DNA methylation are being developed (23). REs are particularly 
useful in studying DNA methylation (24). This is the result of the fortuitous 
existence of pairs of REs (isoschizomers) that are differentially sensitive 
to DNA methylation. For example, HpaII and MspI both recognize the 
CCGG sequence, but HpaII will not digest this sequence if the internal C is 
methylated. MspI will digest both methylated and unmethylated sequences. 
This feature of pairs of REs can be exploited to monitor the methylation 
status of tumor suppressor genes in clinical samples. Because CG sites are 
methylated in mammals, RE sites containing CG sequences such as HpaII 
are particularly useful. Figure 2.5 is the outline of how RE analysis can 
measure DNA methylation.

Fig. 2.4. RSM analysis of premalignant esophageal tissue from 12 individuals for p53 
mutations at codon 248 (MspI restriction site). On the right of the gel is a DNA size 
ladder and next to this is a positive control for the PCR amplification, showing the 
expected band size. Lanes 1 and 2 show an undigested PCR product of the correct size 
as a result the presence of a p53 mutation at codon 248 in the MspI restriction site. 
These two samples are actually from the same individual
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5. Concluding Remarks

In conclusion, REs are remarkable enzymes that have been exploited in 
molecular biology for over 30 yr. In that time, REs have played a paramount 
role in genetic manipulation (cloning, etc.) as well as in clinical research. The basis 
of the usefulness of REs is their sequence specificity. The fact that each RE 
stringently digests only its own recognition sequence and fails to recognize 
this sequence even if only 1-bp changes has led to their widespread use with 
clinical samples. In fact, the sequence specificity of REs is such that they can 
also recognize chemical modifications of normal DNA bases (so-called DNA 
adducts). Hence, REs can be employed to detect modified DNA after exposure 
to DNA-damaging chemicals resulting from the failure of REs to digest these 
modified sequences (25,26).

As has been seen here, the use of REs in clinical research is widespread. 
REs are regularly used to analyze the DNA of clinical samples for the pres-
ence of mutations, deletions, and methylation abnormalities. RFLP analysis 
of human pathogens (bacteria, viruses, and other micro-organisms) has also 
been important in the study of human disease, through the identification, at the 
DNA level, of virulent strains and strains resistant to drug therapy.

Importantly, hundreds of REs are now available with different sequence com-
binations, thus allowing their application to many different DNA sequences. 
Furthermore, in an effort to increase the application of REs in mutational analy-
sis, PCR-based methods have been developed that artificially create RE sites 
at specific sequences. These methods employ mismatched primers during the 
PCR step, hence producing PCR products containing unique RE sites for muta-
tion analysis (11,12). It is hoped that future research involving REs will benefit 
from new RE’s being discovered, with new recognition sequences. Importantly, 
advances in protein engineering can also, in the near future, allow the design of 
new REs with tailor made recognition sequences not currently available.

Fig. 2.5. Mammalian DNA is methylated at the five carbon position of the cytosine 
base in a CG sequence context, as shown. To detect this methylation, DNA is initially 
digested with a methylation sensitive RE (HpaII in this case). This RE cuts unmethylated 
DNA, but fails to cut methylated DNA (marked Me). Subsequent PCR amplification 
allows the methylated (undigested) DNA to be amplified. Hence, methylation is 
ultimately detected by the presence of a PCR band on a gel.
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1. Introduction

The polymerase chain reaction (PCR) is currently one of the mainstays 
of medical molecular biology. One of the reasons for the wide adoption of 
PCR is the elegant simplicity of the way in which the reaction proceeds and 
the relative ease of the practical manipulation steps. Indeed, combined with 
the relevant bioinformatics resources for the practical design and for the 
determination of the required experimental conditions, it provides a rapid 
means for DNA diagnostic identification and analysis. It has also opened up 
the investigation of cellular and molecular processes to those outside the field 
of molecular biology and also contributed in part to the successful sequencing 
of the human genome project. Polymerase chain reaction is an in vitro ampli-
fication method able to generate a relatively large quantity (about 105 copies, 
or approx 0.25–0.5 µg) of a specific DNA sequence from a small amount of 
a heterogeneous DNA target, often comprising the total cellular genome. The 
sensitivity of PCR is such that successful amplification can be achieved from 
a single cell, as in single-sperm typing and preimplantation diagnosis, or from 
a minority DNA population that is present among an excess of background 
DNA (e.g., from viruses infecting only a few cells, or from low levels of 
“leaky” RNA transcription from nonexpressing tissues). The PCR process 
consists of incubating a reaction sample containing the DNA substrate and 
required reactants repeatedly between three different temperature incubations: 
denaturation, annealing, and extension. Many current investigators, the author 
included, recall their initial introduction to PCR as comprising the laborious 
transfer of sample tubes between three water baths heated to different tem-
peratures representing the three incubations. Fortunately and no doubt instru-
mental to the wide implementation of PCR in numerous areas of fundamental 
research and applications is the automation of the process. This was the result 
of the development of programmable thermal cylcers that were developed only 
a few years subsequent to the invention of PCR by Mullis in 1983. Today, the 
technology has advanced to modern thermal cyclers that use Peltier heating 
and cooling elements to produce fast temperature changes or ramp rates of 
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around 3°C/s and that maintain accurate temperature control across the 
entire sample block. In addition PCR undertaken in 96-well microtiter plate 
systems is now possible, which is useful for high-throughput analysis of clini-
cal samples.

2. Elements of PCR

2.1. PCR Practical Procedures

Polymerase chain reaction achieves near-exponential amplification of a DNA 
sequence, the length of which is defined by a pair of oligonucleotide primers, 
complementary to 20–25 bp of sequences at the 5' and 3' ends of the target 
molecule, respectively. It is relatively straightforward for the PCR to amplify 
up to approx 2 kb of sequences, but special modifications such as the use of a 
cocktail of enzymes are required to amplify larger sequences of up to 40 kb 
in a process termed “long-range PCR.” Typical sources of target DNA include 
blood, mouthwashes or buccal scrapes, chorionic villus (for antenatal diagnosis), 
one to two cells from an eight-cell embryo (for preimplantation diagnosis), hair, 
and Guthrie spots. Extracted DNA does not need to be particularly pure and 
could even be partially fragmented, as in the case of archival material such as 
that derived from paraffin-embedded tissues. In the case of blood samples, sim-
ple boiling releases enough DNA for successful amplification. A PCR reaction 
mix is usually 5–50 µl in volume and is set up in 0.2-ml or 0.5-ml thin-walled 
reaction tubes or, as indicated, in 96-well microtiter plates. It comprises reac-
tion buffer (optimized for magnesium chloride), deoxynucleotide triphospates 
(dNTPs), the oligonucleotide primers, a thermostable DNA polymerase (usually 
Taq DNA polymerase), which synthesizes DNA by incorporating dNTPs and 
extending the annealed primers, and, finally, the template to be amplified.

2.2. Steps Involved in a PCR Cycle

The initial step of PCR involves incubation of around 94°C for 5 min to denature 
the target genomic DNA into single strands. This step is not usually necessary 
when using cDNA derived from RNA as the template. The subsequent and 
main part of the process comprises the sequential incubation of the sample 
at three different temperatures, which together constitute one PCR cycle 
(see Fig. 3.1). The first step in a cycle involves incubation at 94–96°C for 10 
s to 1 min to denature newly synthesized template DNA. Subsequent incubation is 
at a temperature determined by the melting properties of the primers, ideally 
around 56°C, optimized to allow them to anneal only to their specific target 
sequences. The third incubation is usually 72°C for 20 s to 2 min, during 
which Taq DNA polymerase extends the primers mediating the synthesis of 
DNA using the target sequence as the template. Normally, 30–35 such cycles 
are performed to comprise a PCR reaction, which typically takes about 3 h to 
complete. In the first cycle of PCR, primers can only anneal to the original 
target DNA. In this case, the primer defines the 5' end of each newly synthe-
sized strand, but the 3' end is undefined and variable. However, in subsequent 
cycles, as newly synthesized DNA from one cycle becomes a template in the 
next cycle, the synthesized DNA will be defined at both ends by each primer. 
Because the synthesis of the latter species increases exponentially while DNA 
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synthesized from the original target only increases linearly, the predominant 
product (termed amplicon) resulting from PCR will be defined by the location 
of the forward and reverse primers (see Fig. 3.2). Whereas amplification is 
exponential in the earlier cycles, it plateaus out in later cycles because of the 
exhaustion of reaction components. For this reason, quantitative comparisons 
or estimates of PCR products should be based on the exponential phase of 
the reaction using “real time PCR”. It is safe to leave the finished reaction in the 
thermal cycler at room temperature for several hours or overnight, although, 
typically, a final incubation “hold” temperature of 4–12°C is programmed 
after the final PCR cycle.

2.3. Primer Design and PCR

The specificity of PCR lies in the design of the two oligonucleotide primers. 
These not only have to be complementary to sequences flanking the target 
DNA but must not be self-complementary or bind each other to form dim-
ers because both prevent DNA amplification (see Fig. 3.3). They also have 
to be matched in their GC content and have similar annealing temperatures. 
The increasing use of bioinformatics resources such as Oligo, Generunner, 
and Genefisher in the design of primers makes the design and the selection 
of reaction conditions much more straightforward. These resources allow the 
sequences to be amplified and the primer length, product size, GC content, 
and so forth, to be input, and, following analysis, they provide a choice of 
matched primer sequences. Indeed, the initial selection and design of primers 
without the aid of bioinformatics would now be unnecessarily time-consuming. 
With careful consideration of primer sequences and reaction conditions, it 
is possible to amplify more than one region in a single PCR. This process is 
termed multiplex PCR and is used extensively in molecular-based diagnostics, 
although it does require a degree of optimization.

Fig. 3.1. Simplified scheme of one PCR cycle that involves denaturation, annealing 
and extension
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Fig. 3.2. Representation of further cycles in the PCR. Note the original template 
strands can also be copied, whereas newly synthesised PCR products are amplified 
exponentially

2.4. Sensitivity and Contamination in PCR

The enormous sensitivity of the PCR is also one of its main drawbacks 
because the very large degree of amplification makes the reaction vulnerable 
to contamination. Even a trace of foreign DNA, such as that contained in dust 
particles, may be amplified to significant levels and may give false-positive 
results. Hence, cleanliness is paramount when carrying out PCR, and dedi-
cated equipment and, in some cases, laboratory areas and even laboratories are 
used. It is possible that previously amplified products may also contaminate 
PCR. However, this may be overcome by a number of methods including 
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ultraviolet (UV) irradiation to damage the already amplified products so that 
they cannot be used as templates. A further interesting solution is to incor-
porate uracil into PCR and then treat the products with the enzyme uracil-N-
glycosylase (UNG), which degrades any PCR amplicons with incorporated 
uracil, rendering them useless as templates. In addition, most PCRs are now 
undertaken using hotstart. Here, the reaction mixture is physically separated 
from the template or the enzyme. When the reaction begins, mixing occurs and 
thus avoids any mispriming that might have arisen.

3. Medical Applications and PCR

The main areas of medical diagnosis to which PCR is applied are the detection 
of infectious pathogens (e.g., associated with sexually transmitted diseases or 
respiratory tract infections) and the identification of mutations in genes that 

Fig. 3.3. The location of PCR primers. PCR primers designed to sequences adjacent 
to the region to be amplified, allowing a region of DNA (e.g., a gene) to be amplified 
from a complex starting material of genomic template DNA
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are either responsible or constitute risk factors for human disease. In some 
tests, the result is simply found in the presence, size, or color of the PCR prod-
uct, whereas in other situations, PCR is used to generate sufficient specific 
starting material on which to perform a number of post-PCR manipulations 
to obtain the result.

3.1. Polymorphism Detection: RFLPs, VNTRs, and STRs

Before specific genes and associated mutations were fully characterized, 
genetic diagnosis was often carried out using restriction fragment length 
polymorphisms (RFLPs). RFLPs are variations in the length of restriction 
fragments between alleles arising from the presence or absence of specific 
restriction enzyme sites. RFLPs within or closely linked to an affected gene 
were therefore used as markers to track inheritance of a faulty gene through 
a family pedigree. VNTRs (variable number of tandem repeat sequences) and 
STRs (short tandem repeats) are polymorphic sequences applied in a manner 
similar to RFLPs, but arise from variations in the number of tandem repeat 
sequences at a given locus between different alleles. They are performed by 
PCR using primers flanking the polymorphic region, incubation with a restric-
tion enzyme (in the case of RFLPs), and analysis of the fragment sizes follow-
ing gel electrophoresis. Subsequent research and the completion of the human 
genome project means that the underlying basis of most common single-gene 
disorders is now understood and so these methodologies are less widely used. 
However, they are still of use where the causative mutation in a particular fam-
ily or disease remains elusive or where limited facilities or expertise prevents 
complete screening of a gene to identify a mutation.

3.2. PCR-Based Mutation Screening

One of the major clinical applications of PCR that has spawned numerous 
diagnostic laboratories is the screening of multiexon genes, without clearly 
defined founder mutations, and where, therefore, a significant number of 
heterogeneous mutations may be responsible for the disease phenotype in 
different families or populations (e.g., hemophilia, Gaucher disease, certain 
breast and ovarian cancers [which arise from mutations in the BRCA1 and 
BRCA2 genes], and colon cancer. Unfortunately, there is no single, quick, 
inexpensive, and reliable mutation screening method of universal application. 
The majority of techniques can only analyze 200–500 nucleotides at a time for 
maximum sensitivity, which corresponds to the size of most exons. Individual 
exons and their intron/exon boundaries (which may be the site of exon splice 
site mutations) are amplified using PCR primers complementary to flanking 
intronic sequence. Large exons are usually amplified as several overlapping 
segments.

3.2.1. Reverse Transcriptase PCR
A number of screening methods are able to analyze 1 kb or more at a time, 
in which case, PCR-amplified complementary or cDNA may be used. This is 
DNA synthesized using messenger RNA (mRNA) as a template mediated by 
the enzyme reverse transcriptase (see Fig. 3.4). This procedure, referred to 
as RT-PCR, enables the screening of multiple contiguous exons in a single 
analysis, which enables the identification of gene rearrangements and splicing 
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defects that may remain undetected by analysis of the genomic DNA coding 
sequence. However, RNA has a short half-life and is easily degraded; therefore, 
great care must be exercised in handling it. In addition, there is evidence that 
mutation-containing RNA may be less stable than normal RNA, therefore, the 
mutant allele may be underrepresented, or absent, in the RT-PCR product from 
a heterozygous sample. Finally, the gene under analysis may not be expressed 
in tissues that are readily accessible for analysis (e.g., blood), although 
sufficient “ectopic” RNA may be expressed by the so-called “leaky” transcription 
for successful PCR and analysis. Although mutation screening and detection 
methods are able to identify sequence differences between a normal and a 
patient sample, they do not indicate whether the change is pathogenic or sim-
ply a sequence polymorphism. This distinction usually depends on the nature 
of the change, the location of the change with regard to functional domains of 
the encoded protein, conservation of the affected amino acid residue among 
homologous proteins, and whether the change has been observed previously 
(by reference to mutation databases). Many mutation-detection methods 
depend on differences in the melting properties of DNA during gel electro-
phoresis. Single-strand conformation polymorphism (SSCP) analysis (1) is 
based on differences in the electrophoretic mobility of single-stranded DNA 
conformers in a nondenaturing gel system. It is a popular choice because it is 

Fig. 3.4. Reverse-transcriptase PCR (RT-PCR). In RT-PCR, mRNA is converted to 
complementary DNA (cDNA) using the enzyme reverse transcriptase. The cDNA is 
then used directly in PCR
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simple to perform, but it is only able to analyze PCR products up to about 200 
bp and it has limited sensitivity. Conformation-sensitive gel electrophoresis 
(CSGE) (2) is based on the electrophoretic mobility of DNA heteroduplexes 
under mildly denaturing conditions. It is only slightly more demanding to 
perform than SSCP, but has close to 100% detection efficiency. Denaturing 
gradient gel electrophoresis (DGGE) (3) identifies mismatch-containing heter-
oduplexes based on an abnormal denaturing profile on electrophoresis through 
a gradient of increasing denaturant concentration. Denaturing high-perform-
ance liquid chromatography (dHPLC) is a recently introduced method that 
is rapidly gaining in popularity. dHPLC distinguishes heteroduplexes from 
homoduplexes by ion-pair reverse-phase liquid chromatography according to 
differences in their melting behavior (4). Positive ions in a buffer coat DNA in 
a hydrophobic layer, which interacts with a hydrophobic polystyrene matrix 
in a length- and sequence-specific manner. DNA is eluted from the matrix 
by a linear acetonitrile gradient. Although preliminary work is required to 
optimize the conditions for each PCR product, once established it is a rapid, 
highly automated, and sensitive technique able to detect close to 100% of 
mutations.

3.2.2. PCR-Based Mismatch Detection
Some other methods are based on chemical or enzymatic cleavage of mis-
matches in DNA heteroduplexes (5,6). The protein truncation test (PTT) (7) 
identifies frame shift, splice site, and nonsense mutations by virtue of their 
ability to result in premature protein truncation, and it is applied to diseases 
where these types of mutation predominate, such as adenomatous polyposis 
coli (APC). Mutation-screening methods merely indicate that a mutation is 
present, which must then be characterized by DNA sequencing. With the 
development of automated fluorescent sequencers, many laboratories now 
sequence the complete coding sequence of a gene to identify mutations 
without the prior application of a mutation-screening method. Although the 
most laborious part of this process is often visual analysis of the sequence 
generated, there has been significant progress in the development of sequence 
analysis software, which is able to highlight sequence differences between two 
aligned sequences. However, these programs are not perfect, and it is often 
necessary to check sequences manually, especially in the case of heterozygous 
mutations. Also, although often considered the gold standard method of muta-
tion detection, sequencing technology itself is not 100% accurate and may 
miss mutations or produce artifacts that must be investigated further.

3.3. PCR-Based Mutation Detection

Some conditions arise from one or a few clearly defined mutations. In these 
cases, one of a number of methods can be applied that detect the presence or 
absence of a defined sequence change. These are generally technically sim-
pler and more rapid tests than those used for mutation screening described in 
Section 3.2.

3.3.1. Restriction Enzyme Analysis
If, fortuitously, a mutation creates or destroys a restriction site, then it may 
be identified simply by restriction enzyme analysis as described for RFLPs. 
For example, PCR followed by digestion with the restriction enzyme MnlI is 
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used to detect factor V Leiden, which arises from a point mutation in exon 13 
of the factor V gene and constitutes the most frequent genetic risk factor for 
venous thrombosis. Alternatively, for mutations that do not alter a site for a 
restriction enzyme, a diagnostic site may be “engineered” into a PCR product 
using mutagenic primers.

3.3.2. Deletion Analysis
The most common cystic fibrosis (CFTR) allele is a three-nucleotide deletion, 
F508del. Simply amplifying the region by PCR using flanking primers and 
distinguishing the normal and mutant alleles by size on gel electrophoresis can 
identify this allele. Similarly, 60–65% of mutations causing Duchenne muscu-
lar dystrophy (DMD) are deletions of one or more exons within the dystrophin 
gene, 98% of which can be identified by two multiplex PCR reactions.

3.3.3. Analysis of Gene Rearrangements
Gene rearrangements are a feature of hematological malignancies, as well 
as certain nonmalignant diseases, such as the intron 1 and intron 22 inver-
sion mutations responsible for approx 50% of severe hemophilia A. In the 
case of hematological malignancies, the novel chimeric transcripts arising 
from rearrangements are identified by RT-PCR (8). In hemophilia A, the 
intron 1 inversion mutation is detected by a standard PCR reaction, whereas 
the intron 22 inversion requires long-range PCR or Southern blotting for 
identification.

3.3.4. Allele-Specific PCR
Allele-specific oligo PCR (ASO-PCR, also known as the amplification 
refractory mutation system, ARMS) involves the hybridization of three 
primers in a single reaction. These comprise normal and mutant forward 
primers in which the final (3') base of the primer is homologous to either 
the normal or mutant sequences, respectively, together with a common 
reverse primer. The primer annealing temperature is optimized to ensure 
that primers only anneal to a perfectly matched template sequence, which is 
a requirement for subsequent extension by Taq DNA polymerase. Separate 
PCR reactions may be performed with the normal and mutant primers, 
respectively or a single reaction may be performed if the normal and mutant 
primers are  distinguishable (e.g., with diffe rent fluorescent labels). Clearly, 
in order to design specific primers, the nature of the mutation to be detected 
must be known. An example of its use is to screen for a G to A transition at 
position 20210 in the 3' untranslated region of the prothrombin gene (9). The 
A allele is associated with elevated plasma prothrombin levels and carriers 
have a 2.8-fold increased risk of venous thrombosis. In addition, a multiplex 
ARMS test has been designed and marketed in kit form to test for a panel of 
common cystic fibrosis mutations.

3.3.5. 5' Nuclease/TaqMan™ Assay
The 5' Nuclease or TaqMan™ assay also involves the use of three primers: 
two allele-specific forward primers and a common reverse primer, which 
in this case is labeled with a “reporter” fluorophore at its 5' end and a 
“quencher” fluorophore at its 3' end. As with the allele-specific PCR, 
only the perfectly matched primer is extended by Taq DNA polymerase. 
On encountering the labeled reverse primer, the latter will be degraded by 
the 5' → 3' exonuclease activity of Taq DNA polymerase. This will result in the 
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 separation of the reporter and quencher fluorophores and a consequent 
increase in fluorescence. TaqMan is used for mutation detection and for 
screening  specific subtypes of microbial pathogens. It is also used for 
association studies, which involve the correlation of single-nucleotide 
polymorphisms (SNPs) with complex disorders such as diabetes, heart 
disease, cancer, and mental disorders (10) SNPs are also of interest in the 
rapidly emerging field of pharmacogenetics, where they are analyzed for 
their role in determining variations between individuals in their responses 
to specific drugs or drug toxicity (e.g., in the cytochrome P450 genes) (11). 
It is anticipated that this will lead to the identification of novel drug targets 
and aid in the production of individually tailored “designer” drugs.

3.3.6. Quantitative and Real-Time PCR
Real-Time PCR requires the use of special DNA cyclers such as the Roche 
Lightcycler that couples PCR with fluorescent detection, thereby enabling the 
detection of PCR product as it is synthesized. In its simplist form, a DNA-
binding dye such as SYBR green is included in the reaction. As amplicons 
accumulate, SYBR green binds the dsDNA. This binding is proportional 
although nonspecific and fluorescence emission is detected following excita-
tion. Diagnostically, real-time PCR enables the determination of a viral load 
in infectious diseases by comparing the amount of virus-specific product to 
a standard curve generated from samples containing known concentrations 
of DNA. Real-time PCR also has many research applications such as com-
parisons of gene expression between different tissues or at different stages of 
development. Although relatively expensive in comparison to other methods 
for determining expression levels, it is simple, rapid, and reliable. In addition 
to the quantitative nature, real-time PCR systems may also be used for geno-
typing and for accurate determination of the amplicon melting temperature 
using a so-called melting curve analysis. PCR has also been extended to fur-
ther developments such as sequencing by minisequencing or pyrosequencing 
(12,13). In addition, the new technology of microarrays uses, in some cases, 
PCR-derived material (14). It is this area that may form the future of rapid 
nucleic acid diagnostic; however, PCR is still and no doubt will continue to be 
a mainstay of genetic-based diagnostics.
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1. Introduction

A probe is a nucleic acid molecule (single-stranded DNA or RNA) with a 
strong affinity with a specific target (DNA or RNA sequence). Probe and 
target base sequences must be complementary to each other, but depending 
on conditions, they do not necessarily have to be exactly complementary. The 
hybrid (probe–target combination) can be revealed when appropriate labeling 
and detection systems are used. Gene probes are used in various blotting and 
in situ techniques for the detection of nucleic acid sequences. In medicine, 
they can help in the identification of microorganisms and the diagnosis of 
infectious, inherited, and other diseases.

2. Probe Design

The probe design depends on whether a gene probe or an oligonucleotide 
probe is desired.

2.1. Gene Probes

Gene probes are generally longer than 500 bases and comprise all or most of 
a target gene. They can be generated in two ways. Cloned probes are normally 
used when a specific clone is available or when the DNA sequence is unknown 
and must be cloned first in order to be mapped and sequenced. It is usual to cut 
the gene with restriction enzymes and excise it from an agarose gel, although 
if the vector has no homology, this might not be necessary.

Polymerase chain reaction (PCR) is a powerful procedure for making 
gene probes because it is possible to amplify and label, at the same time, 
long stretches of DNA using chromosomal or plasmid DNA as template 
and labeled nucleotides included in the extension step (see Sections 2.2. and 
3.2.3.). Having the whole sequence of a gene, which can easily be obtained 
from databases (GenBank, EMBL, DDBJ), primers can be designed to 
amplify the whole gene or gene fragments. A considerable amount of time 
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can be saved when the gene of interest is PCR amplified, for there is no need 
for restriction enzyme digestion, electrophoresis, and elution of DNA frag-
ments from vectors. However, if the PCR amplification gives nonspecific 
bands, it is recommended to gel purify the specific band that will be used 
as a probe.

Gene probes generally provide greater specificity than oligonucleotides 
because of their longer sequence and because more detectable groups per 
probe molecule can be incorporated into them than into oligonucleotide 
probes (1).

2.2. Oligonucleotide Probes

Oligonucleotide probes are generally targeted to specific sequences within 
genes. The most common oligonucleotide probes contain 18–30 bases, but 
current synthesizers allow efficient synthesis of probes containing at least 100 
bases. An oligonucleotide probe can match perfectly its target sequence and is 
sufficiently long to allow the use of hybridization conditions that will prevent 
the hybridization to other closely related sequences, making it possible to 
identify and detect DNA with slight differences in sequence within a highly 
conserved gene, for example.

The selection of oligonucleotide probe sequences can be done manually 
from a known gene sequence using the following guidelines (1).

● The probe length should be between 18 and 50 bases. Longer probes will 
result in longer hybridization times and low synthesis yields, shorter probes 
will lack specificity.

● The base composition should be 40–60% G-C. Nonspecific hybridization 
may increase for G-C ratios outside of this range.

● Be certain that no complementary regions within the probe are present. 
These may result in the formation of “hairpin” structures that will inhibit 
hybridisation to target.

● Avoid sequences containing long stretches (more than four) of a single 
base.

● Once a sequence meeting the above criteria has been identified, computer-
ized sequence analysis is highly recommended. The probe sequence should 
be compared with the sequence region or genome from which it was derived, 
as well as to the reverse complement of the region. If homologies to nontar-
get regions greater than 70% or eight or more bases in a row are found, that 
probe sequence should not be used.

However, to determine the optimal hybridization conditions, the synthe-
sized probe should be hybridized to specific and nonspecific target nucleic 
acids over a range of hybridization conditions.

These same guidelines are applicable to design forward and reverse prim-
ers for amplification of a particular gene of interest to make a gene probe. It 
is important to bear in mind that, in this case, it is essential that the 3' end of 
both forward and reverse primers have no homology with other stretches of the 
template DNA other than the region you want to amplify. There are numerous 
software packages available (LaserDNA™, GeneJockey II™, etc.) that can be 
used to design a primer for a particular sequence or even just to check if the 
pair of primers designed manually will perform as expected.
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3. Labeling and Detection

3.1. Types of Label

3.1.1. Radioactive Labels
Nucleic acid probes can be labeled using radioactive isotopes (e.g., 32P, 35S, 
125I, and 3H). Detection is by autoradiography or Geiger–Muller counters. 
Radiolabeled probes used to be the most common type but are less popular 
today because of safety considerations as well as cost and disposal of radioac-
tive waste products. However, radiolabeled probes are the most sensitive, as 
they provide the highest degree of resolution currently available in hybridization 
assays (1,2). High sensitivity means that low concentrations of a probe–target 
hybrid can be detected; for example, 32P-labeled probes can detect single-copy 
genes in only 0.5 µg of DNA and Keller and Manak (1) list a few reasons:

● 32P has the highest specific activity.
● 32P emits β-particles of high energy.
● 32P-Labeled nucleotides do not inhibit the activity of DNA-modifying 

enzymes, because the structure is essentially identical to that of the nonra-
dioactive counterpart.

Although 32P-labeled probes can detect minute quantities of immobilized 
target DNA (<1 pg), their disadvantages is the inability to be used for high-
resolution imaging and their relatively short half-life (14.3 d); 32P-labeled 
probes should be used within a week after preparation.

The lower energy of 35S plus its longer half-life (87.4 d) make this  radioisotope 
more useful than 32P for the preparation of more stable, less specific probes. 
These 35S-labeled probes, although less sensitive, provide higher resolution in 
autoradiography and are especially suitable for in situ hybridization procedures. 
Another advantage of 35S over 32P is that the 35S-labeled nucleotides present 
 little external hazard to the user. The low-energy β-particles barely penetrate the 
upper dead layer of skin and are easily contained by laboratory tubes and vials.

Similarly, 3H-labeled probes have traditionally been used for in situ 
 hybridization because the low-energy β-particle emissions result in maximum 
resolution with low background. It has the longest half-life (12.3 yr).

The use of 125I and 131I has declined since the 1970s with the availability of 
125I-labeled nucleoside triphosphates of high specific activity. 125I has lower 
energies of emission and a longer half-life (60 d) than 131I, and are frequently 
used for in situ hybridization.

3.1.2. Nonradioactive Labels
Compared to radioactive labels, the use of nonradioactive labels have several 
advantages:

● Safety.
● Higher stability of probe.
● Efficiency of the labeling reaction.
● Detection in situ.
● Less time taken to detect the signal.

Concern over laboratory safety and the economic and environmental aspects 
of radioactive waste disposal have been key factors in their development and 
use. Some examples are as follows:
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● Biotin: This label can be detected using avidin or streptavidin which have 
high affinities for biotin. Because the reporter enzyme is not conjugated 
directly to the probe but is linked to it through a bridge (e.g., streptavidin–
biotin), this type of nonradioactive detection is known as an indirect system. 
Usually, biotinylated probes work very well, but because biotin (vitamin H) 
is a ubiquitous constitutent of mammalian tissues and because biotinylated 
probes tend to stick to certain types of Nylon membrane, high levels of back-
ground can occur during hybridizations. These difficulties can be avoided 
by using nucleotide derivatives, including digoxigenen-11-UTP, -11-dUTP, 
and -11-ddUTP, and biotin-11-dUTP or biotin-14-dATP. After hybridization, 
these are detected by an antibody or avidin, respectively, followed by a color 
or chemiluminescent reaction catalysed by alkaline phosphatase or peroxi-
dase linked to the antibody or avidin (1,2).

● Enzymes. The enzyme is attached to the probe and its presence usually 
detected by reaction with a substrate that changes color. Used in this way, the 
enzyme is sometimes referred to as a “reporter group,” Examples of enzymes 
used include alkaline phosphatase and horseradish peroxidase (HRP). In the 
presence of peroxide and peroxidase, chloronaphtol, a chromogenic substrate 
for HRP, forms a purple insoluble product. HRP also catalyzes the oxidation 
of luminol, a chemiluminogenic substrate for HRP (2,3).

● Chemiluminescence. In this method, chemiluminescent chemicals attached 
to the probe are detected by their light emission using a luminometer. 
Chemiluminescent probes (including the above enzyme labels) can be easily 
stripped from membranes, allowing the membranes to be reprobed many 
times without significant loss of resolution.

● Fluorescence chemicals attached to probe fluoresce under ultraviolet (UV) 
light. This type of label is especially useful for the direct examination of 
microbiological or cytological specimens under the microscope–a technique 
known as fluorescent in situ hybridization (FISH). Hugenholts et al have 
some useful considerations on probe design for FISH (4).

● Antibodies. An antigenic group is coupled to the probe and its presence 
detected using specific antibodies. Also, monoclonal antibodies have been 
developed that will recognize DNA–RNA hybrids. The antibodies them-
selves have to be labeled, using an enzyme, for example.

● DIG system. It is the most comprehensive, convenient, and effective system 
for labeling and detection of DNA, RNA, and oligonucleotides. Digoxigenin 
(DIG), like biotin, can be chemically coupled to linkers, and nucleotides and 
DIG-substituted nucleotides can be incorporated into nucleic acid probes by 
any of the standard enzymatic methods. These probes generally yield sig-
nificantly lower backgrounds than those labeled with biotin. An antidigoxigenin 
antibody–alkaline phosphatase conjugate is allowed to bind to the hybridized 
DIG-labeled probe. The signal is then detected with colorimetric or chemi-
luminescent alkaline phosphatase substrates. If a colorimetric substrate is 
used, the signal develops directly on the membrane. The signal is detected on 
an X-ray film (as with 32P- or 35S-labeled probes) when a chemiluminescent 
substrate is used. Roche Biochemicals has a series of kits for DIG labeling 
and detection, as well as comprehensive detailed guides (5,6) with protocols 
for single-copy gene detection of human genome on Southern blots, detection 
of unique mRNA species on Northern blots, colony and plaque screening, 
slot/dot blots, and in situ hybridization.
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The one area in which nonradioactive probes have a clear advantage is in 
situ hybridization. When the probe is detected by fluorescence or color reac-
tion, the signal is at the exact location of the annealed probe, whereas radioac-
tive probes can only be visualized as silver grains in a photographic emulsion 
some distance away from the actual annealed probe (7).

3.2. Labeling Methods

The majority of radioactive labeling procedures rely upon enzymatic incorpo-
ration of a nucleotide labeled into the DNA, RNA, or oligonucleotide.

Table 4.1 summarizes the various types of label (2).

3.2.1. Nick Translation
Nick translation is one method of labeling DNA, which uses the enzymes pan-
creatic Dnase I and Escherichia coli DNA polymerase I. The nick translation 
reaction results from the process by which E. coli DNA polymerase I adds 
nucleotides to the 3'-OH created by the nicking activity of Dnase I, while the 
5' to 3' exonuclease activity simultaneously removes nucleotides from the 5' 
side of the nick. If labeled precursor nucleotides are present in the reaction, the 
pre-existing nucleotides are replaced with labeled nucleotides. For radioactive 
labeling of DNA, the precursor nucleotide is an [α-32P]dNTP. For nonradioac-
tive labeling procedures, a digoxigenin or a biotin moiety attached to a dNTP 
analog is used (2).

3.2.2. Random-Primed Labeling (or Primer Extension)
Gene probes, cloned or PCR-amplified, and oligonucleotide probes can be 
random-primed labeled with radioactive isotopes and nonradioactive labels 
(e.g., DIG). Random-primed labeling of DNA fragments (double- or 
single-stranded DNA) was developed by Feinberg and Volgestein (8,9) as an 
alternative to nick translation to produce uniformly labeled probes. Double-
stranded DNA is denatured and annealed with random oligonucleotide primers 
(6-mers). The oligonucleotides serve as primers for the 5' to 3' polymerase (the 
Klenow fragment of E. coli DNA polymerase I), which synthesizes labeled 
probes in the presence of a labeled nucleotide precursor. Figure 4.1A shows 
the steps involved in random-primed DIG labeling as an example.

Table 4.1. Types of label.

Radioactive labels
32P
35S
125I
131I
3H

Nonradioactive labels

Biotin
Chemiluminescent enzyme labels (acridinium 

ester, alkaline phosphatase, 
β-d-galactosidase, horseradish peroxidase 
[HRP], isoluminol, xanthine oxidase)

Fluorescence chemicals (fluorochromes)
Antibodies
Digoxigenin system
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3.2.3. DIG–PCR Labeling
A very robust method for labeling a gene probe with DIG uses PCR. The probe 
is PCR-amplified using the appropriate set of primers and thermocycling param-
eters, however, the dNTP mixture has less dTTP because the labeled DIG–dUTP 
will also be added to the reaction. (Similarly, when this method is used with 
[α-32P]dCTP, the dNTP mixture will not have dCTP.) The advantage of PCR–
DIG labeling, over random-primed DIG labeling, is the incorporation of a higher 
number of DIG moieties along the amplified DNA strands during the PCR cycles. 
It is worth noting that the random incorporation of large molecules of DIG–dUTP 
along the DNA strands during the PCR cycles makes the amplified fragment run 
slower on an agarose gel. A control PCR reaction, without DIG–dUTP, should 
also be prepared at the same time to verify whether the size of the amplified 
fragment with incorporated DIG (labeled probe) corresponds to the desired gene 
fragment. Figure 4.1B shows the steps involved in PCR–DIG labeling, and Refs. 
(10–12) describe successful examples of use of PCR–DIG labeling.

Fig. 4.1. Steps involved in the following: (A) random-primed DIG labeling: Double-
stranded DNA is denatured and annealed with random oligonucleotide primers (6-mers);
the oligonucleotides serve as primers for the 5' to 3' Klenow fragment of E. coli 
DNA polymerase I, which synthesizes labeled probes in the presence of DIG–dUTP. 
(B) PCR–DIG labelling: DIG–dUTP is incorporated during PCR cycles into the DNA 
strands amplified from the DNA target. The asterisk represents the digoxigenin molecule 
incorporated along the DNA strands
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3.2.4. Photobiotin Labeling
Photobiotin labeling is a chemical reaction, not an enzymatic one. Biotin and 
DIG can be linked to a nitrophenyl azido group that is converted by irradiation 
with UV or strong visible light to a highly reactive nitrene that can form stable 
covalent linkages to DNA and RNA (2). The materials for photobiotin labeling 
are more stable than the enzymes needed in nick translation or oligonucleotide 
labeling and are less expensive, and it is a method of choice when large quanti-
ties of probe but not very high sensitivities (3,13).

3.2.5. End Labeling
End labeling of probes for hybridization is mainly used to label oligonucle-
otide probes (for a review, see ref. 14).

Roche Biochemicals (6) has developed three methods for labeling oligonu-
cleotides with digoxigenin:

● The 3'-end labeling of an oligonucleotide 14–100 nucleotides in length with 
1 residue of DIG-11-ddUTP per molecule

● The 3' tailing reaction, where terminal transferase adds a mixture of unla-
beled nucleotides and DIG-11-dUTP, producing a tail containing multiple 
digoxigenin residues

● The 5' end labeling in a two-step synthesis with first an aminolinker residue on 
the 5' end of the oligonucleotide, and then after purification, a digoxigenin-N-
hydroxy-succinimide ester is co-valently linked to the free 5'-amino residue.

Oligonucleotides can also be labeled with radioisotopes by transferring the 
γ-32P from [γ-32P]ATP to the 5' end using the enzyme bacteriophage T4 poly-
nucleotide kinase. If the reaction is carried out efficiently, the specific activity 
of such probes can be as high as the specific activity of [γ-32P]ATP itself (2).

Promega has a detailed guide (15) with protocols on radioactive and nonra-
dioactive labeling of DNA. The choice of probe labeling method will depend 
on the following:

● Target format: Southern, Northern, slot/dot, or colony blot (see Section 4.)
● Type of probe: gene or oligonucleotide probe
● Sensitivity required for detection: single-copy gene or detection of PCR-

amplified DNA fragments

For example, 3'- and 5'-end labeling of oligonucleotides give good results 
on slot and colony hybridization in contrast with poor sensitivity when using 
Southern blotting.

4. Target Format

4.1. Solid Support

A convenient format for the hybridization of DNA to gene probes or oligo-
nucleotide probes is immobilization of the target nucleic acid (DNA or RNA) 
onto a solid support while the probe is free in solution. The solid support can 
be a nitrocellulose or Nylon membrane, Latex or magnetic beads, or microtiter 
plates. Nitrocellulose membranes are very commonly used and produce low 
background signals; however, they can only be used when colorimetric detection 
will be performed and no probe stripping and reprobing is planned. For these 
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purposes, positively charged Nylon membranes are recommended, and they also 
ensure an optimal signal-to-noise ratio when the DIG system is used. Although 
nitrocellulose membranes are able to bind large quantities of DNA, they become 
brittle and gradually release DNA during the hybridization step. Activated cel-
lulose membranes, on the other hand, are more difficult to prepare, but they can 
be reused many times because the DNA is irreversibly bound [2].

After size fractionation of nucleic acids by electrophoresis, they are trans-
ferred to a filter membrane, which is then probed. The presence of target is 
confirmed by the detection of a probe on the filter membrane, for example, 
radiolabeled probe can be detected by autoradiography and the location of the 
target sequence in the bands in the original gel determined.

The different immobilization techniques include the following: Southern blots, 
when whole or digested chromosomal DNA is electrophoresed in an agarose 
gel, denatured, and blotted onto a membrane; Northern blots, when the same 
procedure is used for RNA; slot blots, when whole RNA or denatured DNA is 
loaded under vacuum into slots onto membranes (similar procedure for dot blots); 
colony blots, when colonies are treated with lysozyme on plates and further treat-
ment with protease, and denaturation and neutralization solutions are applied 
and the procedure adjusted according the microorganism’s peculiarities. The 
great advantage of colony blotting over slot blotting is that strains with a specific 
sequence can be rapidly detected from plates and the DNA preparation procedure 
can then be done only for the strains of interest. In a similar way, the slot blotting 
procedure has the advantage of quickly highlighting which DNA sample has the 
gene sequence of interest when a gene probe is hybridized to whole-DNA sam-
ples. The Southern blotting procedure, which involves the digest of DNA with 
restriction enzymes and gel electrophoresis, takes a longer preparation time than 
slot blotting but can provide information on the size and position of the gene as 
well as grouping the samples based on the similar patterns when different restric-
tion enzymes are used to digest the samples. Schleicher and Schuell has a detailed 
manual on solid supports and DNA transfer (16).

4.2. In Solution

Both the probe and the target are in solution. Because both are free to move, 
the chances of reaction are maximized and, therefore, this format generally 
gives faster results than others.

4.3. In Situ

In this format, the probe solution is added to fixed tissues, sections, or smears, 
which are then usually examined under the microscope. The probe label (e.g., 
a fluorescent marker) produces a visible change in the specimen if the target 
sequence is present and hybridization has occurred. However, the sensitivity 
might be low if the amount of target nucleic acid present in the specimen is 
low. This can be used for the gene mapping of chromosomes and for the detec-
tion of microorganisms in specimens.

5. Hybridization Conditions

Many methods are available to hybridize probes in solution to DNA or RNA 
immobilized on nitrocellulose membranes. These methods can differ in the 
solvent and temperature used, the volume of solvent and the length of time of 
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hybridization, the method of agitation, when required, and the concentration 
of the labeled probe and its specificity, the stringency of the washes after the 
hybridization. However, basically, target nucleic acid immobilized on mem-
branes by the Southern blot, Northern blot, slot or dot blot, or colony blot 
procedures are hybridized in the same way. The membranes are first prehy-
bridized with hybridization buffer minus the probe. Nonspecific DNA binding 
sites on the membrane are saturated with carrier DNA and synthetic polymers. 
The prehybridization buffer is replaced with the hybridization buffer contain-
ing the probe and incubated to allow hybridization of the labeled probe to the 
target nucleic acid. The optimum hybridization temperature is experimentally 
determined, starting with temperatures 5°C below the melting temperature 
(Tm). The Tm is defined as the temperature corresponding to the midpoint in 
transition from helix to random coil and depends on length, nucleotide com-
position and ionic strength for long stretches of nucleic acids. G-C pairs are 
more stable than A-T pairs because G and C form three H bonds as opposed to 
two between A and T. Therefore, double-stranded DNA rich in G and C has a 
higher Tm (more energy required to separate the strands) than A-T rich DNA. 
For oligonucleotide probes bound to immobilized DNA, the dissociation tem-
perature, Td, is concentration dependent. Stahl and Amman (17) discussed in 
detail the empirical formulas used to estimate Tm and Td.

Following the hybridization, the unhybridized probe is removed by a series 
of washes. The stringency of the washes must be adjusted for the specific 
probe used. Low-stringency washing conditions (higher salt and lower tem-
perature) increases sensitivity; however, these conditions can give nonspe-
cific hybridization signals and high background. High-stringency washing 
conditions (lower salt and higher temperature, closer to the hybridization 
temperature) can reduce background and only the specific signal will remain. 
The hybridization signal and background can also be affected by probe length, 
purity, concentration, sequence, and target contamination (1).

In aqueous solution, RNA–RNA hybrids are more stable than RNA–DNA 
hybrids, which are, in turn, more stable than DNA–DNA ones. This results in a 
difference in Tm of approx 10°C between RNA–RNA and DNA–DNA hybrids. 
Consequently, more stringent conditions should be used with RNA probes (8).

In general, the hybridization rate increases with probe concentration. Also, 
within narrow limits, sensitivity increases with increasing probe  concentration. 
The concentration limit is not determined by any inherent physical property of 
nucleic acid probes, but by the type of label and nonspecific binding properties 
of the immobilization medium involved.

6. Applications in Medical Research

At least three basic applications of nucleic acid probes in medical research 
can be mentioned: (1) detection of pathogenic microorganisms, (2) detec-
tion of changes to nucleic acid sequences, and (3) detection of tandem repeat 
sequences. Table 4.2 presents only a few examples of recently published 
literature on applications of nucleic acid probes in medical research.

6.1. Detection of Pathogenic Microorganisms

The application of nucleic acid probes has particularly been evident in microbial 
ecology, where probes can be used to detect unculturable microorganisms 
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and pathogens in the environment or simply provide rapid identification 
of species and group levels. Through the development of DNA–DNA and 
RNA–DNA hybridization procedures and recombinant DNA methodology, 
the isolation of species-specific gene sequences is readily achieved (18,19). 
Oligonucleotide hybridization probes complementing either small ribosomal 
subunits, large ribosomal subunits, or internal transcribed spacer regions 
have now been developed for a wide variety of microorganisms (20), such as 
Actinomyces, Bacteriodes, Borrelia, Clostridium, Campylobacter, Candida, 
Haemophilus, Helicobacter, Lactococcus, Mycoplasma, Neisseria, Proteus, 
Rickettsia, Vibrio, Streptococcus, Plasmodium, Pneumocystis, Trichomonas, 
Desulfovibrio, Streptomyces, including some uncultivated species such as 
marine proteobacteria and thermophilic cyanobacterium, and Chlamydia 
species, Rickettsia species, Trypanosoma species, Treponema pallidum, 
Pneumocystis carinii, and Mycobacterium species to mention only a few 
examples with medical relevance. Detection of a nucleic acid sequence unique 
to a particular microorganism would demonstrate its presence in a specimen 
and, perhaps, confirm an infectious disease.

6.2. Detection of Changes to Nucleic Acid Sequences

A change to the DNA sequence is a mutation, which could involve deletion, 
insertion, or substitution. Changes in certain gene sequences can cause inherited 

Table 4.2. Examples of the applications of nucleic acid probes in medical 
research.

Application Ref.

Detection of tumor suppressor genes in human bladder tumors 21

Identification of Leishmania parasites 22

Detection of malignant plasma cells of patients with multiple myeloma 23

Diagnosis of human papillomavirus 24

Visual gene diagnosis of HBV and HCV 25

Detection and identification of pathogenic Vibrio parahaemolyticus 26

Detection of Vibrio cholerae 27–29

Molecular analysis of tetracycline resistance in Salmonella enterica 30

Identification of fimbrial adhesins in necrotoxigenic E. coli 31

Epidemiological analysis of Campylobacter jejuni infections 32

Molecular analysis of NSP4 gene from human rotavirus strains 33

Physical mapping of human parasite Trypanosoma cruzi 34

Detection and identification of African trypanosomes 35

Changes related to neurological diseases (Alzheimer’s, Huntington’s) 36

Detection and identification of pathogenic Candida spp. 37, 38

Identification of Mycobacterium spp. 39

Detection of rifampin resistance in Mycobacterium tuberculosis 40

Identification of Staphylococcus aureus directly from blood cultures 41

Detection of rabies virus genome in brain tissues from mice 42
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diseases such as cystic fibrosis, muscular dystrophies, phenylketonuria, apoli-
poprotein variants, and sickle cell anemia, and they can be diagnosed by probe 
detection. Nucleic acid probes have successfully been used to detect those 
mutations. With some inherited diseases, more than one type of mutation can 
cause the disease, in which case, a probe might have to be used under low 
stringency (to allow hybridization to a range of sequences) or several probes 
might be used to ensure hybridization to all target sequences.

6.3. Detection of Tandem Repeat Sequences

Tandem repeat sequences are usually 30–50 bp in length. Their size and dis-
tribution are distinctive for an individual. They can be detected using nucleic 
acid probes and PCR. They are the basis of so-called “DNA fingerprinting,” 
which can be used in forensic science to confirm the identity of a suspect 
from specimens (any body fluid, skin, and hair) left at the scene of a crime. 
This technique can also be used for paternity tests, sibling confirmation, and 
tissue typing.
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1. Introduction

Nucleic acid hybridization is a process in which complementary sin-
gle strands of nucleic acids combine to achieve a stable double-stranded 
nucleic acid molecule. This action has been used to establish a molecular 
or genetic relatedness among organisms and to characterize their genomes. 
Furthermore, this technique is one of several diagnostic tools useful for 
detecting a wide variety of conditions. Since the determination of the basic 
principles of duplex formation and stability in the 1950s, many variations of 
the hybridization techniques have been developed. Southern first transferred 
DNA fragments from agarose, after electrophoretic separation, onto nitro-
cellulose (1). The technique is known as Southern blotting. Alwine et al (2) 
described shortly afterward a similar Northern blotting technique in which 
separated RNA strands are transferred from an agarose gel to a suitable solid 
support. A logical extension of these blotting techniques has been the dot or 
slot blot in which the sample is applied directly to the solid support without 
prior size separation (3). Over the years, these techniques have been further 
developed and modified extensively by many researchers across the world. 
The application of these methods is as varied as the procedures used (e.g., to 
determine the changes in the nutritional state of an environment, to establish 
taxa genetically, to distinguish pathogenic from nonpathogenic viruses, to 
analyze gene structure).

This chapter restricts itself to the application of Southern blotting to provide 
information relating to genetic diseases. The DNA sample, which can include 
blood, tissue biopsies, buccal scraps, amniotic fluid, cultured cells, and so 
forth, is generally digested using a restriction endonuclease and then subjected 
to electrophoresis in a horizontal agarose gel. After sufficient time has elapsed 
to achieve adequate separation of the required fragments, the gel is soaked in 
an alkali solution to achieve denaturation of the double-stranded nucleic acid, 
then neutralized and prepared for transfer. Transfer to a nitrocellulose, polyvi-
nylidene (PVDF), or Nylon membrane is achieved by a process of blotting in 
which buffer is drawn through the gel and the membrane. The fragments carried 
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with the buffer are retained on the surface of the membrane. The retention is 
made more permanent through a fixation process. The blot can then be used in 
a hybridization with labeled probes to identify the fragments of interest.

There are many variations on this basic theme (4,5). Those procedures 
requiring the identification of fragments in excess of 10,000 bases advocate 
the use of a depurination step to improve the efficiency of large-fragment 
transfer. Methodologies using positively charged nylon membranes often 
omit the neutralization step and advocate the use of alkaline transfer buffer, 
which can also serve as a fixative. There are many ways to achieve the trans-
fer of DNA from the gel to the solid support. Southern’s original method (1) 
describes the use of a capillary transfer procedure, and this remains the most 
widely used technique by far because of its low cost and convenience, transfer 
is often an overnight step (see Fig. 5.1.). If speed is a requirement, the transfer 
process can be shortened by using specialized vacuum blotting apparatus or elec-
troblotting devices. Such techniques allow transfer in 30–60 min compared to 
several hours for capillary transfer.

The membrane of choice is determined by the sensitivity required and the 
detection method to be used. The quantity of sample has a significant effect on 
both of these. The use of nitrocellulose usually results in low backgrounds and 
is recommended when the level of target is high. Nitrocellulose membrane is 
available in supported and unsupported forms, depending on the manufactur-
ing method employed; however, the handling characteristics of the latter can 
be poor. Unsupported membranes are produced when the active substrate is 
cast as a pure sheet. Because of their fragile nature, unsupported membranes 
should be handled with care. Supported membranes are those for which the 
active substrate is cast onto an inert “web” or support.

Nitrocellulose membrane can bind 80–125 µg nucleic acid/cm2, which is 
significantly less than the binding capacity of 400–600 µg/cm2 for a nylon 

Fig. 5.1. Diagrammatic representation of capillary transfer apparatus; suitable for the 
transfer of DNA or RNA fragments separated by gel electrophoresis to a  suitable Nylon 
or nitrocellulose membrane for example. Hybond is available from GE Healthcare 
Bio-Sciences
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membrane. Its ability to bind small molecules (<400 nts) is also poor, and 
transfer buffers must contain high salt concentrations to ensure efficient 
nucleic acid binding. Nylon membranes are available in uncharged and posi-
tively charged supported forms. Charged nylon has a higher binding capacity 
and is particularly useful when working with low-molecular-weight nucleic 
acid. Binding to a nylon membrane is independent of the ionic strength of the 
transfer buffer. However, backgrounds can be elevated. Where repeated use of 
a membrane in hybridization assays is needed, the use of nylon membranes is 
strongly advised. Nylon is also recommended for use with medium- or low-
abundance targets and is, in general, the membrane of choice when working 
with nucleic acids. PVDF membranes behave similarly to uncharged nylon, 
but because of its hydrophobic nature, use in nucleic acid blotting is limited.

Fixation bonds the target nucleic acid to the membrane. Suboptimal fixation 
will lower sensitivity by reducing target concentration and is particularly harm-
ful if the blot is to be used more than once. The principal fixation methods of 
heat and ultraviolet (UV) light can be used with all types of membrane. Heat 
fixation is very reproducible but requires a vacuum oven for nitrocellulose. UV 
crosslinking, performed using an UV crosslinker (constant energy setting), 
is faster than heat. Alkali provides a third alternative method when charged 
Nylon membranes are used.

Original methods describe the use of a DNA probe radioactively labelled 
by random priming or nick translation with (32P)dCTP to detect specific 
nucleic acid fragments immobilized on nitrocellulose membrane. Since then, 
many different methods for labeling nucleic acid probes ranging from short 
oligonucleotides to longer DNA or RNA fragments have been developed 
(6,7). Nonradioactive labeling kits and reagents are also available, finding 
favor in a number of niche areas (8). The role of the hybridization buffer is 
to provide conditions that promote hybridization between the labeled probe 
molecules and its complementary sequence immobilized on the membrane, 
and to simultaneously limit hybridization between sequences that are not 
perfectly matched (6) Table 5.1 lists factors affecting the hybridization rate 
and stringency (4–6). Many different formulations of hybridization buffers 
have been developed, containing inorganic salts and blocking agents such as 
Denhardt’s solution (mixture of bovine serum albumin (BSA), Ficoll 400, 
and polyvinyl pyrrolidone), denatured DNA from salmon sperm (or other 

Table 5.1. Factors affecting hybridization rate and stringency.

Factor How hybridization is affected

Temperature High temperature increases hybridization stringency;
  temperatures below Tm are recommended 
  (for RNA long probe, 10–15°C below Tm; for DNA long 
  probe, approx 25°C below Tm)

Ionic strength Optimal hybridization in the presence of 1.5 M Na+; 
  lowering ionic strength increases stringency.

Destabilizing agents For example, formamide and urea; 
(or Tm modifiers)  used to lower the effective hybridization temperature

Mismatched basepairs Mismatches lower hybridization rate

Duplex length Hybridization rate increases with increased probe length

Viscosity Increases rate of filter hybridization
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species), and heparin (4–6). A short prehybridization step in hybridization 
buffer is usually carried out to reduce nonspecific background hybridization 
before adding the labeled probe. This is especially important in genomic 
Southern blots that contain all genomic sequences on the membrane. 
Hybridization with the probe is usually carried out for several hours to allow 
hybridization between low-abundance sequences. Although various rapid-
hybridization buffers containing volume excluders are available to speed 
up this step. After hybridization, the blot is washed to remove unhybridized 
probe. The stringency of washing is usually controlled by stepwise reduc-
tions in the ionic strength of wash buffer and/or by temperature (4–6). The 
replacement of the old plastic bag technology with specialized temperature-
controlled rotisserie devices for performing hybridization and washes has 
resulted in more consistent results and safer handing of radioactivity. After 
washing, the blot is subjected to autoradiography with X-ray film to visualize 
the bound probe (9).

2. Southern Blotting in the Diagnosis of Human Disease

Southern blotting has been applied to the diagnosis of many human diseases 
at the molecular level. These genetic diseases are caused by point mutations, 
gene rearrangements, or the amplification of genes or specific sequences 
within the genome. These methods have in common that restriction-digested 
genomic DNA is size-separated in agarose gel electrophoresis, transferred 
onto the membrane, and hybridized with gene-specific probes.

Restriction fragment length polymorphism (RFLP) analysis was one of 
the early methods to diagnose point mutations implicated in genetic diseases. 
This method was based on the observation that if a point mutation changes a 
restriction fragment recognition sequence, it is possible to detect this change by 
Southern blotting analysis in which the affected restriction enzyme is used to 
cut genomic DNA before analysis. The change in the size of detected fragments 
with a gene-specific probe signals the presence of mutation in the analyzed 
gene. For example, this method has been applied to the diagnosis of hemophilia 
A, which is the most common inherited bleeding disorder, affecting approx 1 
in 5,000 males worldwide. Hemophilia A is an X-linked, recessively inherited 
bleeding disorder that results from a deficiency of procoagulant factor VIII 
(FVIII). Affected males suffer from joint and muscle bleeds and easy bruising, 
the severity of which is closely correlated with the level of activity of coagula-
tion factor VIII (FVIII:C) in their blood. Gitschier et al. demonstrated using 
Southern blotting that it was possible to diagnose the disease in 42% of affected 
families (10). Having identified the BclI polymorphism, X-linked inheritance 
was demonstrated in three generations of a Utah family. DNA from a family 
member was restricted with BclI, electrophoresed on a 0.8% agarose gel, and 
blotted on to nylon membrane and probe with a complementary sequence 
within the factor VIII gene labeled with radioactivity. Twelve bands were 
observed by autoradiography. Eleven hybridizing bands remained constant, and 
one varied in position at either approx 0.9 or 1.1 kb in size.

The presence of gene point mutations has also been diagnosed with Southern 
blotting using allele-specific probes. These are usually short oligonucleotides in 
which the mismatched sequence is situated in the middle. By carefully controlling 
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the hybridization and wash conditions (temperature and ionic strength of wash 
buffers), it is possible to distinguish between the binding of oligonucleotides 
differing by only one nucleotide. This method has been applied, for example, 
to distinguish between the normal human β-globin gene and the sickle cell 
β-globin gene (11,12). Sickle cell anemia is caused by a single base change, 
resulting in the replacement of glutamic acid residue at position 6 of the pro-
tein (hemoglobin) by a valine residue.

Gene rearrangements can be diagnosed with Southern blotting if a probe 
hybridizing to the affected areas is used. Rearrangement is detected by observ-
ing change in the size and pattern of hybridized genomic restriction fragments. 
This type of analysis has been applied to the diagnosis of acute promyelocytic 
leukemia (APL), a subtype of acute myeloid leukemia. The disease is charac-
terized by abnormal, heavily granulated promyelocytes, a form of white blood 
cells. APL results in the accumulation of these atypical promyelocytes in the 
bone marrow and peripheral blood, and they replace normal blood cells. At the 
molecular level, the disease involves translocation between the retinoic acid 
receptor-α (RAR-α) on chromosome 17 and the promyelocytic leukemia locus 
(PML) on chromosome 15. This results in the transcription of novel fusion 
messenger RNAs. By separating restriction-digested genomic DNA in pulse 
field gel electrophoresis followed by hybridization with probes derived from 
PML and RAR-α genes, it was possible to detect translocation events that cor-
related with disease progression (13).

Gene amplifications are implicated in many diseases. Charcot–Marie–Tooth 
(CMT) syndrome is a common autosomal-dominant neuromuscular disorder. 
The disease is characterized by a slowly progressive degeneration of the 
muscles in the foot, lower leg, hand, and forearm and a mild loss of sensa-
tion in the limbs, fingers, and toes. The first sign of CMT is generally a high 
arched foot or gait disturbances. Other symptoms of the disorder may include 
foot bone abnormalities such as high arches and hammer toes, problems with 
hand function and balance, occasional lower leg and forearm muscle cramp-
ing, loss of some normal reflexes, occasional partial sight and/or hearing 
loss, and, in some patients, scoliosis (curvature of the spine). Genetically, the 
disorder is usually characterized by duplication of a region on chromosome 
17 through unequal crossover. As a result, affected patients carry three copies 
of this region. One diagnostic approach to CMT, type 1A exploits Southern 
blot hybridization and the relative intensity for three polymorphic MspI RFLP 
bands within the duplicated area to judge whether patients have two or three 
copies of this region using a region-specific probe. To normalize the observed 
intensity of the signal resulting from the CMT gene probe, another probe 
derived from unconnected sequences is used (14).

The most significant changes in the use of Southern blotting in diagno-
sis have been seen since the introduction of primer-specific polymerase 
chain reaction (PCR) and automated nonradioactive sequencing techniques. 
Mutation and gene deletions once detected via Southern blot analysis are 
now routinely analyzed with these rapid and inexpensive methods, which are 
often fully automated. Cystic fibrosis, Duchenne muscular dystrophy, sickle 
cell anemia, and thalassaemia, to name a few, are now diagnosed by PCR. 
PCR methods can be completed in as little as 4 h, whereas Southern blotting 
can take up to 5 d to achieve the same result. More important, the amount 
of DNA required for analysis is significantly less with PCR amplification 
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methods. The Southern blotting diagnosis method generally requires 5–10 µg 
of genomic DNA. The introduction of a PCR-based method is generally only 
achieved once the gene defect has been characterized at the molecular level. Hence 
research into disorders where the defect is unknown or further information is 
required still uses Southern blot analysis as an important research tool. In the 
routine laboratory, the use of Southern blotting is restricted to those diseases 
that require additional information the Southern blot can provide. One such 
disease is Fragile X; however prescreening using PCR analysis is common.

2.1. Fragile X Syndrome

Fragile X syndrome is a common genetic disease. This inherited form of 
mental retardation affects 1 in 4,000 males and 1 in 8,000 females (15). Males 
with fragile X often exhibit characteristic physical features and accompanying 
autistic and attention-deficit behaviors. Individual IQs are in the range 35–70 
(16–18). Approximately 30% of females with full mutations are mentally 
retarded, and their level of retardation is, on average, less severe than that 
seen in males.

In 1943, Martin and Bell (19) were able to link the cognitive disorder to 
an unidentified mode of X-linked inheritance. In 1967, Lubs (20) discovered 
excessive genetic material extending beyond the low arm of the X chromo-
some in affected males. Diagnosis was originally based on cytogenetic analy-
sis of metaphase spreads, but less than 60% of the affected cells in affected 
individuals showed a positive result. With this variability in the test, the carrier 
status of individuals could not be determined. Interpretation of the result is 
further complicated by the presence of other fragile sites in the same region 
of the X chromosome.

The fragile X gene (FMR1) is located in chromosomal band Xq27.3 and 
encodes an RNA-binding protein, which was initially characterized in 1991 
(21–23) and contains a tandemly repeated trinucleotide sequence (CGG) end 
at its 5' end. The disease is caused by the absence of a functional FMR1 gene 
product (24). A small number of individuals classified as fragile X cytogen-
tically have expansion at the nearby FRAXE locus, which also contains an 
unstable CGG repeat (25–28). The normal distribution of the repeat in the 
unaffected population varies from 6 to 50. Affected individuals are classified 
into one of two major groups; premutations of approx 50–200 repeats and full 
mutations with more than 200 repeats. Some alleles with approx 45–55 copies 
of the repeat are unstable and expand from generation to generation; others 
are stably inherited (29–31). The larger the size of the female premutation, the 
greater the risk of expansion during meiosis (32). Individual male or females 
carrying a premutation are unaffected (20,29,30). Males pass on the mutation 
relatively unchanged to all their daughters, all of whom are unaffected.

In some cases of premutation, an accurate estimate of the size of the expan-
sion is required, most especially in family studies. This increase in resolution 
is achieved by Southern blot assay, using PstI digestion of genomic DNA 
and detection with a probe close to the repeat array. Characteristic of the full 
mutation is methylation of the promotor region of the gene (CpG island) (33); 
this correlates directly to gene inactivation. This is an important event in the 
disease pathogenesis, its effect on clinical severity is, however, unpredictable, 
especially in females.
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Today, two main approaches are used in diagnosis of fragile X syndrome: 
PCR (36–39) and Southern blot analysis (40). The use of flanking primers 
allows the amplification of the region of DNA containing the repeats. The size 
of the PCR product is therefore indicative of the number of repeats present. 
However, the efficiency of the PCR reactions inversely relates to the number 
of repeats; hence, large mutations are more difficult to amplify and can fail 
to yield a PCR product. False negatives by PCR can also be an issue caused 
by the presence of normal and full mutations in some male patients (41). No 
information as to the extent of methylation can be determined by a PCR-based 
assay. Southern blotting allows both the size of the repeat segment and meth-
ylation status to be assayed simultaneously. Methylation- sensitive restriction 
enzymes such as EagI or NruI can be used to distinguish between methylated 
and unmethylated alleles. When combined with EcoRI, these enzymes give 
fragment sizes of 2.6 kb from normal unmethylated FMR-I genes. Methylated 
normal genes are not cut by these enzymes and yield 5.1-kb EcoRI fragments. 
Methylated and unmethylated expansions are indicated by the presence of 
bands or smears above the 5.1-kb and 2.6-kb fragments, respectively.

It is common practice in diagnosis laboratories to use PCR for prescreen-
ing and only to proceed to Southern blotting for those samples that fail to 
amplify (males) or show a single normal allele (females). If the etiology of 
mental impairment is unknown, DNA analysis for fragile X syndrome should 
be performed as part of a comprehensive genetic evaluation, which includes 
routine cytogenetic analysis. Cytogenetic studies are critical because consti-
tutional chromosome abnormalities have been identified as frequent or more 
frequently than fragile X mutations in mentally retarded individuals referred 
for fragile X testing. For individuals who are at risk because of an established 
family history of fragile X syndrome, DNA testing alone is sufficient. If the 
diagnosis of the affected relative was based on previous cytogenetic testing 
for fragile X syndrome, then it is advised that at least one affected relative 
should be included in the DNA testing profile. Prenatal testing (42) of a fetus 
is indicated following a positive carrier test in the mother. When the mother 
is a known carrier, DNA testing can be offered to determine whether the fetus 
inherited the normal or mutant FMR1 gene. Results must be interpreted with 
caution because the methylation status of the FMR1 gene is often not yet 
established in chorionic villi at the time of sampling. Follow-up amniocentesis 
might be necessary to resolve an ambiguous result. In a very small number of 
patients, deletions or point mutations (43–48) rather than trinucleotide expan-
sion are responsible for the syndrome. In these cases, linkage (31,49,50) or 
rare mutation studies are more useful.
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1. Principles of Capillary Electrophoresis

Capillary electrophoresis (CE) separations are carried out inside a capillary tube, 
which usually has a diameter of 50 µm to facilitate temperature control. The 
length of the capillary differs in different applications, but it is typically in the 
region of 20–50 cm. The capillaries most widely used are fused silica covered 
with an external protective coating. A small portion of this coating is removed to 
form a window for detection purposes. The ends of the capillary are dipped into 
reservoirs filled with the electrolyte. Electrodes made of an inert material such 
as platinum are also inserted into the electrolyte reservoirs to complete the elec-
trical circuit. The capillary is filled with running buffer, one end is dipped into 
the sample, and an electric field (electrokinetic injection) or pressure is applied 
to introduce the sample inside the capillary. Migration through the capillary is 
driven by application of a high-voltage current (10–30 kV).

The molecules are detected as they pass through the window at the opposite 
end of the capillary. The most frequently used detector is laser-induced fluores-
cence (LIF), which detects fluorochromes attached to the DNA molecules; alter-
native detectors include ultraviolet (UV) absorbance and fluorescence. Given the 
short path, detection requires monitoring by sensitive equipment such as charge-
coupled device (CCD) cameras. The detectors are interfaced with computers 
responsible not only for collecting and displaying the data but also for maintaining 
the timing between filter wheels and controling timing exposures, readouts of the 
CCD cameras, and run-time processing of the CCD images and spectral data. 
The molecules are detected as fluorescent peaks as they pass through the detector. 
An electropherogram, which is a plot of the detector response with time, is 
generated. Because the area of each peak is proportional to the concentration of 
the DNA molecule, integrated peak areas are routinely used for semiquantifica-
tion due to their greater dynamic range than peak heights (see Fig. 6.1).

Analysis times are in the range of 3–30 min, depending on the  complexity 
of the separation. Modern instruments are relatively sophisticated and may 
contain fiber-optical detection systems, high-capacity autosamplers, and 
 temperature-control devices.
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Separation of DNA fragments by CE has advantages over the classical 
slab gel–based separations in terms of speed and resolution, especially now 
that instruments that can run more than one sample at a time are available. 
The principle behind DNA sequencing by an instrument with many capillar-
ies is identical to that of using a single capillary, although the design of the 
sheath flow cuvet and the fluorescence detection systems is considerably more 
complicated. At present, 8-, 16-, 48-, 96-, and 384-capillary instruments are 
commercially available for DNA analysis.

1.1. Capillary Gel Electrophoresis

There is a special situation for biopolymers such as RNA, DNA, or sodium 
dodecyl sulfate (SDS)–loaded proteins, which have a constant charge-to-size 
ratio, that is, the increase in the charge is directly related to the increase in size 
of the molecule. Molecules with a constant charge-to-size ratio may have very 
similar electrophoretic mobilities, so no electrophoretic separation occurs in 
free solution. In these cases, separations are performed in capillaries filled with 
a gel solution. In capillary gel electrophoresis (CGE), a sieving effect occurs 
as solutes of various sizes migrate through the gel-filled capillary toward the 
detector. Smaller ions are able to migrate quickly through the gel, whereas 
larger ions become entangled in the gel matrix, reducing their migration rate.

Initially, the gels used in CGE were polyacrylamide covalently bonded 
to the capillary wall. These fixed gels suffered, however, from problems of 
shrinkage and blockage and could have relatively short lifetimes. In addition, if 
sample components contaminated the gel, it could not be reused and would 
have to be discarded. There has been a recent tendency, therefore, to use 
pumpable gel solutions, which can be used to fill the capillary with a non-
cross-linked liquid gel matrix in which pores are created by the tangling of 
long linear polymers. These have the advantage of being introduced into the 
capillary under low pressure, extending the life of the capillary. The use of 
liquid gels also allows replacement of the gel between injections, reducing the 
contamination problems encountered with fixed gels.

Fig. 6.1. Schematic diagram of a capillary electrophoresis system



Chapter 6 Capillary Electrophoresis of DNA 67

1.2. Resolution

Good resolution in CE data means achieving sharp peaks and optimal separa-
tions between peaks. Peak spacing is the separation distance multiplied by the 
intrinsic velocity difference between two distinct molecules. This intrinsic 
velocity difference, in turn, is dependent on the physical properties of the 
molecule itself and on the separation medium (e.g., composition, concentra-
tion, and ionic strength). Diffusion, thermal gradient, and initial peak width 
are the major contributors to the peak width. Electric field strength, capillary 
dimensions, and polymer concentration, in turn, mainly influence these three 
factors. Each of these factors is considered in detail in this chapter.

An increase in electric field strength should lead to a decrease in diffusion 
due to shorter run times. It should, however, also lead to an increase in peak 
dispersion as a result of an increase in the heat generated when the electric 
current is applied through the capillary (Joule heat). Thus, the electric field 
strength should be 150 V/cm or lower for long sequencing reads. On the other 
hand, the diameter of the capillary influences the efficiency in dissipating the 
Joule heat. The narrower the capillary, the smaller the thermal gradient and, 
therefore, the peak width. A reduction of capillary diameter to less than 50 
µm does not improve resolution, indicating that effects other than the thermal 
gradient determine the peak width in narrower capillaries.

The small cross-sectional area of the capillary creates the phenomenon of 
electroendosmosis. Because CE is normally carried out in capillaries made 
from fused silica, the negatively charged silanol groups on the surface of 
the capillary result in a high proportion of unbound, hydrated positive ions. 
Although some of these cations are tightly bound to the immobilized negative 
charges, the application of an electric field results in movement of the remain-
der toward the cathode. Since they are hydrated, the consequence is a bulk 
flow of liquid in the same direction, termed electroendosmotic flow (EOF). 
Many of the CE techniques rely on EOF to pump the solutes toward the detec-
tor. The EOF is produced along the entire length of the capillary, generating a 
constant flow rate at all distances along the capillary. The consequence is that 
the solutes are being swept along at the same rate throughout their transport 
along the capillary, minimizing sample diffusion.

Separation is improved with increasing polymer concentration, but at the 
cost of lower mobility and, therefore, increased run times. Low polymer con-
centrations are useful for fast screenings at low resolution, whereas higher 
concentrations produce higher resolutions. Whereas in cross-linked gels the 
concentration can be lowered easily, in the absence of cross-linking a decrease 
in the concentration results in a dilute solution. To compensate for this effect, 
an increase in the polymer length will keep the solution well entangled, allow-
ing for low viscosity at the same time. To cover a large range of separation 
sizes, it is better to use low polymer concentrations; therefore, the polymer 
length must be increased to ensure sufficient entanglement. This leads to a 
more uniform resolution in function of the DNA size and is especially impor-
tant for DNA sequencing, in which long reads are required (1).

When analyzing the same DNA sample with the same parameters under 
native and denaturing conditions, the resolution is better in the environment that 
denatures the DNA molecules. If high resolution is necessary, denaturing condi-
tions (such us the use of formamide in the sample preparation) should be used.
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2. Applications of CE to Biomedicine

Small alterations in DNA sequences of genes lead to many human diseases, 
such as cancer, diabetes, heart disease, myocardial infarction, atherosclerosis, 
cystic fibrosis, and Alzheimer’s disease. These alterations in DNA sequence 
include many types of mutations and polymorphisms, such as nucleotide 
substitutions, deletion or insertion of some sequence, differences in a vari-
able number of tandem repeat (VNTR) locus, and instability of microsatellite 
repeat sequences. CGE is a particularly suitable method for carrying out analy-
sis of DNA fragments for diagnostic purposes. Currently available methods for 
analysis of mutations and polymorphisms include some modified polymerase 
chain reaction (PCR) techniques, restriction fragment length polymorphism 
(RFLP), single-strand conformation polymorphism (SSCP), VNTR, and short 
tandem repeats (STRs) analysis, and hybridization techniques, as well as PCR 
analysis itself (see Fig. 6.2).

Labeled DNA fragments to be analyzed by CE are obtained by the incor-
poration of fluorescent-dye-labeled nucleotides or fluorescent dye-labeled 
primers during the PCR reaction. The range of available dyes and the reduction 

Fig. 6.2. Scheme of the methods applied to capillary electrophoresis: (A) post-PCR fragment analysis; (B) 
single-base extension; (C) allele-specific amplification; (D) ligation chain reaction; (E) RFLP and an example 
of its application to detect the D835 mutation on the FLT3 gene in patients with acute leukemia: wild type (1), 
heterozygote (2), and homozygote (3) for the D835 mutation; (F) SSCP; (G) analysis of repetitive sequences; (H) 
hybridization technique; (I) detection of DNA damage; (J) analysis of methylation levels; and (K) sequencing



Chapter 6 Capillary Electrophoresis of DNA 69

in costs over recent years have allowed modification of existing tests to take 
advantage of the four/five-color detection system and the degree of automation 
offered by commercially available CE electrophoresis systems. Four-color, 
highresolution analysis is particularly useful for the rapid mapping of genetic 
traits, leading to gene discovery and eventual diagnostic testing. Automation 
is essential for rapid gene-based mutation analysis in clinical laboratories to 
screen a large number of DNA samples.

2.1. Post-PCR Fragment Analysis

DNA amplification by PCR has been applied to clinical diagnosis of infectious 
diseases, genetic disorders, and cancer. After amplification of the DNA region 
of interest, the sensitivity and speed of the method of analysis is crucial in 
clinical diagnosis. The use of CGE with LIF detection has been proved to yield 
better performance than conventional slab gel electrophoresis in the clinical 
laboratory (2) (see Fig. 6.2A).

2.1.1. Detection of Viral Sequences
The PCR technique is a powerful tool for detecting the presence of a virus 
earlier than any discernible antibody response in a person infected with a 
virus. Detection of specific DNA or RNA regions of a certain virus genome by 

Fig. 6.2. (continued)
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multiplex PCR using CE has been applied to the detection of human immuno-
deficiency virus (HIV) (3–5) polio virus (6) and hepatitis C virus (7,8).

2.1.2. Detection of Intragene Deletion and Duplication Sequences
Capillary gel electrophoresis has been applied to the analysis of PCR products 
in the detection of small gene deletions in several genetic diseases. Examples 
of this application include the detection of over 98% of deletions occurring on 
the dystrophin gene for the diagnosis of Duchenne muscular dystrophy (9,10),; 
an 8-bp deletion in exon 3 of the P450c21B gene in individuals affected by 
21-hydroxylase deficiency, a recessively inherited disease (11), and the ∆F508 
mutation, a 3-bp deletion in the gene CFTR that is the most frequently muta-
tion found in individuals affected with cystic fibrosis (12). Another example 
is detection of the internal tandem duplication (ITD) in the juxtamembrane 
domain-coding sequence of the FLT3 gene in acute leukemias. The mutation 
of this receptor is important in acute myelogenous and lympho blastic leuke-
mias because patients with this mutation generally have a poorer prognosis for 
survival than patients without it (13) (see Fig. 6.3).

2.1.3. Detection of Gene Rearrangements
Fluorescent PCR combined with CE analysis has been used to identify mono-
clonal rearrangements in the T-cell receptor (TCR) (14) and immunoglobulin 
heavy-chain (IgH) (15) genes in order to detect residual disease in lymphoprolif-
erative disorders. Normal lymphocytes rearrange the TCR and IgH genes ran-
domly during normal development, thus, a normal polyclonal population shows 
many different rearrangements. Neoplastic cells exhibit a single rearrangement of 
the TCR or IgH gene. These rearrangements can be detected by PCR if the ampli-
fication is conducted across the sequence where the gene rearranges. Polyclonal 
samples show a gaussian-like distribution of the peaks, whereas monoclonal or 
neoplastic cases display a single predominant peak. Four or five separate peaks 
are consistent with oligoclonal populations and almost always are the result of 
immunological reactive processes to unknown antigens (see Fig. 6.4).

Fig. 6.3. Example of post-PCR detection showing the results of amplifying the ITD 
region of the FLT3 wild-type (WT) allele in a healthy individual (upper panel) and in 
a patient with acute leukemia (lower panel)
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2.1.4. Detection of Chromosomal Reorganizations
Chromosomal translocations and inversions are often detected in many types 
of cancer. Chromosomal translocations result in juxtaposition of segments 
from two different genes, giving rise to a fusion gene that encodes chimeric 
proteins with transforming activity. In general, both genes involved in the 
fusion contribute to the transforming potential of the chimeric oncoprotein 
(16). CE has been applied to the detection of many fusion transcripts, such as 
the bcr/abl transcript in chronic myeloid leukemia (17).

On the other hand, gene activation often results from chromosomal reor-
ganizations that relocate a proto-oncogene close to the regulatory elements 
of the IgH or TCR locus. This event causes deregulation of the proto-oncogene 
expression, which can then lead to neoplastic transformation of the cell. One of 
these proto-oncogenes is the BCL-2 gene, which is translocated close to the 
regulatory element of the IgH gene in persons with follicular Iymphoma. 
The different PCR products can be resolved by CGE (18).

2.2. Single-Base Extension or Single Nucleotide Primer Extension

Single-base extension (SBE) is a method used for the accurate detection of 
single-nucleotide polymorphism variants in transcripts. Standard labeled 
Sanger dideoxynucleotide terminators (ddNTP), which lack the 3' hydroxyl 
group needed for chain elongation, are used in the extension reaction; as a 
result, the primer is extended by a single nucleotide. The reaction mixture is 
subsequently separated by CGE (19) (Fig. 6.2B).

Fig. 6.4. IgH gene rearrangement results. The electropherograms show (A) a normal 
polyclonal B-cell population, (B) a monoclonal peak from a lymphoma patient, and (C) 
an oligoclonal population from an immunological reactive process
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For example, Leber’s hereditary optic neuropathy was detected by anneal-
ing a primer immediately 5' to the mutation on the template and extending 
the primer by one fluorescently labeled ddNTP complementary to the muta-
tion. By using two or more differently labeled terminators, both the mutant 
and wild-type sequences could be detected simultaneously (20). In addition, 
multiplexed SBE genotyping has been applied to the detection of known point 
mutations on the p53 gene using three unique primers that probe for muta-
tions of clinical importance on this gene (21) and to the diagnosis of multiple 
endocrine neoplasia type 2 by the analysis of codons 634 and 918 on the RET 
proto-oncogene (22).

A different field of application is the determination of ovine prion protein 
allelic variants at codons 136, 154, and 171, where the four mutations respon-
sible for amino acid changes are typed simultaneously (23).

2.3. Allele-Specific Amplification

Allele-specific amplification (ASA) allows simultaneous analysis of multiple 
specific alleles, known point mutations, or known polymorphisms at the same 
locus. Specificity is achieved in a single PCR reaction by designing one or 
both PCR primers so that they overlap the site of sequence difference between 
the amplified alleles. This results in simultaneous amplification of numerous 
DNA fragments differing in size, which are subsequently separated by CGE 
(see Fig. 6.2C).

This technique was applied to the detection of K329E, the most prevalent 
mutation in medium-chain acyl-coenzyme A dehydrogenase deficiency. The 
mutant allele produces a DNA fragment that differs in size from the DNA 
fragment generated by the normal allele (24). ASA also can be used to detect 
multiple mutations in a locus. For example, several point mutations on the 
21-hydroxylase gene of a patient with congenital adrenal hyperplasia were 
analyzed simultaneously by this method (25).

Familial defective apolipoprotein B-100 (FDB) is a dominantly inherited 
disorder characterized by a decreased affinity of low-density lipoprotein 
(LDL) for the LDL receptor. This phenotype is a consequence of a substitution 
of adenine by guanine in exon 26 of the FDB gene in the region coding for the 
putative LDL receptor-binding domain of the mature protein. Mutation screen-
ing for FDB is performed by ASA followed by CGE (26).

Another mutation that can be detected by ASA and CGE is the G1691A point 
mutation in the coagulation factor V gene, the most common genetic cause of 
thrombophilia. This mutation has been shown to cause resistance to cleavage by 
activated protein C and is associated with an increased thrombotic risk (27).

2.4. Ligase Chain Reaction

In this method, a thermostable ligase is used to specifically bond two adjacent 
oligonucleotides, which hybridize to a complementary target with perfect base 
pairing at the junction. This approach enables single base pair differences to 
be detected at the ligation junction (see Fig. 6.2D). The design of primers 
with distinct labels for different base substitutions allows for simultaneous 
detection of several changes. This technique has been applied to the screening 
of the 31 most frequent mutations in the cystic fibrosis gene in a multiplex 
oligonucleotide ligation assay (28).
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Sickle cell disease refers to a collection of autosomal recessive genetic 
disorders characterized by a hemoglobin variant (Hb S) which differs from 
hemoglobin A in having a single amino acid substitution on the β-chain. 
Individuals who are affected with other types of sickle cell disease are com-
pound heterozygotes, possessing one copy of the Hb S variant and one copy 
of a different β-globin gene variant such as Hb C or Hb β-thalassemia. CE has 
been applied to the detection of both hemoglobin forms Hb S and Hb C in 
prenatal diagnoses of sickle cell diseases (29).

2.5. Restriction Fragment-Length Polymorphism Analysis

Restriction fragment-length polymorphism (RFLP) analysis is a power-
ful tool for the detection of known mutations and polymorphisms, which 
result in the loss or creation of a recognition site at which a particular 
restriction enzyme cuts. RFLPs are usually caused by mutation at a cutting 
site. DNA carrying the different allelic form will give different sizes of DNA 
fragments when digested with the appropriate restriction enzyme (see Fig. 
6.2E).

The E4 allele on the APOE gene has been proven to be a major risk factor 
for late-onset familial and sporadic Alzheimer’s disease. DNA samples for 
APOE genotyping are prepared by PCR amplification and subsequent diges-
tion with that HhaI restriction enzyme to yield constant fragments of 16, 18, 
and 35 base pairs and four typical polymorphic fragments of 48, 72, 83, and 91 
base pairs, corresponding to alleles E1, E2, E3, and E4, respectively (30). The 
risk of developing Alzheimer’s disease for the individual having the E4/E4 
genotype is about 90%, for the individual having the E3/E3 genotype, 20%; 
and for the individual having the E3/E4 genotype, 47%.

Capillary gel electrophoresis has also been applied to resolve DNA fragments 
digested with BstNI endonuclease to detect mutations in codon 12 of K-RAS 
(31) and to detect the D385 mutation in the FLT3 gene, in which amplification 
of the sequence of interest is followed by EcoRV digestion.

A different application of the RFLP method is mitochondrial DNA typing. The 
polymorphic control region of mitochondrial DNA (mtDNA) is being used more 
and more commonly in forensic applications to differentiate among individuals in 
a population. Two hypervariable regions (HV1 and HV2) are often sequenced fol-
lowing amplification of the mtDNA by PCR. A methodology has been developed 
that uses restriction endonuclease digestion of the PCR-amplified mtDNA by RsaI 
and MnlI and CGE to separate and size the RFLP fragments (32).

2.6. Single-Strand Conformation Polymorphism

The SSCP method is based on the principle that the electrophoretic mobility 
of single-stranded DNA in a nondenaturing condition depends not only on its 
size but also on its sequence. Single-stranded DNA has a folded structure that 
is determined by intramolecular interactions. This sequence-based second-
ary structure affects the mobility of the DNA during electrophoresis under 
nondenaturing conditions. A DNA molecule containing a mutation, even a 
single-base substitution, will have a different secondary structure than the wild 
type, resulting in a different mobility shift during electrophoresis than that of 
the wild type (see Fig. 6.2F). The technological aspects of CE-SSCP as well 
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as the potential of CE-SSCP for routine genetic analysis were reviewed by 
Kourkine et al. in 2002 (33).

Some examples of applications of SSCP by CGE include analysis of the 
p53 tumor suppressor gene for DNA diagnosis of cancer (34), detection of 
mutations on the K-RAS oncogene (35), detection of a Mycobacterium tuber-
culosis–specific amplified DNA fragment (36), detection of mutations in the 
β-globin gene promoter (37) and the lipoprotein lipase and breast cancer 2 
(BRCA2) genes (38), and identification of multiple mycobacterial species in 
a sample (39).

CE-SSCP also has been used for the separation of fully supercoiled mole-
cules, single topoisomers, and relaxed and open circular DNA forms in research 
on novel anticancer molecules targeting the activity of topoisomerase I (40).

One approach that combines restriction enzyme digestion of fluorescence-
labeled PCR products with SSCP by CE has been developed to screen exon 
11 mutations of the breast cancer 1 (BRCA1) gene (41). The large size of 
the BRCA1 gene and the many mutations found throughout its entire coding 
sequence make screening for mutations in this gene particularly challenging. 
Capillary RFLP-SSCP electrophoresis appeared as a technically convenient 
technique to test mutations in this gene, requiring amplification of fewer PCR 
fragments than traditional SSCP.

2.7. Analysis of Repetitive DNA Sequences

The human genome contains large numbers of repetitive DNA sequences, 
some of which are arrayed as tandem repeat units. Polymorphic tandem 
repeats occur in two general families: VNTRs and STRs. VNTR or minisat-
ellite DNA consists of variable numbers of a repeating unit from 15 to 100 
nucleotides long. The repeated unit in STR or microsatellite DNA ranges from 
two to six bases.

Products of different lengths can be amplified by using primers complemen-
tary to conserved sequences flanking the tandem repeat regions; the length of 
each amplification product is directly proportional to the number of repeats. 
These amplification products can be resolved to individual alleles by CGE. 
Thus, a person can have at most two different alleles, one from each chromo-
some (see Fig. 6.2G).

Laser-induced fluorescence detection of fluorescence-labeled PCR products 
and multicolor analysis enable the rapid generation of multilocus DNA profiles.

2.7.1. VNTR
Capillary gel electrophoresis has been applied to the analysis of the human 
apolipoprotein B gene (APOB). This gene maps to the short arm of chromosome 
2, and a VNTR is located immediately downstream. The APOB VNTR alleles 
generally contain 25–52 repeats of a basic 16-bp unit. Larger alleles containing 
more than 38 repeat units are more common in people who have myocardial 
infarction and show a significant association with coronary disease (42).

Capillary gel electrophoresis also has been used to determine the lung can-
cer risk associated with rare HRAS1 VNTR alleles (43).

2.7.2. STR
The number of tandem repeats for a STR is highly variable from individual to 
individual and can be as many as 15 different alleles in a certain locus. These 
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sequences also show high levels of heterozygosity, which make them very 
useful as genetic markers.

2.7.2.1. Highly Polymorphic Markers
1. Genetic Mapping. The almost random distribution of microsatellites and 

their high level of polymorphism greatly facilitated the construction of 
genetic maps and enabled subsequent positional cloning of several genes. A 
comprehensive genetic map of the human genome based on 5264 microsat-
ellites (44) and a genetic map of the mouse genome based on 4006 simple 
sequence length polymorphisms (45) were constructed with these markers. 
When a trait or disease is inherited through a family and all of the affected 
members in the family also share a STR that is inherited together, it can 
be concluded that the disease and marker must be close to each other on a 
chromosome. This linkage is the first step in the isolation of disease-causing 
genes and their localization to an area of DNA. Linkage disequilibrium 
scanning of the human genome with many thousands of genetic markers 
has been used to map complex diseases such as schizophrenia (46) and 
autistic disorder (47).

2. Trisomies. The D21S11 locus, a highly polymorphic (90% heterozygosity) 
microsatellite marker, was amplified and analyzed by CGE for prenatal 
DNA diagnosis of Down’s syndrome (48). In the analysis of this micro-
satellite marker, trisomic individuals are expected to fall into two major 
groups: those with three bands of similar intensities or those with two bands 
with a ratio of 2:1.

3. Duplication in Chromosomes. The Charcot–Marie–Tooth 1A disease is 
the result of a 1.5-Mb duplication in chromosome subband 17p11.2-p12. 
Suitable dinucleotide repeat markers within this region are amplified by 
using fluorescence-labeled primers and separated by CGE. The results are 
two peaks corresponding to two alleles with a dosage difference (49).

4. Forensic DNA Typing. In forensic work, DNA from a biological sample and 
from a known reference material (most often, buccal swabs or blood) are 
amplified by multiplex PCR with fluorescence-labeled primers and sepa-
rated by CGE. As a result, unique DNA profiles are generated from both 
the evidence and the known reference sample and compared to determine 
whether the patterns are similar. If the DNA profiles match, then the suspect 
cannot be excluded as a source of the questioned sample. Likewise, if the 
DNA profiles do not match, the suspect can be excluded as the donor of the 
questioned sample. The analysis of 6–10 STRs provides a random match 
probability of approx 1 in 5 billion.

  DNA typing is a useful tool in crime solving, not only for blood sam-
ples, sperm, or saliva but also for traces of DNA left on tools or pieces of 
clothing used in burglaries or thefts. On these kinds of samples, the sources 
of DNA are extremely small amounts of skin debris left after gripping tools. 
When a sensitive technique such as PCR coupled with CGE is used, it is 
possible to get a profile from these low amounts of DNA (50). CE provides 
efficient separation, resolution, sensitivity, and precision for a reliable 
genotyping of STR loci. Sizing precision of <0.16 nucleotide standard 
deviation is obtained with this system, thus allowing the accurate genotyp-
ing of variants that differ in length by a single nucleotide (51).

  Automated fluorescent detection of a 10-loci multiplex has been applied to 
paternity testing (52). DNA is extracted from blood samples of the mother, 



76 B. Sanchez-Vega

child, and alleged father and subjected to STR analysis. By using 10–15 
STRs, the calculated probability of paternity usually exceeds 99.99%.

5. Chimerism. Analysis of the relative amounts of donor and recipient DNA in 
bone marrow after bone marrow transplantation is frequently used to deter-
mine the status of the transplant. One method involves testing the patient 
and donor for genetic profiles before the transplant and then  comparing these 
with the profile obtained from the patient after transplant. The analysis of 
chimerism in patients who have undergone allogeneic stem cell transplanta-
tion by CE systems was reviewed by Lion in 2003 (53) (see Fig. 6.5).

2.7.2.2. Microsatellite Instability: Microsatellite instability (MSI) has been 
shown to be relevant to various diseases, including cancers. Cells with muta-
tions in one of the genes responsible for DNA mismatch repair (MMR) 
accumulate mutations at a very high rate. Because DNA mismatches are more 
likely to occur in DNA microsatellites, defective DNA MMR leads to the 
phenomenon of MSI, in which the progeny of the defective cells have varying 

Fig. 6.5. Chimerism study in a patient undergoing bone marrow transplantation (BMT). The electropherograms 
show the genetic profiles of (A) the patient before BMT, (B) the donor, (C) the patient 1 mo after BMT, showing a 
mixed profile with patient and donor markers, (D) the patient 6 mo after BMT, showing an increase in the patient 
pre-BMT markers. This indicates a rejection of the transplant
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lengths of a given microsatellite. The microsatellite reference panel to study 
MSI is BAT25, BAT26, D5S346, D2S123, and D17S250 (54).

Studies of MSI are performed routinely in patients with colorectal cancer 
because of the defective MMR phenotype of colorectal carcinomas. The elec-
trophoretic profile of the amplified products is compared between tumor and 
normal DNA from the same patient (55) (see Fig. 6.6).

2.7.2.3. Loss of Heterozygosity: Loss of heterozygosity (LOH) refers to a 
mutation that results in the loss of one allele at a specific locus. This phenom-
enon is very frequent in cancer cells. Whereas normal cells are heterozygous at 
many loci, tumor cells are homozygous at the same loci. LOH can be detected 
by CGE in bladder carcinoma (56), lung cancer (57), breast cancer (58), renal 
cancer (59), and other solid tumors (60).

2.7.2.4. Dynamic Mutations: Some microsatellite repeats can undergo an 
increase in copy number by a process of dynamic mutations, typically by 
expansion of an unstable trinucleotide repeat. These repeat regions are 
polymorphic in unaffected individuals, so the number of repeated triplets var-
ies within a certain range. In affected individuals, the number of repeats exceeds 
the normal range. When, in a family, the number of repeats increases in the 
normal range, the phenomenon is called a permutation. In such cases, there is 
a strong possibility of further expansion to a full mutation during inheritance 

Fig. 6.6. Microsatellite instability results from BAT26 (A) and D5S346 (B) markers 
in two tumor samples. The left panels show MSI-negative tumor tissues and the right 
panels show MSI-positive tumor tissues when compared with normal tissue from the 
same patient
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from parent to child. The high resolving power of CGE allows separation of 
heterozygous microsatellite bands differing by only one triplet.

Spinocerebellar ataxia type 2 results from an expansion of a stretch of 
polyglutamine repeats within the coding sequence of the ataxin-2 gene. The 
clinical phenotype arises when more than 32–35 glutamine residues are found 
in this region (61). Other examples are fragile X syndrome (62), myotonic 
muscular dystrophy (63), Kennedy’s disease (64) spinocerebellar ataxia type 1 
(65), and Huntington’s disease (66).

2.8. Hybridization Technique

In this technique, a probe of known sequence is capable of recognizing a 
specific DNA sequence in a mixture of many different DNA sequences. The 
probe can be a synthetic oligonucleotide, a peptide nucleic acid (PNA), a 
DNA sequence, an RNA sequence, or DNA-based drugs such as DNA vac-
cines, antisense DNA, protein-binding oligonucleotides, and ribozymes. The 
probe is generally labeled with a fluorochrome that can be detected after the 
hybridization takes place.

In a DNA hybridization assay, the sample DNA is heated to separate the two 
DNA strands and then exposed to the probe. The degree of DNA sequence iden-
tity is detected through a hybridization reaction between the DNA and the probe. 
The hybridization products are then resolved by CGE (see Fig. 6.2H).

This method has applications in such diverse areas as analysis of pooled 
genomic DNA samples, detection of mutations, screening of populations for 
polymorphisms, and identification of species in environmental mixtures.

2.8.1. Analysis of Heteroduplex DNA
Heteroduplex DNA is formed by pairing an unknown nucleic acid strand with 
a reference strand of a known sequence. Single-stranded nucleic acids with 
complementary sequences come together and form a double-stranded hybrid 
molecule in which hydrogen bonds form only between complementary base 
pairs. The thermal stability of DNA is related to the number of hydrogen bonds 
between complementary base pairs; therefore, the greater the similarity in 
nucleotide sequences between two samples of DNA, the more hydrogen bonds 
will be present in the heteroduplexes produced. Heteroduplexes generated 
with a mismatch in the sequence between the two strands will have a different 
sequence-dependent electrophoretic mobility than homoduplex DNA gener-
ated with perfectly matched sequences.

Heteroduplex analysis also can be done to detect different sequences in 
a mixture by using different probes labeled with different colors. Multiplex 
analysis has been applied to the simultaneous detection of six hetero-
zygous mutations in BRCA1 and BRCA2 (67), screening of the three com-
mon prothrombotic polymorphisms pl(A), factor V Leiden, and MTHFR 
(C677T) (68), rapid genetic screening of hemochromatosis (69), genetic 
diagnosis of factor V Leiden (70), clinical diagnosis of rifampin-resistant 
tuberculosis strains (71), and analysis of complex mutational spectra of 
human cells in culture (72).

Heteroduplex technology is frequently combined with other screening 
techniques such as SSCP or ASA. Some examples of the combination of het-
eroduplex analysis with SSCP are detection of mutations, polymorphisms, 
and variants in BRCA1 and BRCA2 genes (73) and detection of mutations in 
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the p53 gene (74). Heteroduplex analysis has been combined with ASA in 
order to detect specific mutations in the BRCA1 and BRCA2 genes (75).

2.8.2. Synthetic Oligonucleotides Probes
The use of oligonucleotides as probes for hybridization has been used to 
determine the specificity of PCR products. One example is the use of oligonu-
cleotides to target specific HIV-1 sequences. When these oligonucleotides are 
mixed with genomic DNA amplified by PCR, the presence of the HIV-1 virus 
within an individual can be detected (76).

2.8.3. Peptide Nucleic Acid Probes
Peptide nucleic acids are molecules in which the bases are conjugated to a 
polyamide back-bone. The distance between bases and the complementarity 
are the same as in a DNA or RNA molecule. The PNA probe is hybridized to a 
DNA sample amplified by PCR, denatured at low ionic strength, and resolved 
by CE. The neutral backbone of PNA ensures an efficient CE separation of 
the PNA/DNA hybrids from both double-stranded and single-stranded DNA. 
DNA strands fully complementary to the target PNA are retarded compared to 
single-nucleotide mismatched strands (77).

This method can be used to perform multiplex analyses on several muta-
tions simultaneously when using different amplicon lengths and a set of 
mutation-specific PNAs. Each targeted mutation can be identified by the 
size of its corresponding amplicon. Its genotype is further characterized by 
its interaction with a specific PNA that can differentiate between wild-type 
and mutant alleles. This approach has been applied to the detection of R553X 
and R1162X single-base mutations in patients with cystic fibrosis (78) and 
to identification of the H63D, S65C, and C282Y mutations in the hereditary 
hemochromatosis gene (79).

2.8.4. Analysis of DNA-Based Drugs
Antisense oligonucleotides are synthetic oligomers that bind a target mRNA 
or DNA, forming duplexes and thereby blocking its translation into a peptide 
or triggering its degradation. Among several DNA analogs proposed as anti-
sense DNA drugs, antisense DNA in which the backbone is modified into 
phosphorothioate is the most promising for therapeutic application because of 
its resistance to nuclease degradation.

This methodology is a useful tool for synthesis control and analysis of phospho-
rothioate analogs (80) and for the determination of their subcellular distribution 
(81), in vitro stability (82), tissue half-life (83), purity (84), and metabolism (85).

2.9. Temperature Gradient Capillary Electrophoresis

In temperature gradient CE (TGCE), a continuous, gradually decreasing 
temperature gradient is established during the electrophoresis. This approach 
can be applied to detection of DNA mutations based on thermodynamic stabil-
ity and mobility shift during electrophoresis. By spanning a wide temperature 
range, it is possible to perform simultaneous heteroduplex analysis for various 
mutation types that have different melting temperatures (86).

Genomic DNA also can be amplified with one fluorescence-labeled primer 
and one GC-clamped primer and analyzed by TGCE under denaturing tem-
perature conditions. This tactic has been applied to the detection of mutations 
in exon 8 of the p53 gene from tumor samples and controls (87).
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2.10. Quantification of DNA Damage

Damage to cellular DNA is implicated in the early stages of carcinogenesis and 
in the cytotoxicity of many anticancer agents, including ionizing radiation. CE 
is a sensitive technique for measuring cellular levels of DNA damage through 
the detection of specific DNA lesions by specific monoclonal antibodies. The 
 detection is done by the use of a secondary antibody labeled with a fluoro-
chrome. This method has been applied to the determination of thymine glycol 
residues in DNA generated by irradiation of cells during radiation therapy. The 
sensitivity of detection is in the range of zeptomoles (88) (see Fig. 6.2I).

Another way to detect DNA damage is the evaluation of DNA ladder-
ing during apoptosis. A key step in the onset of apoptosis is cleavage of the 
genomic DNA between nucleosomes, resulting in polynucleosome-sized 
fragments of DNA that give rise to a characteristic DNA laddering pattern. 
A fluorescent intercalating dye is used to label the DNA molecules that will be 
resolved by CGE. Also, the use of a DNA standard curve allows quantification 
of the apoptotic DNA. The use of CGE with LIF detection permits analysis of 
DNA laddering with improved automation and much greater sensitivity (89).

2.11. Analysis of Methylation Status

DNA methylation refers to the addition of a methyl group to the 5-position 
of cytosine residues that are followed immediately by a guanine (so-called 
CpG dinucleotides). Small stretches of DNA known as CpG islands are rich 
in CpG dinucleotides. These CpG islands are frequently located within the 
promoter regions of human genes, and methylation within the islands has 
been shown to be associated with transcriptional inactivation of the corre-
sponding gene. Changes in DNA methylation profiles are common features 
of development (90), and DNA methylation is also involved in X-chromo-
some inactivation (91) and allele-specific silencing of imprinted genes (92). 
Aberrant changes in methylation profiles are associated with many serious 
pathological consequences such as tumorigenesis (93). Methylation of 
CpG islands has been shown to be important in transcriptional repression 
of numerous genes that function to prevent tumor growth or development. 
This phenomenon includes both genome-wide hypomethylation and gene-
specific hypermethylation.

Capillary electrophoresis has been applied to the evaluation of the relative 
methylation degree of genomic DNA methylation. In this approach, genomic 
DNA is enzymatically hydrolyzed to single nucleotides. Single nucleotides 
are then labeled with a fluorescent marker and separated by CE to identify 
cytosine and 5-methyl cytosine residues (94) (see Fig. 6.2J).

This method has been applied to determine DNA methylation levels and 
their oncogenic potential in chronic lymphocytic leukemia (95) and it could be 
useful for the diagnosis of genetic diseases that have specific DNA methyla-
tion pattern alterations such as Angelman and Prader–Willi syndromes.

2.12. Sequencing

DNA sequencing is the determination of the order of nucleotides in a DNA 
molecule. The most popular method for doing this is called the Sanger 
sequencing method or chain-termination method. This method uses synthetic 
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nucleotides that lack the 3′ hydroxyl group and are unable to form the 3′–5′ 
phosphodiester bond necessary for chain elongation. These nucleotides are 
called dideoxynucleotides (ddNTPs).

The sequencing reaction consists in a single-stranded template DNA to 
which a short complementary primer is annealed and extended by a DNA 
polymerase. The sequencing reaction contains a low concentration of ddNTPs, 
each labeled with a different fluorochrome, in addition to the normal deoxy-
nucleotides. Once a ddNTP is incorporated in the elongating chain, it blocks 
further chain extension; as a result, a mixture of chains of lengths determined 
by the template sequence is accumulated. This mixture can then be resolved by 
CGE. CGE resolution allows separation of chains that differ in length by only 
one nucleotide (see Fig. 6.2K).

Sequencing by using CGE has been in constant development with steady 
advances in speed (96), separation media (97), and data collection and large-
scale instruments (98). DNA sequencing is considered the standard for iden-
tification of nucleic acids and detection of mutations, and CGE is routinely 
used in research and clinical situations in which panels of mutations or large 
numbers of samples are analyzed and when turnaround time is critical.

Direct sequencing of amplified fragment-length polymorphism bands also 
has been used as a polymorphism isolation strategy of population genetic 
parameters in genomic DNA of nongenomic model species (99).

The combination of direct cycle sequencing of PCR products with CGE also 
provides a simple and rapid method convenient for routine hepatitis C virus 
genotyping analysis (100).

2.12.1. Polymorphism Ratio Sequencing
In the polymorphism ratio sequencing (PRS) method, dideoxy-terminator 
extension ladders generated from a sample and a reference template are 
labeled with different fluorescent dyes and coinjected into a capillary for com-
parison of relative signal intensities. PRS allows detection and genotyping of 
single- nucleotide polymorphisms in the analysis of individual or multiplexed 
samples (101).

2.12.2. Simulseq or Simultaneous Sequencing of Multiple PCR Products
This strategy allows multiple PCR products to be sequenced in a single 
sequencing reaction and analyzed simultaneously in a single lane or capillary. 
To achieve this separation, the different primers used for the sequencing reac-
tions have long tails of nucleotides with different lengths (102).

3. Microchips

Microchip analysis has become an attractive option in CE for clinical applica-
tions, not only because these kinds of analysis require usage of complex sam-
ples that are often limited in quantity but also because this system could allow 
clinicians to make quicker treatment and drug therapy decisions.

The use of CE in the microchip format allows high-speed separations of 
very small samples, and multiple channel systems have great potential for 
high-throughput analysis. The first report of DNA separation on a microchip 
device was published by Woolley and Mathies in 1994 (103). Since then, great 
progress has been made in the design of these devices, going from single-
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channel to multiple-channel chips, allowing analysis of several DNA samples. 
The design of these systems was reviewed by Gao et al. in 2001 (104).

A typical microchip device consists of one or several separation channels 
of 3–10 cm in length and 10–100 µm in diameter. There are also buffer, 
waste, and sample reservoirs. High voltages of 2–30 kV can be applied 
to the reservoirs by platinum electrodes because these systems disperse the 
heat very efficiently. The small samples used in the CE microchips require 
extremely sensitive detection techniques. LIF is the most commonly used 
detection method in CE microchips, although electrochemical, ultraviolet 
(UV), chemiluminiscence, and indirect fluorescence detection methods have 
been combined with these systems.

The applications of conventional CE can be scaled to microchip systems. 
Detection of mutations in hereditary hemochromatosis, STR genotyping, and 
rapid mitochondrial DNA sequence polymorphism analysis have all been done 
by these devices (105).

The high-throughput capabilities of these systems were demonstrated by the 
simultaneous separation of multiple STR amplicons in 96 channels in 8 min 
(106). Some other clinical applications carried out on microchip CE systems were 
reviewed by Wessagowit and South and Gawron et al., including DNA sequencing, 
genetic analysis, immunoassays, and protein and peptide analyses (107, 108).

The applications and designs of microchip systems are constantly expand-
ing. Integration of sample preparation and separation in a single microchip 
can be addressed in a few years, which will lead to a tremendous impact on 
high-throughput DNA analysis.
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1. Introduction

1.1. DNA Sequence Variants

Since the completion of the Human Genome Project, it is clear that the human 
genome carries about 30,000 genes occupying less than 5% of the 3 billion 
base pairs (bp) of DNA sequence. Meanwhile, the human genome was also 
found to carry a very large number of sequence variations (1). On average, 
there are about 3 million sequence differences (0.1% of the whole genome) 
between any two unrelated individuals from a population. The analysis of 
DNA sequence variations is very important in genetic studies. Two broad 
types of DNA sequence variations are classified: polymorphisms and disease-
causing mutations. Polymorphisms refer to those sequence variations that are 
found in normal individuals and do not result in diseased phenotypes. They 
include single nucleotide polymorphisms (SNPs), microsatellites, and minis-
atellites. A SNP (pronounced as snip) is a sequence variation owing to change 
in a single nucleotide. Microsatellites and minisatellites are caused by varia-
tions in the number of repeat units that are themselves a short stretch of DNA 
sequence. They are very useful in research for locating the position of genes 
in our chromosomes, a process known as gene mapping. On the other hand, 
disease-causing mutations are those sequence variations that result in diseased 
phenotypes because they adversely affect the functions of the proteins, either 
qualitatively or quantitatively. The identification of mutations is important for 
the diagnosis of genetic diseases in clinical medicine.

To examine DNA sequence variations in various genetic studies, both 
unknown and known variations can be investigated (2). Unknown sequence 
variations refer to those that are not known to exist previously and have to be 
detected by a group of methods called screening or scanning methods. Known 
sequence variations are known to exist and their genotypes can be determined 
by a group of methods known as diagnostic methods. Numerous techniques 
are available for detecting and identifying sequence variations, and vary from 
each other in terms of the principle of the method, cost, ease of optimization 
and use, requirement of special instruments, and turnaround time. Examples 
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of methods for analysis of sequence variations include DNA sequencing, single 
strand conformation analysis (SSCP), denaturing high-performance liquid 
chromatography (DHPLC), denaturing gradient gel electrophoresis (DGGE), 
restriction endonuclease digestion, allele-specific hybridization and allele-
specific polymerase chain reaction. For DHPLC, the WAVE DNA fragment 
analysis system (Transgenomic) provides an automatic medium-throughput 
analytical tool for both screening unknown sequence variations and genotyping 
known sequence variations.

1.2. Denaturing High-Performance Liquid Chromatography (DHPLC)

1.2.1. The Principle of DHPLC
DHPLC is a chromatographic technique for the separation and analysis of 
DNA fragments with different length and/or base composition. This technique 
can be applied for mutation detection in DNA fragments of 200–1000 bp in 
length with a high sensitivity (> 96%) and specificity (> 99%) (3). In addition, 
the high resolving power of DHPLC allows the distinction of short nucleic 
acid fragments such as primer extension products for allelic discrimination.

DHPLC is based on a reversed phase system in which the stationary phase 
is nonpolar and the mobile phase polar (4,5). The hydrophobic stationary 
phase, DNASep column marketed by the company Transgenomic, is made 
up of alkylated nonporous poly(styrene-divinylbenzene) particles 2–3 µm in 
diameter. The polar mobile phase is acetonitrile (CH3-CN). However, DNA 
molecules are large anions because of the negative charges on the phosphate 
groups in the phosphate-sugar backbones of the DNA strands. Organic cati-
ons are required to allow interaction between DNA anions and the nonpolar 
stationary phase. The organic cation carries a positively charged portion to 
interact with the negative charge of DNA molecules on the one hand, and also 
a hydrophobic portion to interact with the nonpolar stationary phase on the 
other hand.

The most commonly used organic cation is triethylammonium, (CH3CH2)3N
+, 

in the form of triethylammonium acetate (TEAA). Thus, TEAA is used as an 
ion pairing reagent. The triethylammonium cations bind to the phosphate 
groups of DNA molecules and hence effectively coat the DNA molecules 
with a hydrophobic layer (the triethyl portion). The number of TEAA mol-
ecules coating the DNA molecules is proportional to the length of the DNA 
molecules and in turn determines the degree of interaction between the 
DNA molecules and the stationary phase. DNA molecules are eluted from the 
column in an increasing gradient of acetonitrile, which weakens the interac-
tion between coated DNA molecules and the stationary phase. In other words, 
coated DNA molecules bind onto the stationary phase and will be released 
from the stationary phase when acetonitrile in the mobile phase reaches a 
specific concentration. Thus, shorter DNA molecules are eluted earlier from 
the column than and hence separated from longer DNA molecules under the 
same buffer condition. In summary, the separation of DNA molecules is based 
on the principle of ion-pair reversed phase liquid chromatography (4,5).

1.2.2. Modes of DHPLC
Three modes of operation are available for chromatographic analysis of 
nucleic acids, depending on the temperature of the column (4). They are 
nondenaturing, partially denaturing, and completely denaturing modes. Each 
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mode of operation serves a different purpose in nucleic acid analysis. In brief, 
the nondenaturing condition is applied to the size-dependent separation of 
double strand (ds) DNA molecules. The partially denaturing condition is used 
for screening of putative SNPs or detection of unknown mutations. The third 
operation mode performed under completely denaturing condition is used for 
the analysis of short DNA fragments such as products of primer extensions 
and synthetic oligonucleotides, as well as RNA. Nucleic acid chromatography 
is most widely used under partially or completely denaturing conditions, and 
hence is frequently called denaturing HPLC (DHPLC).

1.2.2.1. Nondenaturing HPLC: Nondenaturing HPLC is used for the size-
dependent separation of dsDNA molecules, which depends on the length of 
the molecules, but not the base composition (4,5). After polymerase chain 
reactions (PCR), the amplified DNA fragments are directly injected into the 
DHPLC analysis system. The column temperature is maintained at 50°C and 
DNA molecules remain double-stranded. The concentration of the eluent 
(acetonitrile) is increased with time. The shorter DNA fragments will be eluted 
and detected first, followed by the longer fragments. The eluted DNA fragments 
are detected by the ultraviolet (UV) detector and the chromatographic peaks 
representing the corresponding DNA fragments are demonstrated on the computer 
screen (Fig. 7.1). Similar to conventional gel electrophoresis, nondenaturing 

Fig. 7.1. Use of nondenaturing HPLC for separating double-stranded DNA molecules. 
The chromatogram shows the elution profile of DNA molecules of known size (size 
standards) with the size in basepairs indicated above the peaks
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HPLC can accurately determine the size of the amplicons. Unlabeled products 
can be used for analysis even with a UV detector if the injection volumes are 
large (6). Use of unlabeled products reduces the cost of analysis. With small 
injection volumes, reliable quantification can also be achieved by adding 
dsDNA intercalation dye such as SYBR Green I and measuring the green 
fluorescence with a fluorescence detector (7). The dye is mixed with the DNA 
samples after elution from the column (postcolumn addition). The throughput 
of such analyses can further be increased by multiplex PCR in which several 
fragments of different sizes are amplified in the same tube (6,7).

1.2.2.2. Partially Denaturing HPLC: The major application of DHPLC is 
to screen for unknown mutations and putative SNPs (4,8). To achieve this, 
the partially denaturing HPLC mode is used and the column temperature is 
maintained above 50°C, but below 70°C. The column temperatures vary with 
different DNA fragments to be analyzed and depend on the melting domains in 
the fragments. Before the DHPLC analysis, the DNA fragments are amplified 
by PCR. The PCR product from a test sample is mixed with a homozygous 
reference PCR product in equal volume. The mixed DNA fragments are dena-
tured and allowed to reanneal by gradually lowering the temperature. With 
this process of heteroduplex formation, two dsDNA molecules that differ by 
a single base pair (e.g., A-T vs G-C) will give two heteroduplexes and two 
homoduplexes (Fig. 7.2). Stability of the DNA duplexes determines the order 
of elution from the column: the more stable the duplexes, the longer the elu-
tion time. Heteroduplexes with mismatches are less stable than and are thus 
eluted before homoduplexes. The partially denaturing HPLC allows separation 
of homoduplexes and heteroduplexes produced as a result of even a single base 
difference between two otherwise identical dsDNA molecules at an optimized 
column temperature. With reference to a homozygous wild type control, any 
difference in the elution profile is indicative of the presence of a sequence 
variation. In fact, a 4-peak pattern is not frequently seen. The test DNA sam-
ples are then sequenced to confirm the presence and characterize the nature of 
the mutations. Nevertheless, false positive results can sometimes be obtained 
and an altered elution pattern is demonstrated for DNA fragments without 
sequence variations (see the following). The ideal size of PCR products is 
150–450 bp for detection of unknown sequence variations although mutations 
have been detected in fragments as large as 1500 bp. Long DNA fragments 
tend to have more than 1 melting domain and hence require several column 
temperatures for complete screening of the fragment.

Fig. 7.2. Use of partially denaturing HPLC to separate homoduplexes and heterodu-
plexes. This mode of operation allows detection of sequence variations, either known 
or unknown
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The column temperature is the most important parameter for the detection 
of sequence variations. Some sequence variations can be detected only at a 
particular temperature whereas others can be detected at several temperatures 
(9) (Fig. 7.3). The column temperature for the analysis of a particular PCR 
fragment can be automatically determined by a predictive algorithm of the 
software packages WAVEMAKER or NAVIGATOR (Transgenomic) as well 
as the freeware MELT (http://insertion.stanford.edu/melt.html). Experience 
has shown that optimized analysis temperature may differ from the one recom-
mended by software packages (8).

Partially denaturing HPLC is very sensitive in detecting heteroduplexes even 
though the heteroduplexes may be present in small amounts only. Not being 
error-proof, DNA polymerase can misincorporate nucleotides during PCR and 

Fig. 7.3. The effect of column temperature on the detection of sequence variations. 
The diagram shows the elution profiles at two column temperatures (60°C and 64°C) 
for three different hypothetical heterozygous mutations (+/m1, +/m2 and +/m3) in 
comparison with the homozygous normal (+/+). The mutations are found within the 
same DNA fragment in different individuals. Mutation m1 is detected at 60°C only and 
mutation m2 at 64°C only whereas mutation m3 is detected at both temperatures

http://insertion.stanford.edu/melt.html
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hence generate in the test mixture a small proportion of heteroduplexes, which 
may produce a shoulder peak or background heteroduplex peaks. Such false 
positive results have to be excluded by follow-up study with DNA sequencing 
(8), and are thus wastage of time and money. Use of DNA polymerase with 
proofreading activity or a mixture of such enzyme and Taq DNA polymerase 
can help reduce such errors (5).

1.2.2.3. Completely Denaturing HPLC: The mode of operation is completely 
denaturing if the column temperature is maintained between 70°C and 80°C 
(4,5). Under such a high temperature, DNA molecules are completely dena-
tured and become single-stranded. Completely denaturing HPLC can differ-
entiate single-stranded (ss) DNA (and RNA) molecules with the separation 
depending on both the length and the base composition of the single-stranded 
nucleic acid molecules. It can be used to analyze and isolate synthetic oligonu-
cleotides and RNA molecules. More commonly, it is used to analyze the products 
from primer extension (PE) reactions (also known as minisequencing).

In PE reaction, an extension primer is annealed immediately upstream of 
the polymorphic site. In the presence of a modified DNA polymerase (e.g., 
Thermo Sequenase from GE Healthcare) and appropriate unlabeled dide-
oxynucleotides (ddNTPs), the primer is then extended in a template-dependent
manner (Fig. 7.4). The allele-specific extension products with different 
sequence compositions are then detected and discriminated by completely 
denaturing HPLC. As such, completely denaturing HPLC provides a robust 
platform of medium throughput for genotyping known mutations or SNPs. 
The throughput can be increased by multiplexing several primer extensions in 
a single reaction (10).

1.3. The Hardware of DHPLC

The hardware of DHPLC consists of components similar to those in conven-
tional HPLC (Fig. 7.5). Together with a gradient system, a pressure pump 
delivers buffers or solvents from buffer reservoirs in appropriate proportions 
to a column for the separation of DNA molecules. The buffer is the mobile 
phase while the column is the stationary phase. DNA samples are placed in an 
autosampler plate and injected into the column through an injection unit. The 
column is housed in a temperature-controlled oven. Under appropriate condi-
tions, DNA molecules are separated in the column into individual components 
and then eluted from the column. The eluted components are monitored by 
a detector and the data collected in a computer system. A UV detector is 

Fig. 7.4. Use of completely denaturing HPLC for analyzing primer extension products. 
Under this condition, genotypes can be determined for known sequence variations for 
individual DNA samples or DNA pools
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the most common option for measuring DNA molecules at a wavelength of 
260 nm although a fluorescence detector can also be installed. The results 
are displayed as chromatograms or elution profiles showing the amounts and 
elution times for various components separated by the column. An optional 
fragment collector can be connected to the detector to collect the separated 
components into vials for further analysis and processing. The heart of the 
system lies in the column—the stationary phase. The most widely used column 
is DNASep (Transgenomic). DNA separating columns (e.g., Eclipse and Helix 
columns) from other manufacturers use a different type of stationary phase, 
and are less popular when compared with DNASep (4).

2. Methods

2.1. DNA Sample Preparation

Before DHPLC analysis, the target DNA fragments of interest are first ampli-
fied by PCR (Fig. 7.6). Three DNA polymerases are suggested for use with 
DHPLC analysis, including Optimase® Polymerase, Maximase™ Polymerase 
and T-Taq™ Polymerase (Transgenomic). The functional integrity of the column 
might be adversely affected if other DNA polymerases are used (http://www.
transgenomic.com/lib/ug/602032.pdf). It is also important to note that under no 
circumstances should PCR additives such as mineral oil, dimethyl sulfoxide, and 
formamide be used. Otherwise, the column would be damaged.

The amplified PCR products can be injected directly into the separation 
column if they are to be analyzed under the nondenaturing condition (Fig. 7.6). 
Otherwise, they are further processed as described in the following sections on 
the basis of the purpose of the analysis.

2.1.1. Heteroduplex Formation
For mutation detection, the PCR product from a test sample is mixed with 
a homozygous reference PCR product in a 1:1 (v/v) ratio. The mixed DNA 
fragments are denatured at 95°C and then cooled slowly for reannealing of the 
DNA strands by gradually lowering the temperature at a rate of 1°C per 20 
seconds from 95°C to 25°C (Fig. 7.6). A single base pair difference between 
the test and reference fragments will produce two heteroduplexes and two 
homoduplexes (Fig. 7.2). The mixture of DNA samples are then analyzed by 
DHPLC under partially denaturing conditions (Fig. 7.6).

Fig. 7.5. Hardware components of HPLC for nucleic acid analysis. The heart of the 
system lies in the separation column housed in a temperature-controlled oven

http://www.transgenomic.com/lib/ug/602032.pdf
http://www.transgenomic.com/lib/ug/602032.pdf
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2.1.2. Primer Extension Reactions
For allelic discrimination, the amplicons containing the target polymorphic 
site serve as templates for PE reactions (Fig. 7.6). Prior to the PE reactions, 
the amplicons are purified by treatment at 37°C with exonuclease I and shrimp 
alkaline phosphatase in order to remove the unincorporated single strand oligo 
primers and deoxynuclotides respectively. The enzymes are then inactivated at 
80°C. After purification, the PCR products are mixed with Thermo Sequenase 
(GE Healthcare) and appropriate ddNTPs. The PE reactions are carried out 
in a thermal cycler with a universal thermal cycling condition that includes 
denaturation at 96°C, annealing at 43°C followed by extension at 60°C 
(Fig. 7.6). The single strand extended products are analyzed by DHPLC under 
completely denaturing condition.

2.2. DHPLC Analysis

Regardless of the operation mode, the DNA samples are placed in the cooled 
96-well autosampler compartment of the DHPLC system. It is controlled by 
the software from the manufacturer of the system (e.g. the WAVEMAKER 
software for the WAVE DNA Fragment Analysis System from Transgenomic). 
All the analytical parameters are entered into the program, including the sample 
information (sample identity and volume to be injected), application types, 
column temperature (mode of HPLC), and the linear gradient profile (the 
percentage of acetonitrile in the mobile phase). A linear gradient of 1.8–2.0% 

Fig. 7.6. Method outline for DHPLC analysis under three different modes of opera-
tion. The top panel shows the instruments (thermal cycler or DHPLC system) to be 
used in different steps shown in the bottom part
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per minute at a flow rate of 0.9 ml/min is usually used. In general, the start- and 
end-points of the gradient are adjusted according to the size of the DNA fragments. 
For the detection of unknown mutation, the optimal column temperature and 
the linear gradient profile are calculated by the algorithm of the software. The 
gradient profile for each injection includes the column regeneration and 
equilibrium steps prior to the next injection. The eluted DNA fragments are 
shown as peaks in the chromatogram (Fig. 7.6). The retention time and the 
intensity of the peaks (height or area) are determined by the software.

2.3. Data Analysis

After sample injection, the signal intensity of DHPLC profile is shown 
real-time on the computer screen. A DNA fragment appears as a peak 
in the chromatogram with the corresponding intensity and retention time. 
Interpretation of DHPLC data is based on the comparison between sample and 
reference chromatograms. For sizing of a DNA fragment, the sample peak is 
compared with a series of DNA fragments of known size or commercial size 
standards (Fig. 7.1). Because the retention time increases with increasing 
DNA fragment size, the retention time becomes a measure of DNA fragment 
size. Accordingly, the size of a DNA fragment is determined by comparing the 
retention time obtained and the retention times of the size standards.

In mutation detection, the elution profile of a test sample is compared with 
that of the wild type sample. Any altered elution profile such as shoulder 
peak and additional peak(s) implies the presence of heteroduplexes and hence 
mutation(s) in the DNA fragment (see, for example, Fig. 7.3). The DHPLC 
profile of a test sample showing any aberrant elution profile is then confirmed 
by direct sequencing.

In allelic discrimination, the alleles are distinguished by the retention 
times of allele-specific PE products. Different sequence compositions of PE 
products give different retention times, which can then be verified by DNA 
samples of known genotypes. The genotype of a test sample can be determined 
on the basis of the number of elution peaks and their corresponding retention 
times. In addition, the detected DNA samples can be quantified by the peak 
height or area. Accordingly, the amount of DNA samples and the allele fre-
quencies of DNA pools can be estimated.

3. Applications

In the past years, DHPLC has been used for various research and diagnostic 
purposes. Under appropriate conditions, DHPLC can be used to size and 
quantify PCR products, detect unknown (and known) sequence variations, and 
genotype individual samples or DNA pools by analysis of primer extension 
products.

3.1. Mutation Detection

The most significant function of DHPLC is mutation detection. Partially dena-
turing HPLC is used to detect unknown sequence variations. Heteroduplexes 
are generated before analysis (see Section 2.1.1). This step is essential for the 
detection of X-linked mutations in males and homozygous mutations. The 
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screening throughput can be increased by mixing several test samples with 1 
reference sample (8,11). As has been mentioned above, the ideal size of PCR 
products is 150–450 bp for detection of unknown sequence variations. Long 
DNA fragments tend to have more than 1 melting domain and require several 
column temperatures for complete screening of the fragment.

There are occasions in which several sequence variations are found within 
a small DNA region in different chromosomes (i.e., in different individuals). 
These are well illustrated by the diverse mutations in the CFTR and HBB 
genes (9,12). Mutations in CFTR result in cystic fibrosis whereas mutations 
in HBB give rise to β-thalassemia or sickle cell disease. Distinct mutations 
in a PCR product usually give consistent distinct chromatograms. Therefore, 
partially denaturing HPLC can also be used to genotype known sequence 
variations (8), particularly known mutations, once their corresponding distinct 
chromatograms have been established. However, it is still possible that differ-
ent mutations may share indistinguishable chromatograms.

Partially denaturing HPLC is the most widely used mode of operation for 
DNA chromatography. To date, over 300 genes have been analyzed by par-
tially denaturing HPLC (http://insertion.stanford.edu/dhplc_genes1.html). For 
screening mutations, its sensitivity and specificity approach 100% in many 
published studies and compare very favorably with direct DNA sequencing, 
which is widely regarded as the gold standard for comparison. Partially dena-
turing HPLC can also detect mosaic mutations that account for only a small 
proportion of alleles in a PCR product and that may remain undetected even 
by DNA sequencing (13,14). Mosaic mutations are found in tumor samples 
where tumor cells with mutations are surrounded by normal cells without 
mutations, and in minimal residual disease where malignant cells are not 
completely eradicated.

3.1.1. Direct Detection of Deletions and Duplications
Nondenaturing HPLC can be used to quantify PCR products. To allow for 
quantification of PCR products, the number of PCR cycles has to be around 25 
so that the amount of product amplified is proportional to the initial gene copy 
number. This type of analysis is very useful for detecting gene rearrangements 
such as deletions and insertions.

Applications are exemplified by the detection of large deletions of the 
X-linked dystrophin gene in Duchene muscular dystrophy (6) and the demon-
stration of exon deletions and duplications in the RB1 tumor suppressor gene 
(7). With a wild type or normal chromatogram for comparison, homozygous 
deletion is indicated by the absence of a particular elution peak, and hetero-
zygous deletion (or a carrier) by a peak of half height (Fig. 7.7).

3.2. Allelic Discrimination

3.2.1. Individual Genotyping
The PE reaction in combination with completely denaturing HPLC analysis offers 
a simple, robust and automatic genotyping platform because a single analytic 
condition can be used (15). The accuracy and sensitivity can be increased 
by using fluorescent-labeling method. Equipped with the DNASep-High 
Throughput (HT) column and the High Sensitive Detector, the 4500HT-HS 
model of the WAVE System (Transgenomic) is developed for high-throughput 
genotyping.

http://insertion.stanford.edu/dhplc_genes1.html
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The PE/DHPLC genotyping platform has been used in the genotyping of 
the mutations of the hemochromatosis gene and the β-globin gene for the 
diagnosis of hereditary hemochromatosis and β-thalassemia respectively. Two 
mutation sites (C282Y and H63D) of the hemochromatosis gene were simul-
taneously genotyped in a multiplex format including the PCR, PE reactions 
and DHPLC detection (16,17). For β-thalassemia, two different studies dem-
onstrated the successful simultaneous genotyping of five common mutations 
within the β-globin gene. Amplicons containing the five common mutations 
were amplified, and the mutations distinguished by multiplex PE reactions 
followed by DHPLC analysis (10,18). This approach would help the develop-
ment of diagnostic mutation panels for the diagnosis of β-thalassemia and 
other genetic diseases showing extensive allelic heterogeneity.

3.2.2. Quantitative Genotyping—Allele Frequency Estimation 
for DNA Pools
In completely denaturing HPLC analysis, the PE products can be quantified by 
their absorbance at 260 nm. If the starting test sample is a mixture prepared by 
pooling many DNA samples in equal amounts (a process known as DNA pool-
ing), the relative allele frequencies of a SNP in the DNA pool can be estimated 
by measuring the relative signal intensities of the two extension products of 
the DNA pool with reference to those of a heterozygote sample (19). Note 
that a SNP only has two alleles and their relative allele frequencies sum up to 
1. This provides a very cost-effective method for estimating the relative allele 
frequencies of a large number of different samples. Conventionally, estimation 
of allele frequencies is achieved by genotyping all samples individually, and 
this approach is of course very expensive and time-consuming if the number 
of samples is very large (in the range of several hundreds, or more preferably 
over 1,000 in genetic association studies, see the following).

Fig. 7.7. Use of nondenaturing HPLC to detect exon deletions. The chromatograms 
show the elution profiles of multiplex PCR products amplified from exons 4 to 7 of a 
hypothetical X-linked gene. Panel A shows the profile for a normal female, panel B for 
an affected hemizygous male with deletion of exon 6, and panel C for a carrier female 
with a heterozygous deletion of exon 6. Note that the peak height for exon 6 in the 
 carrier female is about half that of the normal female
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In other words, completely denaturing HPLC coupled with primer exten-
sion provides a convenient method for estimating relative allele frequencies 
in DNA pools, and is very useful in mapping genes involved in complex 
diseases. Many human diseases are complex in nature in that they are caused 
by genetic factors, environmental factors such as lifestyle and diet, and pos-
sibly the interaction between genetic and environmental factors. Examples of 
complex diseases include diabetes, hypertension, myopia, infectious diseases, 
and many others. Many genes are expected to be involved in a complex 
disease and the effect of each gene on the disease is usually small. Genetic 
association studies are very powerful in identifying genes of small effects in 
complex diseases (20). One approach of genetic association studies is called 
case-control study, in which the allele frequencies of a SNP in a candidate 
gene are compared between a group of patients with the same disease under 
study (the “cases”) and a group of control individuals without the disease (the 
“controls”). Instead of genotyping all samples one by one, estimation of rela-
tive allele frequencies in DNA pools is a very attractive alternative (21). Two 
DNA pools are usually constructed: 1 case pool prepared from all patients’ 
samples and 1 control pool from all control samples in equal amounts. Once 
estimated, the allele frequencies of DNA pools can be compared by statistical 
tests. If initial comparison of DNA pools shows statistically significant dif-
ference in allele frequencies, confirmatory study is carried out by genotyping 
individual samples. If initial comparison does not show any significant differ-
ence, then the SNP will not be further investigated. Therefore, this approach 
allows more time and effort to be spent on sequence variations that are worthy 
of further investigation, and unpromising sequence variations are abandoned 
after initial testing. In brief, completely denaturing HPLC plays an important 
role in mapping genes involved in complex diseases.

3.3. Microbial Analysis

In addition to the applications in human genetic studies, DHPLC has been 
used in the investigation of microbes because the method is cost-effective and 
time-saving. One application is the characterization of drug resistance in dif-
ferent bacterial pathogens. DHPLC was first applied to mutation screening in 
Staphylococcus aureus (22). The study showed that DHPLC provided a rapid 
detection platform of identifying the quinolone resistance alleles of gyrA, 
gyrB, grlA, and grlB genes. Similarly, mutations in the quinolone resistance-
determining regions of Salmonella enterica (gyrA, gyrB, parC, and parE) 
(23,24) and Yersinia pestis (gyrA) (25) could also be detected by DHPLC. 
Multiplex PCR together with DHPLC analysis has also been developed for the 
detection of plasmid-mediated ampC β-lactamase gene mutations in Gram-
negative bacteria (26). For the investigation of the drug-resistance genes of 
Mycobacterium tuberculosis, mutations were detected by DHPLC in six genes 
including katG, rpoB, emB, gyrA, pncA, and rpsL, which are responsible for 
isoniazid, rifampicin, ethambutol, fluoroquinolone, pyrazinamide, and strep-
tomycin resistance respectively (27). Besides, the DHPLC analysis system 
was also introduced to high-throughput bacterial identification (28). Through 
analysis of the prokaryotic 16S rRNA gene, different species could be differ-
entiated by the corresponding distinctive DHPLC peak profiles. This applica-
tion showed an overall specificity of 100% and a sensitivity of 91.7%.
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An enhanced version of the WAVE DHPLC system known as the WAVE 
Microbial Analysis System (Transgenomic) has been developed specifically 
for the purpose of microbial analysis. One recent application is the high-
throughput typing of M. tuberculosis strains based on twelve loci of variable 
number of tandem repeat present in mycobacteria (29). Typing results based 
on nondenaturing HPLC showed 100% concordance with those generated 
by agarose gel electrophoresis. It should be noted that such applications do 
not fully utilize the benefits of nondenaturing HPLC because the amounts of 
PCR products are not measured. DHPLC can also be used for the detection 
and identification of fungal species in blood culture and fecal samples (30). 
This approach provides a simpler and quicker method than the culture-based 
approach.

The DHPLC system also allows rapid detection and identification of bacte-
rial species in mixed populations. By separation of PCR-amplified species-
specific 16S rRNA, various bacterial species in microbial communities can 
be identified. A culture-independent 16S rRNA-based approach was set up to 
identify pathogenic bacteria in urinary tract after renal transplantation (31). 
The rapid identification of urinary tract infections in the renal transplant recip-
ients would facilitate immediate and appropriate antibiotic therapy to decrease 
the risk of graft rejection. Furthermore, the technology can be used to display 
the complex intestinal bacterial communities (32). Because the interruption 
of the gut flora homeostasis would indicate gastrointestinal disorders, rapid 
monitoring of the changes in the intestinal microbiota from fecal samples by 
DHPLC would help in guiding the antimicrobial therapy. The capability of 
the technology in the analysis of complex microbial communities would allow 
and extend the investigation to different kinds of bacterial populations from 
different environments of interest (33).

3.4. Quantification of Gene Expression

The DHPLC technology can be employed for accurate, absolute quantifi-
cation of gene expression, which is estimated by the competitive reverse 
transcription (RT) PCR (34,35). Competitive RT-PCR is based on competi-
tive coamplification of a dilution series of known concentrations of internal 
standard RNA (competitor) together with a constant amount of total RNA 
(target) in one reaction tube. The amplified RT-PCR products are verified by 
restriction fragment analysis. Fragments of expected sizes are then quantified 
by DHPLC analysis. The use of DHPLC in the quantification process offers a 
rapid, accurate, and automated measurement of gene expression. It is superior 
to the time-consuming and labor-intensive gel electrophoresis with the use of 
radiolabeled or fluorescent components. In a recent breast cancer study, the 
quantitative method identified that nine candidate genes were over-expressed 
in breast tumor cells (36). The method was also used for studying the differ-
ences in quantitative gene expression of α and γ sodium pump subunits of 
nephron segments from hypertensive rats (37).

3.5. Purification and Isolation of Nucleic Acids

Conventionally, nucleic acids are analyzed by gel electrophoresis for the pur-
poses of separation, identification, and purification. However, the process of 
the gel-based analysis involves labor-intensive steps such as sample and gel 
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preparations, sample loading, gel staining, and photographic processing. The 
DHPLC system has high resolving power and thus allows the automatic puri-
fication and isolation of nucleic acids. It has been demonstrated that dsDNA, 
ssDNA, and RNA can be separated, quantified, and then recovered by the 
fragment collector of the DHPLC system (Fig. 7.5). Under nondenaturing 
conditions, dsDNA molecules such as PCR products and restriction fragments 
are separated. The isolated dsDNA fragments can then be collected for down-
stream applications such as sequencing and cloning (38). In purification and 
isolation of ssDNA, DHPLC can directly separate ssDNA from dsDNA under 
fully denaturing conditions (75°C) (39). The purification is facilitated by 
using a tagged primer, which has a hydrophobic moiety such as a biotin group 
or fluorescein, in PCR. The hydrophobicity of the ssDNA generated by the 
tagged primer is increased and leads to the increased retention time in DHPLC 
analysis. As a result, the two ssDNA species from the dsDNA PCR products 
can be separated. DHPLC is a simpler and faster method of purifying ssDNA 
than other techniques involving a variety of analytical molecular biology proce-
dures. Moreover, the fully denaturing conditions can be applied to the purifica-
tion and quantification of mRNA from total RNA (40). In DHPLC analysis, 
RNA degradation and spurious transcription can also be detected, and hence 
the quality and integrity can be determined. DHPLC greatly improves the 
analysis and purification of RNA as compared to the conventional methods by 
simplifying the lengthy experimental procedures.

3.6. DNA Methylation Analysis

DNA methylation is the modification of DNA by the addition of a methyl 
group to the 5-position of cytosines. The process is implicated in gene regula-
tion, genomic imprinting, embryonic development, and cell growth and differ-
entiation (41). Alteration of DNA methylation may lead to diseases including 
cancer. As a result, it is important to investigate patterns of DNA methylation 
status. Different traditional techniques have been used in methylation studies, 
including sequencing of bisulfite-treated DNA (42), methylation-sensitive 
restriction enzymes and Southern blotting (43), methylation-sensitive enzymes 
and PCR amplification (44). However, these methods are labor-intensive and 
time-consuming. DHPLC provides an efficient alternative for rapid and reli-
able methylation detection. DHPLC analyzes the methylation-specific PCR 
products under partially denaturing HPLC condition (45) or the PE products 
under completely denaturing HPLC condition (46). The DHPLC method is 
capable of distinguishing overall methylation profiles of differentially methyl-
ated regions of imprinted genes (47). The technique also allows the quantifica-
tion of relative amounts of methylated and unmethylated molecules.

3.7. Forensic Applications

In forensic investigations, mitochondrial DNA (mtDNA) is used to obtain 
genetic information from forensic samples. The great abundance and stability 
of mtDNA facilitate the successful investigation of limited quantity of sam-
ples obtained from crime scenes (48). Hypervariable regions 1 and 2 (HV1/
HV2) of the displacement loop are usually examined for mtDNA analysis. 
Apart from DNA sequencing, the analysis can also be done by immobilized 
sequence-specific oligonucleotide probes, DGGE, SSCP, microarray, and 
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mass spectrometry. However, some limitations of these methods would influ-
ence the accuracy of the results. DHPLC has recently been used to screen the 
HV1 and HV2 regions of the mtDNA displacement loop (49). The screening 
method is used to separate mixtures of DNA molecules obtained from body 
fluid mixtures. The target regions of mtDNA from DNA mixtures are ampli-
fied by PCR. Under the partially denaturing HPLC conditions, the homo- and 
hetero-duplexes are evaluated, and hence the mtDNA species from forensic 
sample mixtures are resolved and separated. DHPLC provides a rapid, accurate 
and cost-effective platform for forensic investigations.

3.8. Concluding Remarks

The use of HPLC for nucleic acid analysis depends very much on the sepa-
ration column that is capable of separating DNA molecules under different 
conditions (nondenaturing, partially denaturing or completely denaturing). 
Under appropriate conditions, “DHPLC” or, more correctly, DNA chromatog-
raphy can be used to size and quantify PCR products, detect unknown (and 
known) sequence variations, and genotype individual samples or DNA pools 
by analysis of primer extension products. Such applications can be used for 
both research and diagnostic purposes, and in genetic, microbiological and 
forensic studies.
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1. Introduction

Denaturing gradient gel electrophoresis (DGGE) is a robust method for 
point mutation detection that has been widely used for many years (1). It is 
a polymerase chain reaction (PCR)-based method, the principle being the 
altered denaturing temperature of a PCR product with a mutation compared 
to the wild-type product. PCR performed on DNA of an individual with a 
point mutation in one of two genes will lead to a mixture of different prod-
ucts. PCR products from both the wild-type gene and the mutated gene will 
be formed. These are known as the homoduplex products. The difference in 
melting temperature between these two products, however, is subtle. Another 
type of product, heteroduplexes, consisting of a wild-type strand combined 
with a mutant strand of DNA, will also be formed during the last cycles of 
the reaction. The real strength of DGGE lies in the fact that the heteroduplex 
PCR products will have much lower melting temperatures compared to the 
homoduplex PCR products, because the heteroduplexes have a mismatch 
(see Fig. 8.1).

To visualize the different melting temperatures of these homoduplexes and 
heteroduplexes, the products should be run on an acrylamide gel with a gradient 
of denaturing agents: urea and formamide. These denaturing agents alone are 
not sufficient. In addition, the gel should be run at a high temperature, usually 
60°C. During electrophoresis, the PCR products will run through the gel as 
double-stranded DNA until they reach the point where they start to denature. 
Once denatured, the PCR products could continue running through the gel as 
single-stranded DNA, but the fragments have to remain precisely where they 
denatured. To achieve this, a so-called GC clamp is attached, to prevent com-
plete denaturing. This GC clamp is a string of 40–60 nucleotides composed 
only of guanine and cytosine and is attached to one of the PCR primers. PCR 
with a GC clamp results in a product with one end having a very high denatur-
ing temperature. A PCR product running through a DGGE gel will, therefore, 
denature partially. The GC clamp remains double stranded. The fragment will 
form a Y-shaped piece of DNA that will stick firmly at its position on the gel.
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2. Practical Steps

2.1. Designing the PCR Products

The melting characteristics of PCR products screened for point mutations are 
crucial for DGGE. It is important that the fragment, when it reaches the critical 
point in the gel, denatures immediately, instead of slowly denaturing at one 
end and progressing with this process as the product runs deeper in the gel. 
Such a slow-melting process will result in fuzzy bands or smears, rendering 
mutation detection impossible. Because the melting characteristics are vital 
for success, primers to amplify the target should be chosen with great care. 
With this aim, special software that analyzes the melting curves of possible 
PCR products is used for primer selection. A number of programs are avail-
able for various platforms, either commercially (e.g., Winmelt from Bio-Rad 
Laboratories and Meltingeny from Ingeny International) or for free. There are 
websites where a sequence can be analyzed online as well. The experimenter 
will usually see a rather irregular melting curve when analyzing a target 
sequence. Attachment of a GC clamp of 40–60 nucleotides most often flattens 
this curve dramatically (see Fig. 8.2). The curve should be flat within a range 
of 1°C. Of course, the melting temperature around the GC clamp is very high. 
If attaching a GC clamp at one side does not flatten the curve, one should try 
attaching it to the other side, because for DGGE, it does not matter whether 
the GC clamp is attached to the forward or to the reverse primer. The selection 
process involves trying various combinations of forward and reverse primers 
to find products with a good flat curve and primers that will work well together 

Fig. 8.1. Diagram of a DGGE gel and the actual result. During PCR, two homoduplex 
and two heteroduplex PCR products will be formed, as shown in the diagram. All four 
types of product will have different melting temperatures and will, therefore, melt at dif-
ferent positions in a gradient gel. The two heteroduplex products will melt earlier than the 
two homoduplex products because of their mismatch. On the gel, an example of a muta-
tion resulting in four bands on a DGGE is visible. This is a de novo mutation in the gene 
coding for CREB-binding protein in a patient with Rubinstein–Taybi syndrome. The two 
adjacent lanes contain the wild-type products from the parents of the patient
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in a PCR. DGGE products typically range from 200 to 400 bp. It is difficult to 
find the correct melting curve for products longer than 400 bp.

The length of the GC clamp also alters the melting behavior of the entire 
product. A GC clamp of 55 nucleotides (nt) is routinely used but sometimes 60 nt 

Fig. 8.2. Melt maps made with the program Meltingeny (Ingeny International): 
(A) The melt map of the PCR product without the attachment of a GC clamp. (B) The 
melt map with the GC clamp attached to the right side (cgcccgccgcgccccgcgcccg-
gcccgccgcccccgcccgcgcccccggcccggg). The curve reveals a number of different melt 
domains. It is unlikely that this product would be successful in DGGE analysis. (C) 
The map with the GC clamp attached at the left side of the product. Now, only two melt 
domains remain: the high-melt domain of the sequence of the GC clamp and the lower-
melt domain of the target sequence. Note that the curve is completely flat. Obviously, 
the GC clamp at the left side should be chosen
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are necessary, especially with GC-rich sequences. Eventually, most target 
sequences will produce a good, flat curve in the computer analysis. However, 
there are troublesome sequences for which one has to use some tricks (2). For 
instance, if the melting curve of a product goes down at the end without a GC 
clamp, one can attach a second, smaller GC clamp. This is known as bipolar 
clamping. Strings of 8–20 nt are used in the rare cases where this is needed. 
Special attention is also required for GC-rich sequences for which the melting 
curve does not make a sharp turn where the GC clamp starts, but climbs to a 
higher melting temperature as it gets closer to the GC clamp. Here, the addi-
tion of a few A’s and T’s between the GC clamp and the annealing part of the 
primer may cause a sharp turn in the curve.

As mentioned above, a GC clamp consists of 40–60 guanines and cytosines. 
Using a GC clamp with a sequence that has been proven to work in practice 
is recommended. Designing your own GC clamp may prove difficult, perhaps 
resulting in a GC clamp that forms a very stable hairpin structure during 
PCR. Several melting prediction programs offer a sequence of a GC clamp. 
Performing a PCR using primers with a GC-clamp does not require special 
arrangements. The protocol is the same as any other PCR and there are no 
changes in annealing or denaturing temperatures.

Denaturing gradient gel electrophoresis is a very suitable method for muta-
tion screening on genomic DNA, because the majority of exons are shorter 
than 400 bp and can be analyzed as one fragment. Methods that can screen 
larger fragments thus offer little advantage for small exons. Over the years, 
mutation analysis in many genes has revealed a large number of mutations 
affecting the consensus splice sites (3). Primers in the intronic sequences 
flanking the exons are, therefore, selected in such a way that the splice sites 
are screened as well as the exonic sequence. The remainder of the intron is 
much less likely to harbor deleterious mutations, but is more likely to contain 
harmless polymorphisms when compared to coding sequences. Therefore, it is 
wise not to include too much intronic sequence within the DGGE fragment.

2.2. Visualization of Mutations

To separate the homoduplexes and heteroduplexes, DGGE fragments are run 
on acrylamide gels. Gels with 9% acrylamide ensure sharp bands and are easy 
to handle. To pour these gradient gels, two types of stock solution are used: 
9% 37.5:1 acrylamide/bisacrylamide in 0.5X TAE and the same stock solution 
with 7M urea and 40% formamide. The former is called 0% denaturant and the 
latter is called 100% denaturant.

Gradients from 100% to 0% are rarely used because, in such a broad gradient, 
the denaturing points of the homoduplexes and heteroduplexes would probably 
be very close to each other; therefore, a range of 30% for the gradients is recom-
mended. To select a urea/formamide gradient, the predicted melting temperature 
(Tm) of a product as obtained from the computer analysis is used in the empirical 
formula Tm × 3.2−182.4 = % denaturant. The melting point is positioned approxi-
mately in the center of the gel by simply adding and subtracting 15% from this 
calculated urea/formamide concentration to obtain the desired 30% gradient. 
Acrylamide gels with gradients of urea and formamide are poured using a simple 
gradient mixer that consists of two reservoirs that are connected at the base with a 
short tube. Such a system is widely used for pouring all types of gradient.
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The first electrophoresis run for a product is on a so-called time-travel gel on 
which the DGGE products are loaded at 15- to 20-min time intervals in consecu-
tive lanes of the gel. After the electrophoresis run, the denatured products in all 
lanes should be at the same height in the gel, regardless of what time they were 
loaded. If this is not the case, then the system probably has to be redesigned (see 
Fig. 8.3). If a product does not result in sharp bands or gets stuck at a position 
too high or too low in the gel, the gradient used should be adjusted.

Technically, the most challenging problem with DGGE experiments is 
performing the electrophoresis at 60°C. There are various possible methods 
to achieve a temperature of 60°C, but usually the glass plates, with the acry-
lamide gel in between, are submerged in a tank of water that is heated to a 
constant temperature with the help of a thermostat. There are a number of 
commercially available systems with total equipment kits suitable for DGGE, 
in which the lower buffer chamber forms the water bath that is heated. The 
electrophoresis is usually performed overnight at 90 V in 0.5 × TAE buffer, 

Fig. 8.3. Time travel gels for two different PCR products. In each gel, the same 
product is loaded at four different time-points. A good result is shown in (A). In (B), 
however, the bands do not stay at the same position in the gel. Note the fuzzy bands. 
This is a clear example of a product that denatures slowly and is, therefore, probably 
not suitable for DGGE analysis
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but shorter runs during the day with higher voltages are possible. After 
electrophoresis, the gels are soaked in a 0.5 × TAE solution containing ethidium 
bromide to visualize the DNA fragments.

3. Applications of DGGE

Denaturing gradient gel electrophoresis is a method to identify small muta-
tions (e.g., point mutations). The definition of a point mutation is the transition 
or transversion of one nucleotide into another. However, there are more types 
of small mutation such as deletions or insertions of one or more nucleotides 
that can be identified by DGGE as well. In fact, these mutations will cause 
a large difference in melting temperatures in both the homoduplexes and the 
heteroduplexes and can therefore be seen quite clearly on the gels.

As mentioned earlier, DGGE products typically range from 200 to 400 bp, 
making DGGE well suited for analyzing exons in genomic DNA, although 
DGGE can be applied to RNA screening as well. However, RNA is more vul-
nerable to degradation than DNA and requires conversion into complementary 
(cDNA). Scanning for mutations in genes involved in hereditary disorders is 
therefore often done on genomic DNA for both diagnostic purposes and for 
research. For instance, DGGE is widely applied in the analysis of the various 
genes involved in hereditary colorectal cancer such as APC, MSH2, MSH6, 
MLH1, and so forth (4–6) Presymptomatic diagnosis is particularly important 
with a potentially lethal disease such as colorectal cancer that can be treated. 
Mutation analysis has revealed that in families with colorectal cancer, the 
mutation is often unique. Obviously, screening a family for an unknown muta-
tion requires a technique, such as DGGE, that is tried and proven, particularly 
when the stakes are very high. However, for research purposes, reliability is 
important as well. Investigation into types of mutation requires that the screen-
ing will reveal almost all point mutations so that an unbiased analysis of the 
mutation spectrum can be made.

Duchenne muscular dystrophy is caused by mutations in a huge gene, 
coding for dystrophin, on chromosome X. Most of these mutations are large 
deletions or duplications, but approx 30% of the mutations are point mutations 
somewhere in 1 of the more than 70 exons, or their flanking splice sites 
(7). To increase the speed of the screening procedure, the PCR products are 
grouped together, ranging from three to six fragments and run in one lane. 
Of course, this multiplexing technique is not limited to the large genes. An 
example is the α-1-antitrypsin gene. The entire gene can be screened using 
two multiplex amplification reactions. The products of both reactions can be 
analyzed on the same gel, thus allowing the rapid screening of a large number 
of individuals (8).

The primary strength of DGGE is its ability to easily detect the heterodu-
plexes that will be formed if a mutation is present. During the screening for 
mutations in genes that are involved in dominant hereditary diseases, the 
heteroduplexes will be formed during PCR. However, is DGGE applicable 
to recessive hereditary diseases? Cystic fibrosis is one of the most frequently 
inherited recessive diseases known. Mutation detection performed since the 
identification of the CFTR gene in 1989 has revealed that a few mutations are 
frequent, most notably the ∆508 mutation, a deletion of three nucleotides 
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causing an in-frame deletion of amino acid phenylanaline on position 508 
(9). Such a frequent mutation is often analyzed by other methods, designed 
to screen for specific mutations that are known. For the remainder of the 
mutations that are rare and may never have been identified previously, DGGE 
is very well suited. The fact that cystic fibrosis is a recessive gene does not 
hamper screening for the simple reason that DNA obtained from the parents of 
an affected child will usually be screened. These parents are heterozygote car-
riers of a mutation. Nevertheless, screening patients can be done without many 
problems, because rare mutations are seldom found in both genes. However, 
one has to be aware that homozygosity of rare mutations will be found much 
more frequently in communities that are isolated by geographical or cultural 
conditions. Even then, careful analysis of DGGE gels will also reveal the 
homozygote mutations in the majority of cases. It is, however, possible to mix 
the DNA that is screened with DNA from unaffected individuals in order to 
create heteroduplexes. From a technical point of view, there is no difference 
between a recessive disorder and an X-linked disorder. Again, it is often the 
heterozygote mothers who are screened.

Point mutation detection is not limited to genetic disorders. It is also applied 
to tumor samples. Cancer is caused by a series of mutations in genes and 
these mutations vary from the loss of whole chromosome arms to point muta-
tions. The amount of DNA from a surgically removed tumor may not be great 
and, depending on the tumor and the DNA isolation method, DNA may be 
degraded into relatively small fragments. In general, this will not be a problem 
for DGGE because the PCR fragments are usually small anyway. Another 
problem is the fact that tumor samples do not solely consist of tumor cells. 
Blood vessels and connective tissue may be present as well. Especially, malig-
nant invasive tumors may lead to samples with a high percentage of unaffected 
cells. In our experience, and that of others, DGGE is sensitive enough to find 
mutations when present. Typical genes that are often screened in this type of 
research are TP53 and K-, N-, and H-RAS (10,11). Mutation detection on the 
TP53 gene is often limited to exons 5–8 that are thought to harbor the major-
ity of mutations. However, mutation analysis of the entire gene has shown 
that this leads to a neglect of many mutations (12). Immunohistochemistry 
is often used to investigate the p53 status in tumors. The researcher should 
be aware that immunohistochemistry cannot replace DGGE and that DGGE 
cannot replace immunohistochemistry. Both ways of looking at p53 in tumors 
are complementary.

An entirely different application for DGGE is to assess the number and 
types of different bacteria species. The genes encoding for ribosomal RNA 
are used as a target because these genes are highly conserved among differ-
ent species. Primers that anneal in the most conserved parts can be used to 
amplify the genes in completely different species. Sequence variations in the 
less conserved parts of the fragments can be revealed by DGGE and used to 
identify different species. This technique was developed first in microbiologi-
cal ecology to investigate the number of species living in soil or water. The 
method is now also used to assess species of bacteria living in or on the human 
body (13,14). One application, for instance, is monitoring patients treated with 
antibiotics (15).

Point mutation detection is often performed using either single-strand con-
formation polymorphism (SSCP) analysis or DGGE (16). Both methods have 
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been around for more than a decade and are relatively inexpensive compared 
to new, state-of-the-art technologies that usually require very expensive equip-
ment. Therefore, when does one decide to use SSCP or to use DGGE? DGGE 
is a robust method; once optimized for a product, it will work. The results are 
very easy to score, because a quick glance on an ultraviolet (UV) illuminator 
will reveal mutations immediately. The clarity of the results is a very strong 
advantage of DGGE. Another strong advantage is the fact that radioactive 
labels are not needed. SSCP needs radioactive PCR, or silver staining, and 
the results are less clear. On the other hand, SSCP takes less time to optimize 
compared to DGGE and can be done without an investment in expensive mate-
rial. It is also the number of samples that determines the method of choice. For 
instance, screening candidate genes with a small number of samples typically 
calls for SSCP. DGGE is best suited for screening a large number of samples 
over a longer period.

After finding an aberrant band on a gel, it is only clear that there is a sequence 
variation present within that specific product from that specific sample. The nature 
or exact location of the variation is not known. For this, sequencing the 
PCR product is needed. Why, if sequencing is needed at the end, is mutation 
screening not performed using sequencing rather than DGGE? The answer is 
twofold. First, DGGE results are very clear. Mutations present in DGGE products 
can be seen immediately, whereas sequencing requires either very sophisticated 
software or very tedious scrutinizing behind the computer. Second, and often the 
deciding factor, when large numbers of samples have to be screened, DGGE is 
less expensive.

Primers are selected in the intronic sequences flanking the exons to screen 
the entire coding region and the flanking splice sites as well. Screening exons 
from genomic DNA with DGGE products that encompass relatively large 
pieces of intronic DNA can be cumbersome with some genes because of the 
large amount of polymorphisms found in the intronic sequences. Screening 
those genes by DGGE will result in samples showing aberrant bands on a 
gel of which the majority turns out to be polymorphisms after sequencing. 
Researchers working on those genes usually resort to direct sequencing of 
their samples as a method for point mutation detection.

Denaturing gradient gel electrophoresis is the method of choice if one wants 
to screen a large number of samples for unknown mutations. Because radioac-
tive markers are not needed, it is considered a user-friendly technique. This 
together with the reliability and the cost-effectiveness are the strong points 
for DGGE.
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1. Introduction

Variations in DNA sequences underlie the differences among different members 
of the same species and also between different species. DNA sequence varia-
tions are usually known as polymorphisms if the commonest allele is less than 
0.99 in a given population (1). DNA polymorphisms are widespread in many 
different species, particularly in humans (2,3). Examples include single nucle-
otide polymorphisms (SNPs), microsatellites, minisatellites, small insertions/
deletions, and large insertions/deletions. DNA polymorphisms may not have 
any phenotypic effect at the protein level or at the level of the whole organism. 
On the other hand, they are usually called disease-causing or pathogenic muta-
tions if they cause a change in the phenotype and results in a disease status. The 
frequencies of individual mutations are usually not high because of selection 
pressure against such less favorable base changes. It is thus important to study 
DNA sequence variations in various branches of biological sciences.

1.1. Types of Methods for Detecting Sequence Variations

There are two broad groups of methods for identifying DNA sequence vari-
ations: screening (or scanning) methods and diagnostic methods (4). From a 
technical point of view, sequence variations may or may not be known to exist 
in a stretch of DNA in a given sample before the search is begun. Screening 
methods are used to search unknown sequence variations; for example, a 
sample from a patient with a certain genetic disease is screened for disease-
causing mutations in the different exons of a putative disease gene. Diagnostic 
methods are used to determine the genetic make-up (or genotype) of a sample 
for a known sequence variation at a known location; for instance, a pregnant 
woman is genotyped for her Rh(D) status at the RHD locus. Single strand 
conformation polymorphism (SSCP) analysis of DNA fragments amplified by 
polymerase chain reaction (PCR) can be used as a screening method, a diag-
nostic method or both in any single electrophoretic run, depending on the pur-
pose of the experiments and the region of DNA sequences being examined.
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On the basis of the size of the DNA sequences involved, sequence varia-
tions can be of small or large scale. Small-scale sequence variations involve a 
few basepairs (bp), such as base substitutions and small insertions/deletions. 
Large-scale sequence variations involve a large stretch of DNA sequences, and 
are exemplified by large insertions/deletions and gross gene arrangements. 
There are no definitive cut-offs between small-scale and large-scale sequence 
variations. However, small-scale and large-scale sequence variations, either 
known or unknown, do require different methods for detection. Many more 

Fig. 9.1. PCR-SSCP analysis. (A) The principle of SSCP analysis. (B) A silver-stained 
SSCP banding pattern for a single nucleotide polymorphism (rs4791, T > C). Note 
that number of single strand bands is 3 for each of the homozygotes, and 6 for the 
heterozygote
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methods are available for detecting small-scale than for large-scale sequence 
variations. SSCP analysis is used to detect small-scale sequence variations.

To detect small-scale sequence variations, it is usual to amplify by PCR the 
DNA region that is to be screened for unknown base changes or that contains 
the known base changes to be genotyped. PCR enables the target DNA region 
to be amplified within a few hours to such a large quantity that detection of the 
target DNA fragment after electrophoresis can be performed using nonisotopic 
methods such as silver staining or fluorescence-based protocols. As such, the 
method described here can be called PCR-SSCP analysis. SSCP analysis was 
first described in 1989 (5). It is one of the most popular methods for detecting 
sequence variations, as is evident from the large number of results (> 8,300 as 
of November 2006) from a keyword search in Ovid Medline.

1.2. Principle of SSCP Analysis

DNA molecules have two strands intertwined with each other in antiparallel 
direction with the base-pairing of A with T and C with G. The two strands are 
complementary to each other, but not identical. The two strands of a PCR-
amplified product can be separated into single strands by heat (Fig. 9.1A). 
Each single strand can coil around itself to form a 3-dimensional structure (or 
conformation) through intramolecular (or intrastrand) hydrogen bonds. This 
conformation is dependent on the length of the strand and its base composition. 
The two complementary strands may form different conformers because they 
are not identical. If the DNA fragment contains a single base change (e.g., A-T 
changed to G-C basepairs, Fig. 9.1A), there are four different single strands 
on denaturation, which may form four different conformers. These conform-
ers may have different 3-dimensional sizes and shapes, and hence migrate 
at different speeds in a polyacrylamide gel. Thus, different samples may give 
different banding patterns because of the presence of a base change in the ampli-
fied DNA region.

2. Methods

2.1. Outline of PCR-SSCP Analysis

PCR is used to amplify a DNA region to be analyzed (Fig. 9.2). The PCR 
products are diluted in a loading solution that contains formamide and indi-
cator dyes (e.g., bromophenol blue and xylene cyanol FF). The diluted PCR 
products are heated to over 90°C for a few minutes to denature the products 
into single strands and then cooled immediately in ice water. High concentration 
of formamide (a chemical denaturant) in the loading solution and immediate 
cooling are required to keep a sizable proportion of the products in single 
strands.

The denatured PCR products are then loaded onto a nondenaturing poly-
acrylamide gel (i.e., without chemical denaturants). Samples diluted in 
formamide are denser than the buffer and will sink to the bottom of the wells. 
Separation of the single strands is achieved by electrophoresis. The duration 
of electrophoresis depends on the gel composition, voltage applied, buffer/gel 
temperature, and the size and base composition of the PCR products. After 
electrophoresis, the DNA bands are visualized by silver staining (6) or, less 
commonly, SYBR Green II (7). Though less popular now, PCR products 
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can also be radioactively labeled and the bands detected by autoradiography. 
Banding patterns of samples are compared. The presence of different banding 
patterns among samples indicates that sequence variations exist in the DNA 
sequence amplified by the two PCR primers. Silver-stained gels can be dried 
in a gel dryer and the dried gels kept for permanent records if so desired.

2.2. Interpretation of SSCP Results

The interpretation of SSCP results is simple. What one is looking for is a vari-
ation in the SSCP banding patterns among different samples. The variation can 
be a band shift or some additional bands. Depending on such factors as gel 
composition and electrophoresis temperature, the variation can be very con-
spicuous in some cases, but subtle in other cases. Subtle changes in banding 
patterns may be difficult to recognize if the bands are very broad as in the case 
of sample overloading, which should thus be avoided. Clean and specific PCR 
products are also a prerequisite for easy interpretation of banding patterns.

Representative samples with distinctive SSCP patterns can then be 
sequenced to define the underlying sequence variations. In this way, initially 
unknown sequence variations can be identified and defined. Alternatively, 
known sequence variations can be correlated with specific banding patterns if 
SSCP is used as a diagnostic method.

If the DNA samples are from diploid organisms like human beings, then the 
banding patterns are additive. In other words, if one type of homozygote (e.g., 
A/A) has a particular pattern and another type of homozygote (e.g., G/G) has 
another pattern, then the heterozygote (A/G) has a banding pattern that is the 
summation of these two patterns (Fig. 9.1A). However, this additive property 

Fig. 9.2. Method outline for SSCP analysis
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is not applicable to the analysis of the X chromosome in human males, DNA 
from mitochondria or chloroplasts (except in heteroplasmy), and DNA from 
bacteria (haploid organisms).

It is very often that the two complementary single strands of a duplex DNA 
molecule do not give two SSCP bands (Fig. 9.1B). The number of SSCP 
bands can vary from one to several under a particular condition, and cannot 
be predicted. This indicates that any single DNA strand can exist in one or 
more conformers. Sometimes, broad or diffuse bands are seen with or without 
background smearing (8). This is owing to the occurrence of numerous single 
strand conformers with similar, but not identical, migration rates.

2.3. Size of PCR Products

The ability of detecting sequence variations in a PCR product decreases with 
increasing length of the products (9). It is recommended that the size of PCR 
products be less than 300 bp to increase the chance of picking up sequence 
variations in the fragments although sequence variations can sometimes be 
detected in fragments larger than 1,000 bp. The throughput of SSCP analysis 
can be increased by running in the same lane two or more small products of 
different sizes (6,10–12), or several small products generated by restriction 
digestion of a long PCR product (13,14). The gel must of course be large 
enough for the required separation.

2.4. Gel Composition, Buffer System, and Electrophoresis System

Polyacrylamide gels are defined by two parameters: %T and %C. The %T 
refers to the total amount in grams of acrylamide and N,N'-methylene-bis-
 acrylamide (a common crosslinker, usually abbreviated as bis) in 100 mL 
solution. The %C refers to the proportion of the total monomers (acrylamide 
plus bis) that is the crosslinker (bis). The %C can also be expressed in another 
format as the ratio of acrylamide to bis; for example, 2%C is equivalent to an 
acrylamide:bis ratio of 49:1. The probability of detecting sequence variations 
in a PCR product is higher if the %C is lower (9). Low levels of crosslinking 
produce large pores in the gels, and thus allow efficient separation of bulky sin-
gle strand conformers. We use a nondenaturing gel of 10%T/1%C as a starting 
point in conjunction with a conventional vertical electrophoresis system (e.g., 
SE600 from Hoefer) and a medium-sized gel (e.g., 16 × 14 cm). Large-sized 
gels of 5%T and 1−2%C are also commonly used together with conventional 
electrophoresis systems for manual sequencing (9,15). Another commercially 
available gel matrix called Mutation Detection Enhancement (MDE) Gel is 
also widely used for SSCP analysis (7,16). It is a polyacrylamide-like matrix 
and is claimed to be very sensitive to DNA conformational changes.

The buffer most commonly used in SSCP analysis is Tris-borate-EDTA 
buffer with an alkaline pH. However, low pH buffer (e.g., Tris-MES-EDTA, 
pH 6.3) can still maintain very high sensitivity of detecting sequence varia-
tions for PCR fragments up to 800 bp in length (15).

Glycerol at 5–10% (v/v) can be incorporated in gels prepared in Tris-borate-
EDTA buffer to enhance the sensitivity of detecting sequence variations. It is 
because of the reduction of buffer pH by the reaction between glycerol and 
borate ions (15). Gels used in SSCP analysis are usually nondenaturing so 
that stable single strand conformers can be maintained. However, denaturants 
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like formamide, urea and sodium dodecyl sulfate can selectively be added to 
the gels to change the conformation of single strands (8,17,18). The denatu-
rant will disrupt the intramolecular hydrogen bonds, alter the single strand 
conformers and hence change their mobility. Depending on base composition 
and sequence context, this can sometimes enhance resolution and clear up 
smearing background.

Temperature is one of the most critical factors affecting the conformation of 
single strand DNA fragments and hence the sensitivity of SSCP analysis (9). A 
heat exchanger or cooling unit that is immersed in the buffer and connected to 
an external thermostatically controlled circulator can efficiently and actively 
control the temperature of the gel and the buffer at the desired level and hence 
ensure reproducible banding patterns (6,10–12). Other methods of maintaining 
any desired temperature in the electrophoresis system can also be used as long 
as reproducible thermal profiles can be maintained from run to run. It is not 
unusual that sequence variations are detected at a particular temperature, but 
not at another temperature.

Thin precast gels are commercially available in several gel sizes and are 
to be used in conjunction with dedicated flatbed electrophoresis systems 
(PhastSystem and GenePhor DNA Separation System from GE Healthcare) 
with built-in or separate components for automated silver staining (19,20). 
Precast gels (about 12 cm wide) for GenePhor System are about twice the 
size of those for PhastSystem, and thus have twice the separation distance 
and resolving power in addition to higher sample throughput. These flatbed 
electrophoresis systems have very efficient built-in temperature control units 
and produce highly reproducible banding patterns for SSCP analysis. The 
advantage of highly reproducible patterns may probably outweigh the disad-
vantages of higher cost incurred and limited choice of gel composition from 
the manufacturer, particularly in the setting of in vitro diagnostics.

2.5. SSCP Analysis Using an Automated Electrophoresis System

SSCP analysis can be performed in an automated electrophoresis system, 
typically an automated DNA sequencer, which monitors the mobility of the 
fluorescently labeled DNA fragments during electrophoresis. PCR products 
can be fluorescently labeled in a number of ways. Target DNA regions can be 
amplified by forward and reverse primers labeled with the same single fluores-
cent dye (21) or two dyes of different colors (22). Post-PCR labeling can also 
be done easily and is more cost-effective because unlabeled primers are used 
(23–25). Internal labeling of PCR products is another option (26). The auto-
mated DNA sequencer can be gel-based (21–23,24,26) or, more commonly 
now, capillary-based (23,25,27,28). Throughput can be increased by analysis 
in the same lane or capillary of multiple PCR fragments labeled with multiple 
colors (28). Mobility of DNA fragments can be standardized by inclusion in 
the test sample of an internal mobility standard that contains DNA fragments 
of known size and labeled with a color different from those of the fragments 
being analyzed. Electrophoresis can be performed at ambient temperature or 
above because most automated DNA sequencers are equipped with a built-in 
heating device, but not a cooling unit.

One exciting development is microchip electrophoresis, i.e., performance 
of electrophoresis in microchannels (29). Microchip SSCP analysis can be 



Chapter 9 Single Strand Conformation Polymorphism Analysis 123

finished within a few minutes, and thus greatly reduces the analysis times by 
more than 100-fold when compared with conventional methods. This may rev-
olutionize molecular genetic testing in diagnostic laboratories in the future.

3. Applications

SSCP analysis can be used to screen for unknown sequence variations, to 
genotype known sequence variations, or to detect both known and unknown 
variations. Applications of SSCP analysis are centered on these themes.

3.1. Screening for Unknown Mutations in Human Genetic Disorders

SSCP analysis is widely used to screen or detect disease-causing mutations in 
hereditary disorders. A keyword search in PubMed can tell its popularity in 
this application. This method is simple and economical, and does not require 
any special equipment. Any laboratory with a basic electrophoresis system can 
use this method without any difficulty. However, this method does not indicate 
the position of the sequence variation once a variant banding pattern is found. 
The identity and position of the sequence variation have to be determined by 
DNA sequencing. In addition, SSCP analysis cannot tell whether the sequence 
variation is disease-causing or not – a feature shared by most mutation screen-
ing methods.

In this application, one critical issue is the sensitivity of SSCP analysis 
– the probability of detecting mutations, usually unknown, in samples from 
patients with a particular genetic disease under study. It is well known that 
the sensitivity never reaches 100% if SSCP analysis is performed under a 
single condition. Therefore, it is important to note that a negative result under 
a single condition does not automatically signify the absence of mutations in 
the PCR fragment being analyzed. It is generally expected that the sensitivity 
is over 90% for most fragments less than 200 bp, and probably over 80% for 
fragments about 300–350 bp in size (9). It is generally accepted that the sensi-
tivity can reach 100% if a few sets of conditions are used (4,9,12,30–32). The 
following four conditions are used in our laboratories for screening unknown 
mutations: 10%T/1%C gels with or without 5% glycerol incorporated in the 
gel, and electrophoresis using SE600 system (from GE Healthcare) at 20°C 
and at 4°C (in cold room) (12).

There are modifications to the standard SSCP method to increase the sensi-
tivity of mutation detection. Dideoxy fingerprinting (ddF) is a hybrid method 
combining dideoxy terminator sequencing and SSCP, and has been shown to 
be 100% sensitive (33). A dideoxy chain terminator sequencing reaction is 
performed with a single primer on PCR-amplified template in the presence 
of normal deoxynucleotide triphosphates (dNTPs) and a single dideoxynucle-
otide triphosphate (ddNTP; say, ddCTP for the purpose of illustration) (instead 
of four ddNTPs as in conventional dideoxy sequencing). Here, a series of 
ddCTP-terminated single-stranded products are produced and then separated 
in a large nondenaturing gel as in SSCP analysis (Fig. 9.3). An additional 
ddCTP-terminated fragment is produced if a C base replaces another base. On 
the contrary, a ddCTP-terminated fragment is missing if a C base is replaced 
by another base. Thus, the relative position of a base change (involving a C base 
in this example) can be deduced from the extra or missing ddCTP-terminated 
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fragment. This part is known as the informative dideoxy component of the 
ddF method. In addition, a series of ddCTP-terminated single strands of dif-
ferent lengths are produced and hence carry a mutation in different sequence 
contexts. Thus, a series of single strands may show altered mobility, which in 
turn increases the sensitivity of the method. This part is known as the informa-
tive SSCP component of the ddF method. Mutations in larger PCR fragments 
of up to 600 bp can be detected with 100% sensitivity if two primers are used 
to perform a bi-directional chain termination reaction and hence the fragment 
is interrogated from two opposing ends (34). This modification is known 
as di-directional ddF. These methods are further improved via automation 
by separating the fluorescently labeled single strands in an automated DNA 
sequencer (35,36).

SSCP analysis and heteroduplex analysis (HA) are two separate methods 
for screening mutations, but can be combined and performed in the same 

Fig. 9.3. The principle of dideoxy fingerprinting (ddF). Note that mutant 1 (G > C base 
change) has both an informative dideoxy component and an informative SSCP compo-
nent whereas mutant 2 (T > A base change) has only an informative SSCP component. 
See texts for details
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lanes on a single gel or in the same capillary. When a DNA fragment carrying 
a heterozygous mutation is denatured and then cooled to allow reannealing of 
the strands, four types of duplex molecules are formed (Fig. 9.4). Half of the 
duplex molecules are identical to the original input duplex molecules without 
any mismatch (homoduplexes), and half are hybrid duplex molecules with 
a mismatch between the two strands at the mutation site (heteroduplexes). 
Heteroduplexes may have a kink or a mismatch bubble, and thus migrate 
through a gel with greater difficulty and hence more slowly than homoduplexes 
(37). This is the principle underlying HA. Although SSCP analysis relies on 
single strand conformers and HA depends on homoduplexs and heterodu-
plexes, both methods can use similar electrophoresis system and gels. Both 
methods each do not achieve 100% sensitivity of mutation detection under a 
single condition, but can be combined to give 100% sensitivity (38–40).

3.2. Genotyping Known Mutations and Polymorphisms in Humans

Once mutations and polymorphisms are well characterized, they can be 
genotyped regularly for many samples by SSCP analysis. This is best exem-
plified by well-known mutations underlying thalassemia (11) and hereditary 
hemochromatosis (41), and polymorphisms underlying apoliprotein E (42), 
cytochrome P450 enzymes (43) and ABO blood group system (6). Samples 
carrying known mutations or polymorphisms are used to optimize SSCP con-
ditions so that all known sequence variations can be distinguished from each 
other reliably by their distinctive banding patterns. The following parameters 
can be varied to achieve this purpose: gel composition, electrophoresis temper-
ature and duration, and incorporation of additives like glycerol in the gel. One 
modification known as snapback SSCP analysis can be used to enhance the 
detection of known mutations (44). This requires the use of a special primer 
with additional bases that are attached to the 5' end of the sequence-specific 
portion of the primer, and that can introduce a conformational change into the 
single strand carrying, say, the mutation.

One advantage of SSCP analysis is that it may detect new sequence varia-
tions within the amplified fragment when known mutations or polymorphisms 
are being genotyped (6,41,45). If there are several sequence variations simulta-
neously found on the same PCR fragment, specific combinations of the alleles 
at these several sites define the haplotypes. Different haplotypes may form 

Fig. 9.4. The formation of both homoduplexes and heteroduplexes from a hetero-
zygous DNA sample
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distinct single strand conformers and hence give distinct haplotype-specific 
banding patterns under appropriate SSCP conditions. Therefore, another 
advantage of SSCP analysis is that it can determine haplotypes (6,46,47).

3.3. Detection and Differentiation of Microorganisms

Conventionally, bacteria are cultured for detection and identification. Culturing 
of bacteria is a time-consuming process, particularly for fastidious or slow-
growing bacteria. An alternative is to study the genetic variation of bacterial 
ribosomal genes amplified by PCR. The 16S rRNA gene is highly conserved 
and is found in all bacteria (48). But it also contains variable regions that can 
be used to discriminate between bacteria of different genera and species. SSCP 
analysis of PCR-amplified 16S rRNA sequences can be used advantageously 
to allow rapid identification of bacteria (49) in clinical (50,51) or nonclinical 
(52,53) settings. Similar approaches can be applied to the study of rRNA gene 
sequences by SSCP analysis for the recognition and differentiation of fungi 
(54,55). Identification and genotyping of viruses can also be achieved by 
SSCP analysis of appropriate viral sequences (56–58).

Successful treatment of infectious diseases relies on appropriate use of anti-
microbial drugs. Excessive use of such drugs results in the increasing occur-
rence of drug-resistant microbes. Drug-resistant microbes can be identified by 
SSCP analysis of the genes responsible for the resistance to drugs (59–61).

3.4. Estimation of Relative Allele Frequencies of SNPs in DNA Pools

With the completion of the Human Genome Project, more research effects are 
focused on the identification of the genes involved in complex diseases. In 
contrast to single gene disorders, complex diseases are caused by multiple genes, 
multiple environmental factors and possibly their interactions. Complex dis-
eases are common. Examples include diabetes, hypertension, coronary heart 
disease, myopia and even infectious diseases. One powerful method to identify 
such genes is genetic association study. One common approach of genetic 
association study is to compare the allele frequencies of single nucleotide 
polymorphisms between two groups of subjects, one group with the disease 
under study (the cases) and another group without the disease (the controls) 
(62). This approach is also known as case-control study. In practice, genotypes 
have to be determined for a large number of samples (at least several hundred 
and preferably over a thousand) and for many SNPs from many potential can-
didate genes that may be involved in the complex disease under study. If the 
allele frequencies of a particular SNP are different between the cases and the 
controls, then it is said to be associated with the disease. This is the first step 
towards identifying a causative SNP and hence a causative gene underlying a 
complex disease, but only very few SNPs may turn out to be associated with 
the disease.

One way to cut the cost and to increase the speed of screening a large number 
of SNPs is by means of a DNA pooling approach (63). In the simplest form, all 
case DNA samples are mixed in equal amounts to construct a case pool, and 
all control DNA samples also mixed in equal amounts to give a control pool. 
Then, the relative allele frequencies of the two alleles of a SNP are estimated 
by a quantitative genotyping method, and compared between the two DNA 
pools. If the two pools are found to differ significantly in the relative allele 
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frequencies, the positive result can be confirmed by genotyping all case and 
control samples individually. In this process, a good quantitative genotyping 
method is important. Capillary-based SSCP analysis of fluorescently labeled 
PCR products can precisely estimate the allele frequencies of pooled DNA 
samples (64). Appropriate software for this purpose is also available (65,66).

3.5. Other Applications

SSCP analysis is most widely used to detect sequence variations in humans 
and microorganisms as discussed above. In fact, it can be applied to detect 
sequence variations in any living organism, be it an animal like roundworm 
(67), mosquito (68), lizard (69) and even panda (70), or a plant like grape (71), 
apple (72), and wheat (73). SSCP analysis is also very popular in studies of 
population genetics and phylogenetics (67,74).

In summary, SSCP analysis is a simple and rapid method for detecting both 
known and unknown sequence variations in nucleic acids from any living 
organism. Many modifications are available to make it more sensitive and to 
adapt it to a variety of applications.
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1. Introduction

Genetic variability or molecular biodiversity, besides being important for 
evolution, can be used as instrument of inquiry in diverse areas, for example, 
to verify the affinities and the limits between species, to detect forms of repro-
duction and familiar structure, to evaluate levels of migration and dispersion 
in populations and for the identification of species threatened with extinction. 
The basic data for these studies are the called molecular markers, which are 
genetic loci that present some variability, different rates of substitution/evolu-
tion between individuals, populations or species.

In the past decade, several techniques have been developed for identifying 
and typing prokaryotic and eukaryotic organisms at the DNA level, which dif-
fer in their taxonomic range, discriminatory power, reproducibility, interpreta-
tion, and standardization.

Molecular techniques using polymerase chain reaction (PCR)-based assays 
for DNA amplification have provided new insights into the systematic and evo-
lutionary trends of different organisms. The most commonly used methods are 
PCR-hybridization, PCR-size polymorphism, random PCR-restriction fragment 
length polymorphism, and random amplified polymorphic DNA-PCR.

However, one limitation for the immediate wide scale implantation of PCR 
technology, for genetic analysis of diverse organisms of interest, was the require-
ment of prior knowledge of the genome nucleotide sequences of the organisms 
for the design and synthesis of the primers. To solve this limitation, a PCR-
based arbitrarily primed genetic assay called random amplified polymorphic 
DNA (RAPD), also referred to as arbitrarily primed PCR (AP-PCR) or DNA 
Amplification Fingerprinting (DAF), was described simultaneously by different 
authors (1–3) as a rapid and sensitive PCR method that enabled the identification 
of a large number of independent genetic loci representative of the target genome 
that are not biased towards particular sequences or types of sequences.

The molecular markers of the RAPD type are now used world-wide for 
molecular studies, therefore they present Mendelian segregation (1) and can 
be used as genetic markers.
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This technique has been developed for genetic mapping, fingerprinting, and 
is widely used in inter- and intraspecific population polymorphism analyses 
of different organisms. It has proved to be powerful tool for discriminating 
different species or subspecies and for genetic analysis of phylogenetic rela-
tionships among strains or populations for a variety microorganisms, plants, 
and mammals (1–4), hence all sorts of organisms are accessible.

The RAPD assay is based on the amplification of genomic DNA with single 
short primers of arbitrarily chosen sequence, which, because they are shorter 
and less specific, bind to complementary sequences of both DNA strands at low 
annealing temperatures, resulting in the amplification of intervening regions. 
The amplification reaction proceeds in conditions of low stringency, allowing 
for the occurrence of pairing between the primers and the DNA-target, even 
though two totally complementary sequences do not occur. As result, a set of 
amplified fragments are produced, which, when separated by gel electrophoresis, 
produce a standard of specific bands known as genomic fingerprinting. Complex 
banding profiles are generated, varying in size and intensity, associated with the 
genetic sequences of the organism under analysis. In theory, the primer anneal-
ing occurs at many regions of the genome simultaneously. However, geometric 
amplification only occurs in those regions in which the 3' end of the annealed 
primers face one another on opposite strands and are no more than 3 kilo bases 
apart. These conditions suggest that the primer annealing sites must be inverted 
repeats. Moderate and highly repetitive DNA segments in centromeric, telom-
eric and heterochromatic genomic regions are rich in inverted repeats, as are 
various classes of dispersed repetitive and mobile elements. RAPD is biased in 
its amplification of these repetitive regions, but amplifies unique regions as well. 
This technique essentially scans the genome for these small inverted repeats 
and amplifies intervening DNA sequences of variable length. The genotypes 
are evaluated by means of markers; the common bands for all individuals are 
interpreted as genetic similarities and the noncommon bands, as differences. The 
results are codified to generate a similarity (or dissimilarity) matrix that can be 
graphically interpreted by grouping multivariate analysis.

For the PCR reaction to work, the primers must anneal in a manner that they 
point towards each other and within a reasonable distance of one another. The 
primers are represented by arrows, where a large fragment of DNA is used 
as a template in a PCR reaction containing many copies of a single arbitrary 
primer (see following diagrams available on http://avery.rutgers.edu/WSSP/
StudentsScholars/Project/archives/omnions/rapd.html):

RAPD reaction #1

http://avery.rutgers.edu/WSSP/StudentsScholars/Project/archives/omnions/rapd.html
http://avery.rutgers.edu/WSSP/StudentsScholars/Project/archives/omnions/rapd.html
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In this scheme the arrows represent multiple copies of a primer, and the direc-
tion of the arrow also indicates how the procedure of DNA synthesis occurs. The 
numbers are the locations on the DNA template where the primers anneal. In this 
example, only two RAPD PCR products are formed. Product A is generated by 
PCR amplification of the DNA sequence that lies in between the primers bound 
at positions 2 and 5. Product B is generated by PCR amplification of the DNA 
sequence that lies in between the primers bound at positions 3 and 6. No PCR 
product is formed by the primers bound at positions 1 and 4 because these prim-
ers are too far apart to permit completion of the PCR reaction. Note that no PCR 
products are produced by the primers bound at positions 4 and 2 and positions 5 
and 3 because these primer pairs are not oriented towards each other. For eliciting 
differences among genomes using RAPD analysis consider the previous figure. 
If another DNA template (genome) was obtained from a different yet related 
source, some differences in the DNA sequence of the two templates would prob-
ably occur. Suppose there was a change in the sequence at primer annealing.

RAPD reaction #2

The primer is no longer able to anneal to position 2 and thus the PCR product 
A is not produced, only product B. If the two RAPD PCR reactions shown in the 
above diagrams are run on agarose gel they would be visualized as follows:
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In comparison with others polymorphism methods, RAPD offers many 
advantages like: a combination of simplicity with no radioactivity; amplifica-
tion of anonymous fragments of the target DNA; the requirements of minimum 
amounts of target DNA; the acceptance of an unlimited number of primers; 
no requirements of previous knowledge of the sequences to be amplified 
and hybridization analysis; a rapid procedure for performing and screening 
a large number of loci and more loci (and individuals) simultaneously, in a 
much shorter time than screening for other genetic assays. Therefore, RAPD 
profiles remain stable and present good reproducibility under rigidly control-
led conditions, even when using DNA from different extractions or the same 
sample under different conditions (5,6) and after prolonged parasite culture up 
to 100 generations of a T. cruzi clone (6).

The RAPD protocol is simple, quick to assay a large number of samples and 
accessible under minimum molecular laboratory conditions, requiring a mod-
erate investment: a thermocycler, agarose gel or polyacrylamide electrophoresis 
apparatus, a power supply (with outputs of at least 200 V), an ultraviolet 
transiluminator (light box), the laboratory set up will have to include taking 
photographs of agarose and/or acrylamide gels or use a digital image capture 
system (e.g., a CCD camera, a computer, and image analysis software), and a 
spectrophotometer or fluorometer for determining DNA concentration.

Different researchers have pointed out that RAPD presents problems of 
reproducibility, mainly between distinct laboratories, because the profiles 
might dependent on many variables, such as the sequence of the primer, the 
concentration and quality of the DNA template, the composition of the buffer 
and batches of the Taq polymerase enzyme used (7,8). An optimization step 
capable of fulfilling the requirements under laboratory conditions and previ-
ous acquaintance of molecular tools are necessary for initiating studies based 
on the types of markers required for obtaining reliable data.

The main disadvantages are that the sequences of the amplified DNA frag-
ments are unknown, because the primers are not directed against any particu-
lar genetic locus and many of the priming events are the result of imperfect 
hybridization between the primer and the target site. Thus, the determination 
of homology between species and the possible functions of these loci is prob-
lematic owing to the reproducibility of some amplified markers (1,2,8–11).

As RAPD markers are dominant, there is no way to determine whether a 
single band on the gel corresponds to a homozygous or heterozygous indi-
vidual. Owing to the fact that primers anneal randomly, there is little guarantee 
of homology between comigrating bands (12). In parentage analysis, an excess 
of nonparental bands has been observed (7). Regarding RAPD markers, some 
bands are easily determined and their interpretation is clear, whereas others 
are ambiguous as a consequence of the reduced power of a specific primer 
for discriminating distinct sites of amplification and competition between 
different sites. Especially because the presence of certain fragments can 
interfere in the amplification of others fragments, thus influencing the final 
phenotype bands.

Finally, the use of random primers requires extreme caution to minimize 
contamination and problems with reproducibility, so although it is a relatively 
straightforward procedure, it requires meticulous sample processing to avoid 
contamination with foreign DNA (13).
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2. RAPD-PCR Method Optimization

Several points must be taken into account regarding RAPD optimization to 
maintain the reaction sensitivity conditions and reproducibility of amplified 
markers. A true representation of the particular organism analyzed is sensitive 
to a set of variables and slight changes may affect the reaction. Among these 
variables, the following must be considered: the quality and purity of the DNA 
template; the quality of all reagents and buffers used; primer size; thermal 
cycling conditions (especially annealing temperature); the type, activity and 
concentration of thermostable polymerase (Taq DNA polymerase enzyme); 
magnesium concentration; the number of reaction cycles, and the type of 
thermocycler. The experimental conditions must be kept constant and all steps 
must avoid contamination, gloves and goggles must also be worn and the reac-
tions carried out in the most sterile environment available. These limitations 
can be easily overcome with the careful standardization of techniques and 
reagents.

On setting up these kinds of experiments for diverse species, assaying under 
a variety of conditions is recommended, to make the most of the RAPD tech-
nique as described below:

2.1. DNA Extraction

The most important factor regarding the reproducibility of RAPD profiles 
is the suitable preparation of the DNA template with a high level of purity 
and free from contaminating DNA (14). Different procedures are used for 
DNA extraction with specific protocol for mammals, plants, fungi, bacteria, 
protozoan, helminthes, insects, and others. In specific cases, such as insects, 
contamination can be reduced by hypochlorite treatment before extraction 
to avoid contact with foreign DNA (15). DNA preparation includes the 
digestion of samples using different lysis buffers, which contain proteinase 
K at several concentrations. DNA purification has been performed by 
the classical phenol-chloroform extraction and ethanol precipitation (16). 
Further treatment with RNAse and a further round of extraction and precipita-
tion has been recommended (5,17). Negative controls using distilled water 
instead of a DNA sample can detect possible environmental or reagent 
contaminants. DNA sample purity and molecular weight must be control-
led by agarose gel electrophoresis with 0.4–0.8% ethidium bromide stain. 
The DNA can be suspended in TE buffer (Tris-HCl and EDTA pH 8.0) or 
double-distilled water.

PCR reactions using DNA obtained by cell boiling is routine in many labo-
ratories worldwide, seems to be very efficient, simple and may be used in the 
RAPD technique. The low number of steps required in this procedure is one 
of the positive aspects, because a higher number of samples can be processed 
per day, it is not necessary to change tubes during incubation, no hazardous 
wastes are produced, it is much less expensive, special drugs or equipment are 
not required, neither is additional RNAse treatment or purification required 
for reproducible results. This methodology has been used on bacteria, but little 
information exists concerning the efficiency and sensibility of this protocol 
using different organisms (18).



138 L. M. da Cunha Galvão and E. Lages-Silva 

2.2. DNA Quantification

Clear RAPDs profiles are obtained when the same DNA concentration is 
used in each sample and varies from 1 to 25 nanograms per 25 µL reaction 
according to the organism analyzed (5,9). RAPD amplification is no longer 
reproducible below a certain genomic DNA concentration and produces 
“smears” or results in poor resolution if the DNA concentration is high. It is 
important to consider that DNA amplification in this assay can be inhibited at 
high DNA concentrations or by the presence of inhibitory compounds (19), it 
also is advisable to amplify a dilution series of the template using one or two 
primers. DNA concentration can be determined by comparison with samples 
of known standards through electrophoresis in agarose gel (0.8–2%) stained 
with ethidium bromide or by spectrophotometry at 260–280 ηm using 10 µL 
of DNA template (20).

2.3. RAPD-PCR Reagents

For preparing all reagents and daily premixes, sterile double-distilled water 
must be used.

2.3.1. Primers
The choice of adequate set primers will determine the degree of reproducibility 
in genome scanning by RAPD, where only a single oligonucleotide random 
sequence is used at low stringency conditions and no prior knowledge of the 
genome submitted to analysis is required. Normally, some sets must be tried 
and tested individually, to determine which primers in particular differentiate 
one species from another and those that show reproducible banding patterns 
should be used for genetic studies on each organism. The primer concentration 
varies from 1.0 to 25 pmoles for each PCR reaction, according to proposal 
studies.

The use of random designed primers, each with its own optimal reaction 
conditions and reagents, also makes standardization of the technique difficult 
(21). The sequences of the RAPD primers that generate the best DNA pattern 
for differentiation must be determined empirically. Recently, a consensus M13 
DNA sequencing primer was used in RAPD assays for bacteria, which allows 
for some standardization of the procedure (22). Usually, RAPD markers are 
detected by the use of random decamer primers (10-mers) with 50–80% GC 
content are preferred (23). Decamer primers are commercially available in sets 
of 10 to 20 from several suppliers (e.g., Operon, Genosys).

However, complex banding patterns have also been generated with primers 
as short as five bases (3,24,25). Few reports exist regarding the use of long 
primers (over 12 bases), owing to the high probability of random nonrepro-
ducible amplification patterns with long primers. Increasing the primer length 
may also increase its nonspecific annealing; consequently, the genomic target 
sites should decrease owing to the diminished chances of finding perfect or 
near perfect homologies (4).

Because oligonucleotides are capable of binding to any complementary 
DNA, the DNA template must be free from contaminating DNA, otherwise the 
banding pattern obtained would not be a true representation (14). For a given 
primer, a difference of only one band when comparing two stocks isolated 
from the same origin should be considered as an artifact, a mutation or a limited 
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genomic rearrangement. However, the occurrence of artifact bands can be 
eliminated by checking all patterns and by the correct determination of primer 
and template concentrations (26).

2.3.2. Taq DNA Polymerase
The quality of the thermostable DNA polymerase enzyme used in the reac-
tion is an important variable to take into account in RAPD assays. Specific 
polymerases may be required, such as native polymerases or Ultratools, 
because different thermostable DNA polymerase activities may amplify 
different RAPD products (27). Some batches of enzymes, although perfectly 
adequate for the amplification of DNA sequences using specific primers under 
standard conditions, may induce perfectly reproducible DNA sequences, 
whereas others fail to produce arbitrarily primed products or produce very 
limited and irreproducible profiles (5). Each amplification reaction is carried 
out in a final volume from 10–60 µL (mean 25 µL) containing 0.8–1.0 units of 
Taq DNA polymerase.

2.3.3. PCR-Mix Reagents
The magnesium chloride (MgCl2) concentrations should be optimized for 
RAPD technique, but may differ for each primer, Taq DNA polymerase type, 
and DNA template species studied. Different MgCl2 concentrations may affect 
the number and intensity of bands, because low magnesium concentrations 
produce few RAPD bands. The optimal concentration for a particular applica-
tion should be empirically determined. The standard value varies from 1.5 to 
2.0 mM, however, different concentrations of MgCl2 ranging from 1 to 5 mM 
must be tried. The presence of EDTA in TE buffer (up to 1 mM), sometimes 
used to dissolve genomic DNA, can produce complex magnesium and reduce 
its effective concentration. In this case, the magnesium concentration in the 
reaction should be increased to compensate this effect.

For each reaction, 100–200 µM of DNTP, 50 mM of KCl, and 10 mM Tris-
HCl buffer are used. When stored frozen, the DNA should also be thawed 
out and mixed gently. Assembled reactions are sealed, vortexed, centrifuged 
and placed in the thermocycler for DNA amplification. Add oil when recom-
mended by the thermocycler manufacturer.

2.4. Thermal Cycling and PCR Amplification Parameters

RAPD is particularly sensitive to thermal cycling parameters and, therefore, 
strongly depends on the thermocycler used. PCR amplification conditions, 
such as temperature, time and the number of cycles should be optimized; 
the use of the same thermocycler is always recommended (22). The standard 
annealing temperature for RAPD is 35°C; this choice depends on both the size 
and oligonucleotide sequence of the random primer. Change in the shape of 
the temperature profile (i.e., temperature ramp) will affect the way the primers 
anneal to the template DNA. Usually, the amplification program in a thermal 
cycler operates between 35–45 cycles. A high cycle number frequently leads 
to the amplification of unspecific bands in the pattern.

Different thermocyclers exhibit different rates of heating and cooling, even 
when programmed using identical settings. This may even occur within the 
same model of apparatus. Furthermore, thermocyclers that use Peltier devices 
for heating and cooling can exhibit decay in the ability to heat and dissipate 
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heat as these unit work. In some units that lack internal temperature probes, a 
considerable difference in temperature between the block and the sample can 
occur and such differences can be important for the success of RAPD amplifica-
tion. Whenever possible, it is advisable to use a thermocouple combined with 
a chart recorder to confirm temperature variation in the thermocycler unit.

Cycling conditions may be modified depending on the thermocycler used. 
With average speed thermocyclers (e.g., Perkin-Elmer model 480) use 40–45 
cycles of 1 min at 94°C, 1 min at 36°C, 2 min at 72°C, followed by 1 cycle 
of 7 min at 72°C and 1 at 4°C. With faster thermocyclers (e.g., Perkin-Elmer 
model 9600) a shorter protocol can be used: 40–45 cycles of 15 s at 94°C, 30 s 
at 36°C and 1 min at 72°C. An initial denaturation step of 3 min at 94°C and/or 
a final 7 min extension at 72°C can be added to the amplification protocol, 
depending on the templates used.

2.5. PCR Controls

DNAs from known amplification profiles of previous gels are used in each 
PCR run as positive controls, with the aim of ensuring comparison reli-
ability between gels and monitoring the reproducibility of the technique. 
Negative controls for each PCR reaction containing all components except 
the template DNA are recommended. Contamination with DNA seen with 
some brands of Taq polymerase may cause the appearance of bands in the 
“no DNA” controls.

2.6. Electrophoresis Gel

Use electrophoresis gels under standard conditions, typically 5–10 V/cm gel 
length. Stain gels with ethidium bromide, if not already included in the gel 
and buffer. Depending on the objective of the experiment, make a note of 
polymorphisms, segregating bands and the appearance of overall patterns 
within fingerprint databases. Traditionally, RAPD products are analyzed by 
electrophoresis at 3–10 V/cm gel length in 1.2–2.0% agarose gels containing 
ethidium bromide 0.5 µg/mL in both gel and TBE electrophoresis running 
buffer, are then examined and the gels are photographed under UV light. 
The electrophoresis should be complete after the bromophenol blue dye has 
reached three-quarters of the gel length. Alternatively, stain the gel with 
ethidium bromide after electrophoresis or use other dyes (SYBR-green; 
Molecular Probes). Normally, the agarose gel concentration used is 1.4%, 
though the concentration should be adjusted appropriately when analyzing 
lower molecular weight amplification products. Higher concentrations can 
also be used routinely (up to 2.5% agarose or up to 3–4% NuSieve® agarose, 
FMC Bioproducts). However, more information can be obtained when RAPD 
products are separated in 4.0–6.0% polyacrylamide gels (PAGE) and revealed 
by staining with 0.2% silver nitrate. Alternatively, high-resolution agarose can 
be used, which is capable of detecting length differences as short as 6 base 
pairs. Amplified DNA products should be stored at 4°C until analysis (28).

2.7. Choice and Interference of Genetic Profiles

The ideal conditions having been achieved, it is important to check whether 
the banding patterns produced are reproducible among different preparations 
of DNA from the same source. For this purpose, the highest possible number 
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of samples should be analyzed, especially those from different DNA extractions. 
Although some inconsistencies in products can occur, even in independent 
amplifications of the same DNA preparation, owing to nonspecific priming or 
heteroduplex formation, these should not be considered as genetic markers. 
RAPD amplified fragments can be assumed to be unique, because the proce-
dure does not amplify two distinct fragments that comigrate on gels owing to 
a similar size; however, this fact is not always true. RAPD markers are usually 
scored as dominant alleles, the presence or absence of bands produced with a 
single primer is often assumed to be independent. In some cases, the ampli-
fication of certain bands competes to amplify other bands (29). Homology 
between bands of apparently the same molecular weight from the same primer 
is another potential problem for RAPD surveys. When this occurs between 
comigrating bands in different individuals, it is a good assumption that these 
individuals are from the same population.

2.8. RAPD Data Analysis

The bands or fragments that can be identified with confidence on the basis 
of their intensity and separation from others products on the gels must be 
considered for analysis. Individual bands should be converted into binary data 
matrices, where 0 represent the absence of a fragment and 1 its presence. The 
analysis is performed by dividing each gel into horizontal regions, each of 
which lies between two bands of molecular weight marker.

The RAPD Distance Program, version 1.0, for analyzing RAPD bandings is 
available at ftp://life.anu.edu.au/pub/sofware/RAPDistance or http://life.anu.
edu.au/molecular/software/rapd.html.

The genetic differences among stocks or genetic divergence are estimated 
by Jaccard’s phenetic distances and are calculated by the formula D = 1 
− [a/(a + b + c)], where a = the number of bands that are common to the two 
compared genotypes, b = the number of bands present in the second (30,13). 
Correlation between two sets of similarity indices (Jaccard’s distance) may be 
conducted by the Mantel t test (31).

The relationships between genotypes used to cluster organisms are 
analyzed by the unweighted pair group method with arithmetic averages 
(UPGMA) (32).

Phylogenetic relationships among stocks can be visualized by the software 
package PHYLLIP, version 3.5 (33) and phylogenetic trees are drawn with the 
TREEVIEW program (34). The genetic information is arranged in a matrix 
of binary data and crossed with the (UPGMA) algorithm to construct pheno-
grams using Jaccard’s dissimilarity index to compare each pair of individuals. 
The support of each node can be tested by bootstrap analysis (35).

RAPD markers used to study the genetic diversity of parasites, for example, 
different T. cruzi populations, can be seen in Fig. 10.1. Each arbitrary primer 
directed the synthesis of several DNA segments simultaneously at different 
genome points, thus resulting in diverse bands on the gel. RAPD profiles 
using two different random primers demonstrated that the T. cruzi populations 
isolated from humans (HTC) constitute a distinct genetic group to those iso-
lated from sylvatic reservoirs (STC), which differ completely, and also when 
compared with T. rangeli populations. A high intraspecific similarity between 
the RAPD profiles of these populations was observed, associated with parasite 
origin HTC and STC generated by each primer.

http://life.anu.edu.au/molecular/software/rapd.html
http://life.anu.edu.au/molecular/software/rapd.html
ftp://life.anu.edu.au/pub/sofware/RAPDistance


142 L. M. da Cunha Galvão and E. Lages-Silva 

3. Applications of RAPD Analysis

Molecular genetic markers have been developed into powerful tools to analyze 
genetic relationships and genetic diversity. The discovery that PCR random 
primers can be used to amplify a set of randomly distributed loci in any 
genome facilitated the development of genetic markers for a variety of pur-
poses (1,3). The ease and simplicity of the RAPD technique has stimulated the 
interest of many scientists in many fields, such as agriculture, biology, medicine 
and others. As already discussed, its success may be owing to the gain of a 
large number of genetic markers that require small amounts of DNA, without 
requiring cloning, sequencing or any other form of molecular characterization 
of the genome of the species under study and permits direct comparison of 
the effects on genotypes at the DNA level, hence, all sorts of organisms are 
accessible (1,3,13).

RAPD analysis has been successfully used in genetic mapping and finger-
printing applications. Certainly, one of the most widely used applications of 
this method is the identification of markers linked to traits of interest, without 
the necessity for mapping the complete genome (36). In genetic mapping, 
only the RAPD amplification products in coupling with the segregating trait 
are informative, i.e., amplification products from the parent that carries the 

A 

B 

HTC    STC TR 

HTC STC TR 

1     2     3     4     5     6     7      8     9     10   11   12   13   14  

1     2     3    4      5    6     7     8     9    10    11   12   13   14  

Fig. 10.1. A silver-stained 5% polyacrylamide gel showing RAPD-DNA profiles of 
Trypanosoma cruzi populations isolated from humans (HTC, lanes1–9), sylvatic res-
ervoirs (STC, lanes 10–13, and lane 14 Trypanosoma rangeli (TR, obtained using the 
primers L15996 (A) and M13-40F (B))
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dominant form of the gene being mapped. In these situations a suitable sta-
tistical test to confirm the segregation ratios must be used. For this and other 
applications, errors can result from incorrect allele assignment owing to small 
differences in band mobility. It is advisable to verify that homologous bands 
are in fact allelic (37). In fingerprinting applications, the RAPD assay is not 
an appropriate technique when the difference (localized or dispersed) between 
the two genomes being compared is limited to an extremely small genomic 
fraction, in this case the use of more powerful techniques for analysis is rec-
ommended.

However, RAPD can efficiently identify differences that constitute a sig-
nificant fraction of a genome, but tend to underestimate genetic distances 
between distantly related individuals, for example in interspecific compari-
sons. Therefore, be cautious when using RAPD for taxonomic studies above 
the species level.

Besides the features already described, the RAPD fragment can be excised, 
eluted from gel, cloned and partially sequenced. The sequence characterized 
amplified regions (SCARs) are PCR-based markers that represent a specific locus. 
The sequence of these primers is derived from a band identified as a RAPD marker 
linked to a gene of interest that contains a primer decamer used for RAPD at end 
5' and an internal region immediately adjacent, at end 3'. These markers can be 
applied in the development of hybridization probes and PCR primers and can 
also be used as physical reference points on the genome and mapping proposal or 
genetic markers, which could be used in a wide variety of species. SCARs present 
higher reproducibility than RAPD markers and can be more advantageous in com-
mercial breeding programs, if a quick plus/minus assay can be developed to detect 
the presence or absence of the product (38).

The RAPD technique continues to spread through the scientific community, 
in the last few years it has became an important tool used in genetic diversity 
and variability studies of several species of plants and for improvements in 
vegetable breeding. The ability of the RAPD technique to reveal intraspecific 
variation can be used in screening for the degree of inbreeding in commercial 
plant and animal species to prevent further increase in the frequency of delete-
rious recessive alleles in certain populations (36). Many studies have reported 
success in using RAPD assays to distinguish bacterial strains among diverse 
species and it has been successfully used to identify markers linked to disease 
resistance genes in different vegetables (29).

RAPDs have shown potential for the identification of inter and intraspe-
cific somatic hybrids in the potato and the potential identification of true 
nuclear hybrids from parental types at an early stage following fusion, would 
represent an excellent predictive tool for somatic cell genetics (39). A fast 
and efficient method based on the amplification of random sequences from 
genomic DNA (1) to isolate DNA segments linked to certain traits and applied 
to a pair of tomato near-isogenic lines (NILs), succeeded in identifying three 
additional markers that are linked to a gene conferring resistance to the 
pathogen Pseudomonas syringae pv. tomato. Therefore, markers that show 
polymorphisms between these lines are probably linked to the gene of interest 
(40). The main limitation of NILs is the availability of a pair of NILs and the 
long generation time for many species (36). RAPD technique can be used in 
molecular ecology to determine taxonomic identity, to assess kinship relation-
ships, to analyze mixed genome samples and to create specific probes (41).
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The RAPD method has emerged as an effective genetic marker for the 
analysis of parasite population variability (20), to investigate the nature of the 
six double-drug-resistance T. cruzi clones (42). Differences among the strains, 
their genetic diversity or variability, can be easily revealed by RAPD analy-
sis, which has been successfully used in regard to a wide range of protozoan 
and metazoan parasites. Some genetic diversity has been reported for Taenia 
solium (43). This genetic variability has relevant epidemiological implications, 
such as the development of the parasite, its pathogenicity and drug susceptibil-
ity. The variation in populations of Echinococcus granulosus has contributed 
to the identification of different strains and helped elucidate transmission 
patterns (44). Up to now, many studies have been conducted with the aim of 
finding correlations among clinical variations of a disease and the diversity 
of infectious agent populations. Metronidazole resistance in Trichomonas 
vaginalis, suggested the existence of genetic markers associated with clinical 
features (45). Although findings of the genetic polymorphism of isolates of 
this parasite using RAPD technique showed a correlation with the presence 
of mycoplasma and its susceptibility to metronidazole, no correlation between 
genetic polymorphism and virulence, geographic origin and the severity of 
infections by T. vaginalis was found (46). Recently, a specific 490 base pairs 
marker was found be specific for symptomatic isolates, but not asymptomatic 
isolates; this is the first description of a possible virulence marker for T. 
vaginalis (47). RAPD also confirmed the evidence of multiple infections by 
different genotypes in the same patient, despite low genetic variability among 
Trypanosoma brucei gambiense stocks (28).

In relation to T. cruzi, RAPD has been useful at obtaining highly variable DNA 
markers, establishing genetic relations among the isolates and for differentiating T. 
cruzi and T. rangeli (5,13,19,48–52). RAPD profiling was also used to corrobo-
rate the T. cruzi taxon division in two major lineages (49,51–53). A complex and 
strain-specific banding revealed by RAPD for different T. cruzi populations was 
not related to the clinical aspects of the disease. T. cruzi isolates showed distinct 
grouping in tree topology, however no correlation between the isolates and the clini-
cal forms of Chagas’ disease was established (54).

Regarding the advantages and disadvantages of the method here described, 
it would pertinent to emphasize its ability for analyzing a large number of sam-
ples and the fact that an unlimited number of different primers can be used. The 
problems that have been reported can be solved by following suitable protocols 
for optimization and by confirming reproducibility. However, the best choice 
of the molecular method that can be used for a particular study will depend 
upon relevant features that will contribute to the selection, interpretation of the 
results, the level of ability of the researchers and resources of the laboratory 
in question.
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1. Introduction

Commonly used methods to quantify RNA and DNA include Northern and 
Southern blotting, RNase protection assays and in situ hybridization. Although 
these methods are direct in that they analyze nonamplified RNA or DNA, they 
are of low sensitivity and require relatively large amounts of nucleic acid. 
Another method, thousands of times more sensitive than these traditional tech-
niques, combines reverse transcription (RT) and the polymerase chain reaction 
(PCR). Although RT-PCR is an exquisitely sensitive and specific technique, 
obtaining quantitative data presents a difficult challenge (1–4).

The goal of all quantitative PCR methods is to determine the initial number 
of molecules of a given target DNA from the amount of product generated 
during PCR. A major obstacle to achieving this goal is the exponential nature 
of PCR itself. Under ideal conditions, when the reaction efficiency is 100% 
(i.e., E = 1), the amount of product generated increases exponentially, dou-
bling with each cycle of PCR. In practice, the efficiency of amplification may 
be considerably less than this and can vary substantially. Reaction efficiency 
depends on many factors, including the primer sequences, the length of the 
amplicon and its GC content, and sample impurities (5). These factors affect 
primer binding, the melting point of the target sequence and the processivity of 
the Taq polymerase. Importantly, amplification of exactly the same sequence 
in replicate tubes using the same PCR block can give substantial variations 
in efficiency values (e.g., E = 0.8–0.99) even when a master mix of reaction 
components is used (6). This occurs because of small sample-to-sample 
differences in cycling conditions, perhaps in different regions of the block 
(e.g., center versus edge), which lead to small variations in reaction efficiency. 
Because of the exponential nature of PCR, this results in substantial differences 
in product yield as the reaction progresses. A difference in efficiency of as little 
as 5% between two samples with the same initial copy number can result in 
one sample having twice as much product after 26 cycles of PCR (7).

A further difficulty in obtaining quantitative data is that the relationship 
between the number of molecules of a target present in a sample at the start and 
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at the end of the PCR reaction is linear only during the exponential phase of 
PCR. During PCR product accumulates exponentially initially, but then slows 
typically reaching a plateau. Various factors may contribute to this plateau effect, 
including the accumulation of polymerase inhibitors, the loss of Taq activity, and 
increasing reassociation of the sense and antisense strands of the amplicon (at 
the expense of primer binding) as the target product accumulates. Despite these 
difficulties, quantitative PCR methods have been devised that use equipment and 
techniques common to most molecular biology laboratories (a PCR block, agar-
ose gel electrophoresis, and densitometry analysis). These methods endeavor to 
overcome the difficulties of tube-to-tube variation in efficiency and the limita-
tions imposed by the need for measurement during the exponential phase of 
PCR. These “end-point” methods separate the amplicon from other reaction 
components by agarose gel electrophoresis and quantitate by staining with 
ethidium bromide (EtBr) (8), incorporate radiolabeled nucleotides or primers 
followed by autoradiography or phosphoimaging, or use hybridization strategies 
such as Southern blotting using radiolabeled amplicon-specific probes, to meas-
ure the quantity of amplicon synthesized. However, to ensure that measurements 
are made during the exponential phase it is necessary to sample and analyze the 
product every cycle or to run multiple serial dilutions of each DNA amplified.

Another approach is competitive RT-PCR, which has the important advan-
tage that products can be analyzed when the PCR process has reached 
a plateau and not only during the exponential phase (9). In this method, an 
internal standard that shares the same primer sequences as the target is ampli-
fied in the same tube leading to competition for reagents. The internal standard 
product is designed to have a small difference in size to the target amplicon 
(or a unique restriction site) allowing the amplicon generated from the internal 
standard to be distinguished from the target amplicon by agarose gel electro-
phoresis and enabling both products to be quantified by gel densitometry. A 
series of PCRs are run with a fixed amount of cell or tissue cDNA and varying 
concentrations of competitor. A graph of the logarithm of the ratio of target 
amplicon intensity/competitor amplicon intensity versus concentration of 
competitor spiked into the reaction is linear. The concentration of target cDNA 
can be determined from this graph as the logarithm of the ratio of target ampli-
con intensity/competitor amplicon intensity is zero when the concentration of 
target and competitor were equal at the start of PCR (10–12).

Competitive RT-PCR is an ingenious and elegant procedure that circum-
vents some of the substantial problems in making PCR quantitative. However, 
competitive PCR assays are labor-intensive, unsuited to high throughput 
requiring post-PCR processing for all reactions, have a limited dynamic range 
and are expensive to run. These substantial practical problems limit the utility 
of this technique for quantitating gene expression.

2. Real-Time PCR

Techniques like competitive RT-PCR, rely on “end-point” analysis of amplicon 
and have been largely superseded in the last few years by the development of 
real-time PCR instruments that combine rapid amplification with fluorescence 
detection and quantitation of product. Such instruments allow cycle-by-cycle 
quantitation of accumulating product in real-time, so that the entire course 
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of the PCR process can be accurately defined,  making possible reproducible 
determination of starting template concentration. Real-time PCR assays have 
many advantages over “end-point” assays. These include a very large dynamic 
range (>8 log units), high throughput, and a very high sensitivity, with a typi-
cal assay able to measure as little as 10 copies of an amplicon. Furthermore, 
real-time PCR assays have high precision—interassay and intra-assay coef-
ficients of variation are <10% when measuring only 100 copies. Assays run 
in a closed tube system and no handling or manipulation of PCR products 
is required, minimizing the risk of cross-contamination between samples. A 
large number of fluorescence detection strategies have been developed. These 
include the use of “nonspecific” DNA-binding dyes such as SYBR Green I 
that will be the focus of this review, and a variety of probe-based methods 
that rely on hybridization of a specific fluorescent probe to a sequence unique 
to the amplicon. These probe-based methods have the potential for multiplex 
assays to measure two or more products in a single tube, as many real-time 
PCR instruments have the capability to measure signals generated from mul-
tiple fluorophores simultaneously.

The use of real-time PCR to measure levels of expression of specific mRNA 
requires isolation of RNA, conversion of RNA into cDNA by the enzyme 
reverse transcriptase (RT) and finally amplification and detection of accumu-
lating products in real-time. The advantages of real-time PCR assays have led 
many users to give insufficient consideration to some of the steps in the process. 
Standard operating procedures have not yet been developed for real-time PCR 
assays, though recent detailed guidelines (13,14) represent an important step 
towards improving quality control of these quantitative assays.

2.1. RNA Extraction and Purification

When extracting RNA, a critical consideration is the quality of the purified 
RNA. Disruption of cellular material leads to the release of RNases, enzymes 
that rapidly degrade RNA. Hence a crucial step in minimizing degradation 
is the inhibition of RNases. This is usually achieved by the inclusion of 
guanidine isothiocyanate (GITC), a powerful RNase inhibitor, in the homog-
enization buffer. It is also necessary to use RNase-free consumables, such 
as tubes and pipet tips, throughout the purification procedure. Cleanliness is 
paramount; work surfaces and pipets should be wiped with diluted bleach or 
commercial RNase-inhibiting detergents. For isolation of RNA from tissues 
we strongly recommend placing tissue in RNAlater® to stabilize the RNA and 
limit degradation. There are various means of extracting RNA from cells and 
tissues, both manual and automated.

Manual extraction by phenol-chloroform remains popular, but is labor-
intensive and therefore suitable for only a small number of samples at any 
one time. Furthermore, phenol is hazardous and several phenol-free commercial 
kits are now available. The method is based on modifications of the original 
paper by Chirgwin et al. (15) and relies on removal of proteins by a phenol-
chloroform mixture and the recovery of RNA in the aqueous phase. Commercial 
solutions of phenol with GITC are available from several companies. Cells are 
lysed or tissues are homogenized in this solution, to which chloroform is then 
added. The homogenate is then centrifuged separating the mixture into a lower, 
organic phase, containing proteins and an upper, aqueous phase containing RNA. 
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The white layer visible between the two phases is the interphase, containing 
DNA. The aqueous phase is removed, RNA is precipitated by the addition of 
isopropyl alcohol, pelleted by centrifugation, washed with ethanol, and finally 
dried and resuspended in RNase-free water or buffer.

An alternative technique uses spin-columns containing a silica-based mem-
brane and buffers that allow the selective binding of RNA. Cells are usually 
lysed in an SDS-based buffer containing GITC, ethanol is added, and the 
lysate is transferred to a column containing a silica membrane. The column 
fits into a microfuge tube and samples are then centrifuged; RNA adheres to 
the membrane and proteins, DNA and other cellular constituents are contained 
in the flow-through collected in the tube and discarded. The RNA is washed 
and finally eluted in water.

Spin-column technology has been incorporated into high-throughput pro-
cedures in which a silica membrane in a 96-well plate format is used rather 
than individual columns. The advantage of this format is that it allows for 
automation. Several robotic liquid handing systems are available that will 
pipet the required solutions into the wells. The solutions can be passed through 
the membrane using either suction (the plate is attached to an automated or 
manually operated vacuum manifold) or by centrifugation. One potential 
drawback of these systems is that if the cell lysate is too viscous or tissue is not 
well homogenized, the membrane becomes clogged and both RNA yield and 
purity may be very low. For very confluent cell monolayers, concentrated cell 
suspensions or for tissue, a preliminary experiment to optimize the volume of 
lysis buffer is advisable before proceeding with sample processing.

A variation of spin-column technology uses silica-coated magnetic beads 
rather than a silica membrane. Beads are incubated with cell or tissue lysate 
and RNA binds to the silica coating. A robotic system handles all the pipet-
ing and incorporates a strong magnet that allows the beads to be collected and 
deposited into the various buffers and solutions through the wash steps to elu-
tion of the RNA. One advantage is that clogging is not a problem as the system 
is membrane-free. The disadvantage is that the hardware is more expensive 
than that for the membrane-based systems described above. Plate-based isola-
tion, either using a vacuum or magnetic bead system, is more convenient when 
extracting RNA from many cell or tissue samples. Our experience suggests that 
yields tend to be slightly greater with the magnetic bead system. For extracting 
RNA from tissues we prefer to use the aqueous phase of the phenol-chloroform 
method, which is then processed using a magnetic bead system or spin columns. 
Effective homogenization of tissues ensuring rapid inactivation of RNases is an 
important step. This can be achieved reliably and extremely effectively using a 
bead-mill homogenization method (e.g., Qiagen Tissuelyser).

It is also possible to isolate poly(A) containing mRNA directly using mag-
netic beads coupled to oligo(dT). This procedure is effective and allows elu-
tion of mRNA for reverse transcription in a small volume. Though the mRNA 
obtained in this way may be very suitable for subsequent reverse transcription 
and quantitative PCR, the amount of mRNA obtained is often so low that it is 
not easy to check its quantity and quality before downstream analysis.

2.2. RNA Quality and Concentration

The issue of assessing RNA quality has been much debated, but it is gener-
ally agreed that one should make all possible efforts to minimize degradation 
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of RNA and to obtain RNA that is free from contamination by DNA and 
 proteins (14). Rapid cell or tissue lysis in a buffer able to inhibit RNases 
is critical. A greater number of cultured cells or tissue mass does not mean 
a higher RNA yield unless you can ensure that the RNases of all cells are 
immediately inactivated. Perhaps the commonest method to assess integrity 
of RNA is to run samples on a formaldehyde-agarose (denaturing) gel con-
taining ethidium bromide and to quantify the ratio of 28S to 18S ribosomal 
RNA by densitometry. The intensity of the 28S band should be at least twice 
that of the 18S band. The Agilent Bioanalyser or Biorad Experion are rapid 
automated capillary electrophoresis systems for analyzing RNA integrity. 
Both systems return the 28S/18S ratio but the former also computes a RIN 
(RNA integrity number), using an algorithm that includes the 28S/18S ratio 
(16). The drawback of both systems is the expense of the hardware and 
consumables compared with the conventional gel method. Recently Nolan et 
al. (14) reported a method for assessing RNA degradation by priming three 
regions of GAPDH: the 5' end, the middle and the 3’ end and quantifying the 
relative amounts of each amplicon by multiplex qPCR. Intact RNA should 
have equal (or at least similar) amounts of each. This assay, termed the 3':5' 
assay, may be adapted for different RNA targets.

In practice it is not always possible to obtain intact RNA, for example, 
degradation is very common in samples extracted from formalin-fixed and 
paraffin-embedded (FFPE) tissue. Similarly, if it is not possible to dissect 
postmortem tissue immediately, some RNA degradation may well occur 
owing to the release of RNases. In all cases, it is important to ensure that RNA 
integrity is similar between all samples to be compared; that is, one should not 
use intact RNA from a control group and degraded RNA from a treated group. 
Indeed, very degraded RNA from FFPE samples can be used as long as all the 
samples exhibit a similar degree of degradation (17,18).

The purity of the RNA is a further quality control consideration. Purity can 
be determined from the ratio of the sample absorbance at 260 and 280 nm. 
Pure RNA should have a ratio of around 2. Small volume spectrophotom-
eters like the NanoDrop spectrophotometer are useful, though the 260/280 
ratio can be determined in any UV-spectrophotometer. The NanoDrop 
requires only 1.5 µL of undiluted sample, thereby eliminating dilution errors 
and preserving the precious RNA sample. It is important to realize that 
although a low 260/280 ratio may signify protein contamination; an accept-
able ratio does not preclude contamination from DNA, which will also be 
detected at 260 nm. Therefore, routine treatment of all RNA samples with 
DNase, either during the RNA purification process with an “on-column” 
digest or by adding a DNase step in the magnetic bead extraction protocol, 
or after purification is advisable to reduce the likelihood of amplification of 
products from contaminating genomic DNA. RNA concentration is derived 
from the absorbance at 260 nm, the length of the light path and the molar 
extinction coefficient. An absorbance reading of 1 equals 40 ng RNA. An 
alternative means of measuring RNA quantity is the use of the fluorescent 
dye RiboGreen, which shows a very large increase in fluorescence when 
bound to RNA (19). RiboGreen assays are linear over a wide range, suit-
able for quantitating RNA in large numbers of samples simultaneously on a 
plate reader and are much more sensitive than measurement of absorbance 
at 260 nm.
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2.3. Reverse Transcription

The polymerase chain reaction relies on a DNA polymerase to amplify the 
starting template, DNA. Therefore, to quantify gene expression, cell or tissue 
RNA and must first be converted to a DNA template before amplification can 
occur. Fortunately, retroviruses contain an enzyme that can do just that—convert 
RNA to DNA. This is because the retroviral genome is composed of RNA and 
genome replication depends upon conversion of the viral RNA to DNA inside 
a host cell. The enzyme used in reverse transcription is a retroviral reverse 
transcriptase, commonly from the Moloney murine leukaemia virus (MMLV) 
or the avian myeloblastosis virus (AMV), although some commercial kits now 
contain modified recombinant enzymes from other sources. Naturally occur-
ring reverse transcriptases also have an RNase H activity, which degrades 
RNA hybridized to DNA. The enzymes used in the laboratory reaction do not 
possess the latter function.

To reverse transcribe RNA before PCR, the reverse transcriptase, requires 
the four deoxynucleotides, dATP, dCTP, dGTP, and dTTP (generically termed 
dNTPs), the appropriate buffer and salts, and a primer. Three types of primer 
are commonly used; random primers, oligo (dT) primers, and gene-specific 
primers. Random primers consist of short strands of deoxynucleotides, usually 
6–10 bases long, in random sequences. As their name suggests, these bind 
randomly to complementary RNA sequences and therefore provide a good 
representation of the RNA population, including ribosomal RNA. Oligo (dT) 
primers consist of short strands (usually ~18 bases long) of thymine deoxy-
nucleotides, and target the poly A tail of mRNA. They cannot, therefore, prime 
cDNA synthesis of ribosomal RNA. Oligo (dT) priming tends to give a biased 
representation of the 3'-end of mRNAs. If the target amplicon sequence is at 
the 5'-end of the mRNA this may make it more difficult to quantitate genes 
that are expressed in low abundance. We routinely use a mixture of random 
and oligo (dT) primers for reverse transcription to maximize the probability of 
representing the greater part of the RNA population within a sample. The RT-
PCR reaction primed by either or both of these types of primers will produce 
complementary DNA (cDNA) copies of the different RNA molecules in the 
sample. Gene-specific primers allow reverse transcription of only the specific 
genes that the researcher intends to measure by qPCR. Their advantage is that 
very rare genes within a sample, which might not be well represented by using 
random or oligo (dT) primers, can be reverse transcribed. A practical disadvan-
tage is that any genes not targeted in the initial RT reaction cannot subsequently 
be quantified from that sample.

The RT procedure itself usually consists of an RNA denaturation step 
(heating the RNA sample to 65–70°C in the presence of primer and quickly 
cooling on ice) followed by addition of the RT enzyme and all other reaction 
components (dNTPs and enzyme buffer). An RNase inhibitor is often added 
to protect unstable RNA from RNases. The components are heated to the 
ideal working temperature for the particular enzyme (37°C or 42°C usually) 
for 15 min to 1 h. Finally the RT enzyme is inactivated by heating at 95°C. 
Some RNAs have significant secondary structure and some protocols use 
higher reaction temperatures to increase reaction efficiency. Before quanti-
tative PCR the reaction is diluted 5- to 100-fold with transfer RNA (tRNA, 
10 µg/ml) in nuclease-free water. tRNA is added as a carrier to minimize 
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loss of cDNA onto surfaces; tRNA itself does not generate any PCR prod-
ucts. cDNA is diluted before quantitative PCR as undiluted cDNA added 
to the PCR reaction may alter the optimum salt and pH conditions result-
ing in lower reaction efficiency in undiluted cDNA than in diluted cDNA. 
Undiluted cDNA may even fail to generate any PCR product, whereas a 
10-fold dilution of cDNA amplifies with high efficiency. Often it is recom-
mended that the cDNA makes up at most 20% of the qPCR reaction volume. 
Typically, we dilute cDNA 10-fold then make the cDNA 20% of the volume 
of the reaction to ensure a low background fluorescence and high efficiency 
in the amplification step (Fig. 11.1). When using a standard (this could be 
the purified PCR product or a linearized plasmid containing the target gene) 
it is essential to show that these standards amplify with the same efficiency 
as the cDNA. After all in the standard reaction tubes, the only template that 
is likely to be copied is the expected one so this may well be amplified very 
efficiently, whereas the cDNA will contain many thousands of potential tem-
plates, so that misprimed products are much more likely to occur, or even 
PCR inhibition resulting from inhibitors carried over from the initial RNA 
isolation. To ensure standards and cDNA amplify with comparable effi-
ciency, the slope of the standard curve can be compared with the slope of a 

Fig. 11.1. Appropriate dilution of cDNA is required before amplification by real-time 
quantitative PCR. The figure illustrates the problem that high background fluorescence, 
because of insufficient dilution of cDNA, may cause. The standards (•) were produced 
from serial 10-fold dilutions of a 108 copies/µL of PCR product amplified from the 
same source as the samples, purified and then quantified. Fluorescence from the NTC 
(no template control, X) never exceeds that of the background (below the dotted hori-
zontal line that represents the threshold cycle). A sample (∆) that was diluted 50-fold 
following RT gives an amplification curve that is parallel to the standards and a back-
ground fluorescence equivalent to that observed in the standards. A sample that was 
diluted only 5-fold following RT is also shown (�); the background fluorescence in this 
sample is high and the curve is not parallel with those of the standards. The calculated 
CT for this sample (17.6) is represented by the arrow. The dotted line (�) illustrates 
approximately where the curve should be and its CT value is 19.6. Thus, a difference of 
2 cycles means that the copy number obtained for this sample is ~4-fold greater than 
its real value simply because of the high background. It is therefore important to ensure 
that samples are diluted sufficiently before quantitative PCR. This can be checked by 
making a serial dilution of sample cDNA and comparing it against the amplification 
plots of the standards
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dilution series of a cDNA. Fig. 11.2 shows an example of this; the efficiency 
of amplification of standards is 89%, whereas cDNA amplifies with a very 
similar efficiency, 92%. In our experience, as long as cDNA is diluted before 
PCR, standard and cDNA amplify with very similar efficiencies.

Another important consideration is that reverse transcription efficiency is 
probably the most variable step in the whole process of quantification of gene 
expression. Efficiency may vary from sample to sample and for different targets 
within the same reaction. To minimize such potential variation, reverse tran-
scription should be done on all RNA samples in an experiment at the same 
time using a common master mix using the same quantity of RNA in all 
reactions.

3. Real-Time Quantitative PCR

3.1. DNA Binding Dyes – SYBR Green I

SYBR Green I is a minor groove DNA binding dye (20). In solution (i.e., 
not bound to DNA) its fluorescence is low but on binding to double-stranded 
DNA, fluorescence increases (Fig. 11.3). Of the detection chemistries avail-
able for real-time PCR it is the least expensive, does not require the synthesis 
of a target specific probe, and can be used with any pair of primers to measure 
any gene. Many manufacturers now offer quantitative real-time PCR kits using 
SYBR Green I suitable for use in all of the instruments available. It is gener-
ally possible to develop a real-time quantitative assay using primers already 
optimized in regular block PCR. However, it is preferable to design primers 
specifically with real-time assays in mind.

Most kits now include a hot-start Taq polymerase, rendered inactive at 
room temperature, either by complexing with an antibody or by chemical 
modification. The Taq enzyme must be activated in a preliminary heating step 

Fig. 11.2. Confirmation that the standards (i.e., a serial dilution of the purified PCR 
product) and a cDNA sample amplify with very similar efficiency. The experiment ran 
a dilution series of the standard (¨107 to 101 copies) and a 10-fold dilution series of a 
pool of cDNAs (  ) obtained from 24 rat pineal glands. The amplification efficiency of 
the standards was 89% whereas the efficiency of cDNA amplification was 92%
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allowing reaction set-up on the bench. Most kits have an optimized reaction 
buffer formulation that dispenses with the need to run preliminary reactions 
to determine the concentration of Mg2+ giving the best yield and specificity. 
As the PCR progresses, greater amounts of SYBR Green I bind to the accu-
mulating double-stranded amplicon, giving an increase in fluorescence that 
is proportional to the concentration of the product. Fluorescence is measured 
once each cycle at the end of each extension step. Quantitative real-time 
assays using SYBR Green I are as sensitive as those using any of the sequence 
specific fluorescence detection strategies. One potential drawback of using 
SYBR Green I is that it will detect not only the specific target, but also any 
nonspecific products that may be amplified or even primer-dimers if they are 
formed. However, this is not a difficulty in practice if sufficient care is taken 
in designing specific primers (as it should be in any PCR). In any case, it 
is possible to verify the identity of the product in all amplified samples by 
using the melting analysis function available on many real-time instruments. 
At the end of amplification, the temperature of the instrument is lowered to 
5°C above the annealing temperature, allowing all double-stranded products 
to anneal and SYBR Green I to bind, giving maximum fluorescence. The 
instrument is then programmed to increase temperature slowly (0.1°C/s) while 
continuously monitoring the fluorescence signal. If a single product has been 
generated during PCR, the measured fluorescence will fall dramatically as all 
of the identical amplicon molecules denature as their melting temperature is 
reached. The first negative derivative (i.e., the change in fluorescence divided 
by the change in temperature, −dF/dT) is plotted against temperature, and a 
single peak is generated for a single amplicon species. If primer-dimers have 
been generated these will typically melt at a lower temperature, as they will be 
shorter than the genuine product. Fig. 11.4 shows a comparison of the melting 

Target strand

Target strand

3'

3'

5'

5'

5'

Exciting
light

SYBR
Green

(a)

(b)
Fluorescent

emission signal

Fd Fd

Fig. 11.3. Use of SYBR Green I to detect accumulating amplicons in real-time quan-
titative PCR. SYBR Green I shows a large increase in fluorescence on binding to the 
double-stranded amplicon. Fd, fluorescent dye
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peaks of a standard, a cDNA sample and a NTC sample for a particular gene in 
which primer-dimers were a problem. In the absence of any genuine template 
(i.e., the standard or in cDNA samples expressing only very small amounts 
of the gene of interest) primer-dimers were often found (Tm ~75.5°C). The 
cDNA shown generated both a genuine amplicon (Tm ~79.5°C) and primer-
dimers and thus fluorescence readings for this sample could not be used. Once 
the Tm of the genuine amplicon is established, the amplification step of each 
cycle of the real-time assay program can be modified to include an additional 
heating step to a temperature ~2–3°C below the product Tm before acquiring 
fluorescence. In this way, fluorescence caused by primer-dimers is eliminated, 
because these have melted before the acquisition temperature is reached, whereas 
that produced by the genuine amplicon is retained and collected.

Additional fluorescent dyes have been synthesized that offer some advan-
tages over SYBR Green I. These include SYTO9 (21), EvaGreen (22), 
BOXTO (23), LCGreen (24) and SYBR GreenER. Increased stability even 
after multiple freeze-thaw cycles, improved enhancement of fluorescence on 
DNA binding and reduced inhibition of PCR are some of the features of the 
newer dyes. In addition, as SYBR Green I has a tendency to inhibit the PCR 
reaction it is used in real-time PCR at a concentration that may not saturate the 
amplicon. This makes SYBR Green I unsuitable for high resolution melting 
(HRM) analysis, an emerging method useful in genotyping and SNP scanning 
(25), as molecules of SYBR Green I released from double-stranded amplicons 
as they melt may redistribute, binding to un-occupied sites or other molecules 
of amplicon. Fluorescent dyes that can be used at a higher concentration, 
without compromising PCR efficiency, are more suited to HRM, and may 
supersede SYBR Green in time.

Fig. 11.4. An illustration of the generation of primer-dimers. The melting curve of the 
standard (¨purified PCR product) gives a single melting peak at ~79.5°C, whereas the 
NTC sample (�) has a peak at ~75.5°C. When cell cDNA is amplified (�) 2 peaks 
are apparent at ~79.5°C corresponding to genuine PCR product and ~75.5°C corresponding 
to primer-dimer

0

5

10

15

20

25

60 70 80 90

Temperature (8C)

d
F

/d
T



Chapter 11 Quantification of mRNA using Real Time RT-PCR 159

3.2. Probe Based Assays

An alternative, widely-used strategy for detecting the amplicon during the PCR 
process relies on the use of a probe containing an oligonucleotide sequence 
that is complementary to the target amplicon. A popular probe format is 
the use of hydrolysis or Taqman probes (Fig. 11.5). A detailed discussion of 
probe-strategies can be found in Wong and Medrano (26). Probe-based detec-
tion ensures that the only amplicon detected is the target amplicon; nonspecific 
products and primer-dimers cannot be detected. Thus, unlike SYBR Green I 
and other minor groove binding dyes, probe-based detection methods have 
an intrinsic additional specificity built-in. However, this does not mean that 
probe-based assays require less stringent assay conditions or primer design, as 
inefficient amplification can severely limit their sensitivity and reliability.

The probes used in quantitative PCR typically have a reporter dye whose 
fluorescence increases on hybridization with the specific amplicon. For most 
probe formats, in the absence of the target amplicon, probe fluorescence 
is inhibited by a quencher. A wide range of dyes and quenchers are avail-
able with different excitation and emission spectra, allowing the dyes to be 
distinguished from one another, and thus allowing simultaneous detection 
and measurement of multiple PCR products. This is referred to as multiplex 
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Fig. 11.5. Example of probe-based strategy for detecting accumulating product in 
quantitative PCR. Principle of hydrolysis or Taqman probes. A probe complementary 
to the specific target is synthesized with a 5'-fluophore (F) and a 3'-quencher dye (Q). 
The probe hybridizes to the target amplicon, but in the intact probe the quencher inhibits 
fluorescence emission (a). During the extension phase of PCR (b), the 5'→3' exonuclease 
activity of Taq polymerase cleaves the probe, releasing the fluophore allowing it to emit 
a fluorescent signal
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PCR. Most quantitative PCR instruments are able to measure fluorescence at 
multiple wavelengths and thus are capable of multiplex PCR. Although attrac-
tive in principle, multiplex quantitative PCR is not a routine procedure as a 
considerable investment in time and effort may be required for optimization to 
ensure that each target is amplified truly independently. Of course, there are 
circumstances when the time taken in developing a reliable multiplex assay 
is worthwhile, for example, in establishing diagnostic assays or when setting 
up high throughput quantitative PCR assays that will be used for a prolonged 
period of time.

3.3. Primer and Assay Design

The “rules” for primer design apply equally to the design of quantitative 
PCR primers. No additional purification of primers is needed and desalted 
primers from reputable manufacturers work well. Well-designed primers and 
probes are a prerequisite of successful quantitative RT-PCR. Primers should 
be approximately 18–30 nucleotides long with a GC content of 40–60%. 
Complementarity within the primers and repeats of 3 or more G or C should 
be avoided, and primers with sequence complementarity should not be used 
to avoid primer-dimers. If possible, primers that span or flank an intron 
should be used to prevent, or at least identify, potential amplification of 
genomic DNA. Secondary structure within the amplicon should be avoided 
and can be checked using MFold (http://mfold.burnet.edu.au/). Fortunately, 
primer design software programs such as primer 3 (http://frodo.wi.mit.
edu/cgi-bin/primer3/primer3_www.cgi) are freely available, and the manu-
facturers of a number of quantitative PCR instruments and/or consumables 
offer free design services. In addition, a growing library of assays exists in 
a public database (RTPrimerDB http://medgen.ugent. be/rtprimerdb/), which 
lists primer and probe sequences, submitted by researchers, which have been 
validated in real-time quantitative PCR assays. The database was set-up to 
prevent unnecessary and time-consuming primer design and experimental 
optimization, and to introduce a degree of uniformity and standardization 
among different laboratories.

For quantitative PCR we design all of our primers to have a very simi-
lar annealing temperature (59–60°C) and always choose primers that will 
synthesize short products between 60–140 bp. This allows a single common 
PCR run program for all assays so that multiple real-time PCR assays can be 
performed at the same time. Amplification of short products generally gives 
assays with very high efficiency that are more tolerant of reaction conditions. 
For example, the standard curves from quantitative PCR assays for 10 rat 
genes chosen at random from an unpublished microarray validation study are 
shown in Fig. 11.6. In these particular assays product sizes varied between 
60 and 200 bp. PCR efficiency ranged from 94.8% to 100.6% and correlation 
coefficients (r2) were all excellent (0.9978–1.0000). Like the quantitative 
PCR assays in Fig. 11.6 nearly all assays are linear over a very large concen-
tration range (108 log units).

Primer design is crucial to establishing a specific and sensitive real-time 
assay. When measuring gene expression, primers should be designed to 
anneal to separate exons. This, combined with RNase-free DNase treatment 
of the initial RNA sample before reverse transcription (see RNA quality and 
concentration above), can eliminate the risk that the product generated occurs 

http://mfold.burnet.edu.au/
http://frodo.wi.mit.edu/cgi-bin/primer3/primer3_www.cgi
http://frodo.wi.mit.edu/cgi-bin/primer3/primer3_www.cgi
http://medgen.ugent. be/rtprimerdb/
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by amplification of contaminating genomic DNA. The use of SYBR Green I 
detection necessarily requires that a single amplicon be generated. Although 
hybridization detection strategies may at first sight appear to be more forgiving 
of amplification of nonspecific products, in practice such mis-amplification 
or primer dimerization will reduce assay sensitivity and/or reliability. Time 
devoted to careful choice of primers and to optimising assay conditions is 
always time well-spent.

We have, on occasion, employed primers already in use in our laboratory 
for qualitative PCR, that generate specific, if rather long, products to establish 
workable real-time quantitative assays. The longest of these generated an 
amplicon of >900 bp. In such cases, assay sensitivity is reduced, typically to 
>100 copies rather than 10 copies usually achievable with shorter amplicons. 
Shorter amplicons are to be preferred even if new primers must be designed 
and synthesized as optimization of a poorly performing assay may be con-
siderably more trouble than simply designing new primers and developing 
a quantitative PCR assay with them. Some reviewers recommend the design 
and testing of several primers pairs, optimization of primer concentrations 
and even testing amplification using several Mg2+ concentration to develop 
a quantitative PCR that is highly sensitive and specific (14). In the past we 
have done this, but in the last two years we have adopted a simple strategy of 
using a fixed concentration of forward and reverse primer (500 nM), a common 
annealing temperature for all assays (57°C) and have used SYBR Green I kits 
from a manufacturer that contain a fixed concentration of Mg2+ (2.5 mM). In 
the great majority of cases this gives quantitative PCR assays that are sensitive; 
10 copies of a PCR product standard can not only be detected but this point 
falls squarely on the standard curve of copy number against crossing point (see 
Fig. 11.6). In addition, agarose gel electrophoresis shows that a single product 
is produced and this is confirmed by melting curve analysis. Careful design of 
primers can enable assays to be set-up that can quantitate highly homologous 

Fig. 11.6. Typical examples of standard curves obtained with SYBR Green RT-qPCR 
assays. Oligonucleotide primers specific for ten rat genes were synthesized and used to 
amplify standards (101 to 107 copies of the PCR products generated from tissue cDNA). 
All standard curves were linear with correlation coefficients (r2) close to 1 (range 
0.9978 to 1.000) and high amplification efficiency (E = 94.8 to 100.6%)
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transcripts (for example mRNA encoding tryptophan hydroxylase 1 and 2 
genes; 27) or alternatively spliced transcripts of a gene (Fig. 11.7). Occasional 
assays, no more than 1 in 20, fail to meet these standards. In our experience 
of such failed assays, either the primer pair does not amplify any product (in 
which case redesign and synthesis of primers is the best option) or efficiency 
is less than ideal. In one recent example from our laboratory an assay was 
linear with a very good correlation coefficient (r2 = 0.9998) but it had a low 
efficiency (~85%) so that the standard curve could measure only to ~100 cop-
ies. In practice, this was not a problem as the tissue cDNA being measured 
contained many tens of thousands of copies.

PCR efficiency is best measured by fitting a regression line to the graph 
of crossing point (CT) versus the logarithm of the template concentration 
and calculating the slope of this line. The efficiency is given by the equation 
10−1/slope. Ideally this calculation should give a value of 2, indicating an effi-
ciency of 100%. The ten SYBR Green I quantitative PCR assays shown in 
Fig. 11.6 had a mean efficiency of 98.4%, all were linear with correlation 
coefficients very close to 1 (mean r2 = 0.9994).

4. Avoiding Contamination

A common problem when many quantitative PCR reactions are run in a 
laboratory can be the appearance of small amounts of amplicon in NTC tubes. 
Typically very small numbers of copies of the amplicon made during previous 
reactions find their way into subsequent assays. This is always irritating 
but if your NTC contains <10 copies whereas the cDNAs you are measur-
ing contain many thousands of copies then such “contamination” may be of 
little consequence. Of course, when quantitating low abundance mRNA 
such contamination is much more than irritating. In our experience, the 
problem occurs more frequently if a particular assay is run many times, or if 
the particular gene being measured is very abundant (for example with some 
reference genes used for normalization). Colleagues who have used linearized 

Fig. 11.7. Melting analysis can distinguish closely-related amplicons. Distinct iso-
forms of the transcription factor, inducible cAMP early repressor (ICER) could be 
amplified and quantitated from the same cDNA sample using isoform specific primers. 
Melting curve analysis on the LightCycler (A) confirms agarose gel analysis (B) that 
distinct products are formed
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plasmids as standards, which were prepared in very large amounts have had 
contamination problems more frequently. If you consider that a product (120 bp) 
from a single PCR that is clearly visible after staining with ethidium bromide on 
an agarose gel may be ~10 ng, this is equivalent to ~8 × 1010 copies, and quan-
titative PCR routinely can measure 10 copies, it is clear that extreme care must 
be taken to prevent any carry-over of products into future reactions. Fig. 11.8 
shows a dilution series of a PCR standard (109 to 101 copies/tube) amplified 
for 40 cycles. In this example, amplification of the highest concentration of 
template (109 copies) seems to be inhibited (at least during the early cycles of 
PCR) because tubes containing 109 and 108 copies increase almost in parallel. 
In addition, in this particular assay the NTC sample is contaminated with some 
copies of the PCR product carried over from earlier runs. As a result though 
the graph of CT versus log copy number remains linear over a wide concentra-
tion range, distinct bends occur at the each end of the concentration range.

Measures taken to avoid such contamination include sensible steps such as 
the use of a dedicated set of pipets with filter tips for reaction set-up, regular 
decontamination of pipets and frequent changes of gloves especially after 
handling standards. Avoid opening quantitative PCR tubes in the room where 
other samples will be set up and if agarose gels are run to visualize products 
do this in a separate laboratory. Users of our instruments are advised that it 
is best to set up all of their reactions in their own laboratory, then bring only 
their reaction tubes over to the quantitative PCR laboratory. We also suggest 
that they do not take their reactions tubes back to their laboratory after a run. 
This is not because we are unfriendly or even short of space (though we are of 
course!); it is simply that if the products of previous reactions never enter the 
area set aside for reaction set-up then the chances of this sort of contamination 
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Fig. 11.8. When very high copy numbers of the target are present in either cDNA or 
the standard (�, 109 copies of standard in this example) amplification may be inhibited 
(A). Poor amplification at high copy number is most likely owing to hybridization of 
complementary strands during annealing, which prevents the polymerase from copy-
ing them. If nontemplate controls (NTC) are also contaminated with a small amount 
of the target amplicon as was also the case in this assay (�, 101 copies of standard) the 
extremes of the standard curve (e.g., 101 and 109 copies) can appear curved giving the 
standard curve a distinct S-shape. The other standards (�, 108 (left) to 102 (right) 
copies) amplify as expected and give a linear standard curve (B) with good linearity 
(r2 = 0.9986) if 109 and 101 samples are omitted
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are minimized. In addition, we clean the set-up area daily with 3% bleach, 
and are often tempted into covering the area with a new sheet of benchcote, 
especially if several reactions have been set-up during the day. You may think 
us paranoid, but we also prefer to work with the air conditioning off; when 
you have had small numbers of copies of PCR product spoil your otherwise 
excellent standard curve, you will understand our concern.

Routinely, we first thaw reagents (primers, water and the SYBR Green I kit 
containing DNA polymerase, dNTPs, reaction buffer and SYBR Green I dye) 
required to prepare the master mix, make this up and return these reagents to 
the freezer before even handling any standards or cDNA.

There is another approach to preventing this sort of contamination (28). 
Many SYBR Green I master mix reagents contain dUTP substituting for 
dTTP, so that the amplicon generated contains dUMP rather than dTMP. The 
enzyme uracil-N-glycosylase (UNG) can be added to the quantitative PCR 
and an additional incubation step (50°C for 2 min) included in the cycling 
programme before activation of the Taq DNA polymerase. UNG removes 
uracil from dUMP, thus if any amplicons generated in previous runs contami-
nate any of the samples, the contamination will be degraded. During the Taq 
activation step (95°C for 15 min.) the UNG is inactivated and contaminating 
molecules are destroyed ensuring that during amplification only the target 
DNA is  amplified.

5. Normalization and Data Analysis

The basis of quantitative PCR is the linear relationship between crossing 
point (CT) and the logarithm of the initial concentration of template amplified. 
Defining CT values can be accomplished manually by setting a threshold in 
the linear or exponential region of the amplification curve. However, many 
instruments have software that defines the CT for the user automatically. It is 
important to have some understanding of the procedure used in this automatic 
analysis because an experienced user may readily notice (and thus discard) 
samples with high background fluorescence or anomalous samples that clearly 
do not amplify with the expected high efficiency. The availability of melting 
analysis with SYBR Green I detection also enables each and every cDNA 
sample to be examined to make sure that a single melting peak is observed 
indicating that the expected PCR product has been generated.

The methods used for analysis of real-time PCR assays give data that is 
either absolute or relative. Absolute quantification requires that standards of 
known copy number are amplified in the same run, whereas relative quanti-
fication allows the fold-change between samples to be calculated. Analysis 
software is provided by the manufacturers of real-time PCR instruments ena-
bling the user to determine CT values for each sample (i.e., the fractional cycle 
when the fluorescence signal reaches a threshold set by the user within the 
linear phase of the reaction). Absolute quantitation requires that the standards 
and sample unknowns amplify with equal efficiency. Recent publications have 
discussed the merits of relative and absolute quantitation (29) and described 
the use of new algorithms allowing automated detection and characterization 
of the exponential phase of amplification curves to give increased precision in 
the determination of CT values (30).
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It is necessary to normalize quantitative PCR data to account for variations 
in starting material, mRNA (or DNA) extraction and differences in reverse 
transcription efficiency between samples. The issue of which method is most 
appropriate for normalization has been much discussed (31,32), but not satis-
factorily resolved. Normalizing gene expression data relative to the amount of 
RNA taken for reverse transcription has been used (32). However, this method 
does not correct for differences in cDNA synthesis efficiency, and may give 
problems if comparisons between quiescent and proliferating cells are made as 
ribosomal RNA quantity may differ. Measurement of 18S and 28S ribosomal 
RNA has also been used (33,34), although its suitability has been questioned 
(35). Ribosomal RNA comprises approximately 95% of total RNA and as 
such suffers from similar criticisms as those given for total RNA. Furthermore 
ribosomal RNAs are not polyadenylated unlike mRNAs proscribing the use 
of oligo(dT) as a primer for reverse transcription. Most commonly, an endog-
enous reference gene is quantitated in the same samples as the gene of interest. 
Ideally, this internal reference gene should be expressed at a constant level 
in different tissues and should not vary with experimental treatment. Often 
“housekeeping” genes such as GAPDH and β-actin are used, although there is 
evidence that the expression of these genes can vary substantially. At present, 
the most widely accepted way to normalize is to use the geometric mean of 
several reference genes (36). The underlying principle of using multiple refer-
ence genes is an important one. If mRNA in one sample has been reverse tran-
scribed less efficiently than in another then not only will the amount of cDNA 
for the gene of interest be lower but also those for reference genes. This also 
applies if less RNA was added into the reaction in the first instance. Measuring 
a single reference gene and using it to normalize the amount of a gene of inter-
est is no longer recommended as it is difficult to be sure any given reference 
gene is stably expressed. Comparison of multiple reference genes allows the 
most stable to be selected and averaged therefore reducing variability between 
samples. To minimize the risk of a treatment or condition affecting the refer-
ence genes it is advisable to choose genes involved in different physiological 
functions in the cell. Methods of selecting the most stable reference genes 
have been published (36,37) and the software can be down-loaded free of 
charge (for example, GeNorm, http://medgen.ugent.be/~jvdesomp/genorm/; 
BestKeeper, http://www.gene-quantification.info/).

6. Applications of Quantitative Real-Time PCR

The use of quantitative real-time PCR has increased enormously in the last 
five years. A PubMed search using the key word “real-time PCR” gave only 
45 citations for 1998–1999, but more than 4,600 citations for 2005. This rapid 
growth in real-time quantitative PCR has been driven by a growing awareness 
that this is a practicable technique that can generate reliable and valuable data, 
given appropriate care in template preparation, assay design, use and analysis. 
The specificity, sensitivity, accuracy and speed of real-time quantitative PCR 
make it the method of choice for measurement of gene expression. A number 
of real-time PCR cyclers have been brought to the market by a variety of 
established instrument manufacturers. In addition, improvements in primer 
and probe design, the development of additional fluorescent dyes and detection 

http://medgen.ugent.be/~jvdesomp/genorm/;
http://www.gene-quantification.info/
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strategies and the availability of quantitative PCR kits from many manufactur-
ers, have made these assays more affordable. Another important factor in the 
rapid growth of this technique is the remarkable range of applications of the 
technique itself in a very wide variety of basic biological and clinical research 
areas and its use in diagnostics. There seems little doubt that this method will 
become even more widely used in the future.
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1. Introduction

The PCR technique provides a highly specific and sensitive means for 
analyzing nucleic acids, but it does not allow their direct quantification. This 
limitation is because the efficiency of PCR depends on the amount of template 
sequence present in the sample, and the amplification is exponential only at 
low template concentrations (1). Owing to this plateau effect of PCR, the 
amount of amplification product does not directly reflect the original amount 
of template. Moreover, subtle differences in reaction conditions, such as mate-
rial from biological samples, may cause significant sample-to-sample variation 
in the final yield of the PCR product.

The problem of performing accurate quantitative PCR analyses has been 
addressed by two principal approaches. A quantitative PCR result can be 
obtained by “kinetic PCR,” in which the amplification process is monitored at 
numerous times or concentration points (2,3). Most conveniently, the amplifi-
cation process can be monitored in real time by, for example, the homogeneous 
TaqMan 5' nuclease assay or molecular beacon probes using a fluorescence 
detection instrument (4,5). The other approach, known as competitive PCR, 
utilizes an internal quantification standard sequence that is coamplified in the 
same reaction as the target sequence (6–8). The efficiency of the amplifica-
tion is affected by the sequence of the PCR primers as well as the size and 
sequence of the template. Therefore, the internal standard should be as similar 
to the target sequence as possible to ensure that the ratio of the two sequences 
remains constant throughout the amplification. An ideal PCR quantification 
standard differs from the target sequence only at one nucleotide position, by 
which the two sequences can be identified and quantified after the amplifica-
tion. Determination of the relative amounts of PCR products originating from 
the target and standard sequences allows calculation of the initial amount 
of the target sequence. If two target sequences are present as a mixture in a 
sample, it is easy and often sufficient to measure their relative amounts. To 
determine the absolute amount of a target sequence, it is necessary to add 
a known amount of standard sequence to the sample before amplification. 
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In this case, a measure of the amount of the analyzed sample, such as the 
number of cells or the total amount of DNA, RNA, or protein, is needed.

We have developed a solid-phase minisequencing method for the identifi-
cation of point mutations or nucleotide variations in human genes (9). This 
method is based on the distinct detection of two sequences that differ from 
each other only at a single nucleotide, making the method an ideal tool for 
quantitative analysis of DNA (10) and RNA (11) sequences by competitive 
PCR. In the solid-phase minisequencing method, a DNA fragment contain-
ing the variable nucleotide is first amplified using one biotinylated and one 
unbiotinylated PCR primer. The PCR product carrying a biotin residue at the 
5' end of one of its strands is captured on an avidin-coated solid support and 
denatured. The nucleotides at the variable site in the immobilized DNA strand 
are then identified by two separate primer extension reactions, in which a 
DNA polymerase incorporates a single-labeled deoxynucleotide triphosphate 
(dNTP) (see Fig. 12.1). Our first-generation assay format utilizes [3H]dNTPs 
as labels and streptavidin-coated microtiter plates as a solid support (12). The 
results of the assay are numeric counts per minute (cpm) values expressing 
the amount of [3H]dNTP incorporated in the minisequencing reactions. The 
ratio between the cpm values obtained in the minisequencing assay (R value) 
directly reflects the ratio between the two sequences in the original sample 
(see Fig. 12.2). The method allows quantitative determination of a sequence 
that represents less than 1% of a mixed sample; that is, the dynamic range for 
the quantitative analysis spans five orders of magnitude (10,14). Furthermore, 
because the two sequences differ from each other by a single nucleotide, they 

Fig. 12.1. Principle of the solid-phase minisequencing method. Analyses for two 
nucleotides performed in separate wells are shown on the left and right. Top panel: one 
PCR primer is biotinylated at its 5' end, resulting in a PCR product carrying biotin at 
the 5'end of one of its strands (filled circle). The product is captured in a streptavidin-
coated microtiter well and denatured. Lower panel: A detection step primer hybrid-
izes to the single-stranded template, 3' adjacent to the variant nucleotide. The DNA 
polymerase extends the primer with the [3H]-labeled dNTP if it is complementary to 
the nucleotide present at the variable site. After washing, the sample is denatured and 
the eluted radioactivity expressing the amount of incorporated label is measured
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Fig. 12.2. Solid-phase minisequencing standard curve prepared by analyzing mixtures 
of two 63-mer oligonucleotides differing from each other at one nucleotide in the 
mitochondrial tRNALeu(UUR) gene (16). The Ccpm/Tcpm ratio obtained from the minise-
quencing reactions is plotted as a function of the original ratio between two oligonu-
cleotides in the mixtures. (From ref. 13.)

Fig. 12.3. Result of the solid-phase minisequencing assay obtained at different PCR 
cycles and amounts of template. Mixtures of equal amounts (103, 107, or 1011 mol-
ecules) of the same oligonucleotide as in Fig. 12.2 were analyzed. The upper panel 
shows the cpm values obtained in the minisequencing assay at different PCR cycles, 
and the lower panel shows the corresponding Ccpm/Tcpm ratios

are amplified with equal efficiency during PCR, and the R value obtained is 
not affected by the amount of template present in the reaction (see Fig. 12.3). 
Consequently, the quantitative analysis can be performed irrespective of the 
phase of the PCR process. If two sequences are not present in the sample itself, 
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quantitation by minisequencing can be done relative to a standard added to the 
sample, as described above.

2. Practical Steps

The basic materials and equipment needed for solid-phase minisequencing 
are available in most molecular genetics laboratories. Routine contamina-
tion-free PCR facilities are needed, as well as a PCR machine. In addition, 
microtiter plates with streptavidin-coated wells (e.g., BioBind assembly strip; 
Thermo-Labsystems, Finland) are required, and use of a multichannel pipet 
and microtiter plate washer speed up the procedure, but are optional. A shaker 
at 37°C and a water bath or incubator at 50°C, as well as a liquid scintillation 
counter are needed. Exact descriptions of the materials and methods are in 
given in (14).

2.1. PCR Primer Design

Initially, PCR primers are designed so that one PCR primer is biotinylated 
at its 5' end during its synthesis, using a biotin–phosphoramidite reagent. 
If oligonucleotides are to be used as quantification standards (see Section 2.2.), 
the length of oligonucleotides that can be synthesized with acceptable yields 
sets an upper limit for the length of the PCR product at about 80–100 bp. The 
detection step primer for the minisequencing reaction is an oligonucleotide 
complementary to the biotinylated strand of the PCR product designed to 
hybridize with its 3' end immediately adjacent to the variant nucleotide to 
be detected (see Fig. 12.1). The detection step primer should be at least five 
nucleotides nested in relation to the unbiotinylated PCR primer.

2.2. Quantification Standards

To accurately quantify a sequence in a sample that contains only one sequence 
type, a standard should be designed to differ from the target sequence at the 
nucleotide to be detected in the minisequencing reaction (see Fig. 12.1). 
To construct a standard curve, a second standard identical to the target 
sequence is required. Oligonucleotide standards can be synthesized using a 
DNA synthesizer; PCR products or cloned DNA fragments also can be used. 
First, the molecular concentrations of the standards have to be determined. The 
optimal amount of the standard added to a sample depends on the abundance 
of the target sequence in the original sample. The ratio of the target-to- standard 
sequence should preferably be between 0.1 and 10. If no estimate of the  target 
sequence is available, it might be necessary to initially titrate the optimal 
amount of the standard in the analysis (e.g., 102, 104, or 106 molecules). For 
accurate quantification, standards representing both sequence variants should 
be available, and analysis of mixtures of known amounts of the two standards 
should be analyzed to construct a standard curve, as demonstrated in Figs. 
12.1 and 12.2 and Table 12.3.

2.3. PCR

Polymerase chain reaction follows routine protocols except that the amount 
of biotin-labeled primer should be reduced, not to exceed the biotin-binding 
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capacity of the microtiter well. If high binding capacity is required, avidin-
coated polystyrene beads can also be used. The PCR should be optimized so 
that one-tenth of the PCR product produces a single visible band after agarose 
gel electrophoresis and staining with ethidium bromide.

2.4. Solid-Phase Minisequencing (see Fig. 12.1)

The detection of biotin-labeled PCR product starts with affinity capture: 
The PCR product binds from its 5' biotin to the streptavidin-coated micro-
titer well. Each nucleotide to be detected at the variant site needs to be 
analyzed in a separate well. Thus, minimally two wells are needed per 
PCR product. After capture, the wells are washed carefully to remove 
PCR-derived dNTPs. Then, the PCR product is denatured in the wells, after 
which only the  biotin-labeled DNA strand of the PCR product remains 
attached to the well wall and the complementary strand is washed off. 
Next, the minisequencing  solution is added. This consists of a thermostable 
DNA polymerase, such as Taq polymerase, in its buffer, supplemented 
with [3H]-labeled dNTP specific to the mutation to be detected, as well as a 
detection step primer, which hybridizes its 3' end adjacent to the nucleotide 
to be detected. If the labeled dNTP matches the variant site, the polymerase 
extends the detection primer with this nucleotide, and the primer becomes 
[3H] labeled. After denaturation of the primer, the amount of incorporated 
nucleotide is measured by a liquid  scintillation counter. The ratio between 
the cpm values for the two nucleotides detected in separate wells reflects 
the ratio between the two sequences in the original sample. Because the 
specific activities of [3H]-labeled dNTPs vary, these have to be corrected 
before calculating the final ratio. Alternatively, a standard curve can be used 
to correct for these factors.

Our standard assay format uses [3H]-labeled dNTPs because of their 
low radioactivity and high chemical resemblance to natural dNTPs such 
as polymerase substrates. However, dNTPs or dideoxy-nucleotides labeled 
with other isotopes or with fluorophores can also be used. Furthermore, 
streptavidin-coated microtiter plates made of scintillating polystyrene are 
available. These allow direct detection of the extended primer after the 
minisequencing reaction, but a scintillation counter for microtiter plates 
is needed (15).

3. Examples of Applications

3.1. Determination of Allele Frequencies by Quantitative 
Analysis of Pooled DNA Samples

We have developed a system for forensic DNA typing, in which a panel of 
12 single-nucleotide polymorphisms (SNPs) is analyzed by the solid-phase 
minisequencing method (12). The statistical interpretation of forensic and 
paternity testing results requires information on allele frequencies of the 
analyzed markers in each particular population. To rapidly obtain this infor-
mation in the Finnish population, we utilized the quantitative nature of the 
solid-phase minisequencing method to determine allele frequencies of poly-
morphic markers by analyzing pooled DNA samples derived from hundreds 
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of individuals. The ratio between the two sequences at each polymorphic 
locus in the pooled DNA samples is equivalent to the allele  frequencies 
in the population. Table 12.1 shows the results from the analysis of allele 
frequencies of a polymorphism in the PROS1 gene on chromosome 13. 
A good correlation between allele frequencies determined from the pooled 
samples and those determined from about 100 alleles individually were 
observed (12). This possibility of determining the allele frequencies of 
common SNPs with good accuracy in pooled samples has recently been 
used in many association studies as an approach to increase the throughput 
of genotyping SNP markers. We also have determined the carrier frequency 
of a rare disease allele causing recessively inherited aspartylglucosaminuria 
in Finland by determining the frequency of the mutant allele (Table 12.2) 
by quantitative analysis of large pooled DNA samples (10).

Table 12.2. Determination of the copy number of the aspartylglucosaminidase 
Gene.

  Deduced AGA
Karyotype of sample Ccpm/(Ccpm + Gcpm) gene copy number

46,XY,−4,+der(4) t(4;12)  0.28–0.33a 1
(q31.3;p12.2)mat

46,XX,del(4)(q33) 0.26–0.32a 1

46,XX,−21,+der(21) t(4;21)  0.63–0.70a 3
(q28;p13)mat

Controls b 0.50–0.54 2
a Range of variation of five parallel assays.
b DNA from individuals heterozygous for the target nucleotide in the aspartylglucosaminidase 
gene.
Source: ref. 19

Table 12.1. Example of the determination of the allele frequencies of a polymor-
phism in the PROS1 gene by quantitative analysis of pooled DNA samples.

 [3H]dNTP   
 incorporated (cpm) b 

R value Allele frequencyc

Samplea A reaction G reaction (Acpm/Gcpm) A allele G allele

Pool 1390 2750 1280 2.14 0.59 0.41

Pool 860 2240 1048 2.15 0.59 0.41

Pool 920 2510 1190 2.11 0.58 0.42

Control (AA) 2100 52 40 — —

Control (GG) 96 1930 0.050 — —

Control (AG) 2480 1660 1.49 — —

No DNA 64 39 — — —
a The numeral gives the number of individuals in each pool. AA, GG, and AG indicate the geno-
type of the individual control samples.
b Mean values of five (pools) or two (individual controls) parallel assays. The specific activities of 
[3H]dATP and [3H]dGTP were 58 and 32 Ci/mmol, respectively.
c The allele frequencies determined from 50 individual samples were 0.61 (A) and 0.39 (G) (12).
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3.2. Detection of Heteroplasmic Point Mutations 
of Mitochondrial DNA

Disease-causing point mutations of mitochondrial DNA (mtDNA) are most 
often heteroplasmic; that is, the tissues of patients contain both mutant and 
normal mtDNA. The solid-phase minisequencing method is particularly  useful 
for detecting heteroplasmic mtDNA mutations, allowing both identification 
and quantification of the mutation in the same assay. Using this method, 
we have observed a correlation between the degree of heteroplasmy and the 
severity and age of disease onset in two mitochondrial disorders associated 
with mtDNA point mutations (13,16) (Table 12.3). Furthermore, a decline 
of a mutant mitochondrial DNA population was shown to occur during aging 
(17,18). The method is widely used in clinical DNA diagnosis laboratories for 
routine detection of point mutations.

3.3. Determination of Gene Copy Numbers

We have developed an alternative method to the widely used fluorescence 
in situ hybridization techniques in the determination of the copy number of 
human genes. The copy number of the aspartylglucosaminidase gene, located 
on the chromosome 4q, was determined by solid-phase minisequencing in 
the samples of three patients with either deletions or duplications involving the 
distal region of chromosome 4q. A known amount of DNA from a patient 
homozygous for a mutation in the marker gene was mixed with the DNA 
 samples to be analyzed to serve as an internal standard, and the relative 
amount of normal sequence was determined by the solid-phase minisequencing 

Table 12.3. Example of the result of a solid-phase minisequencing analysis 
of mixtures of two 63-Mer oligonucleotides differing from each other at one 
nucleotide in the mitochondrial tRNALeu(UUR) gene.

Ratio of wild-type
sequence to Tcpm Ccpm R value
mutated sequence (wt oligo) a (mut oligo) b (Ccpm/Tcpm)

Wild type 3110 44 0.014

50 : 1 3640 190 0.05

20 : 1 2780 420 0.15

10 : 1 2830 730 0.26

4 : 1 2520 1690 0.67

1 : 2 1650 2810 1.7

1 : 4 790 3630 4.6

1 : 10 350 3790 10.8

1 : 20 210 4760 22.7

1 : 50 120 4800 40.0

Mutant 43 4580 106.5

H2O 41 23 —
a The specific activities of the [3H] dNTPs: dTTP=126 Ci/mmol; dCTP=67 Ci/mmol.
b In this case, two [3H] dCTPs were incorporated into the mutant sequence.
Source: ref. 13.
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method (19). This application demonstrates the suitability of the method for 
determining monosomies, trisomies, and loss of heterozygosity, provided 
that a DNA standard containing a suitable polymorphism is available.

3.4. Identification of Mixed Samples

The R values obtained by solid-phase minisequencing, when individual 
genomic DNA samples are analyzed for a variable nucleotide, fall into three 
distinct categories that unequivocally define the genotype of the sample. 
R Values falling outside of these three categories that normally differ from 
each other by a factor of 10 suggest the presence of contaminating DNA 
in the sample (12). The ability of the method to identify a mixed sample is 
an advantage in forensic analyses, where stain samples could contain DNA 
from several individuals, as well as in prenatal diagnosis, where placental 
biopsy samples could contain contaminating maternal DNA, and for mutation 
analysis in tumor samples that could contain normal DNA. Recently, we have 
utilized the possibility of quantitative genotyping of mixed samples to monitor 
the success of allogenic stem cell transplantation in leukaemia patients. In this 
application, the change of each patient’s blood cell genotypes to that of the 
donor were assessed quantitatively after the transplantation (20).

3.5. High-Throughput Genotyping of SNPs

Single-nucleotide polymorphisms (SNPs) are the most abundant form of 
genetic variation, occurring approx every 1–2 kb in the human genome (21). 
New assay formats with low reagent costs are required for highly multiplexed 
SNP genotyping, which is becoming of increasing importance in association 
studies of complex disorders. Solid-phase minisequencing meets that chal-
lenge when adapted to a microchip format (22). In this format, minisequencing 
primers, or tags homologous to the detection primers, are attached on a glass 
chip, and the detection of minisequencing reaction is based on the incorpora-
tion of a fluorescent dye. The microarray-based minisequencing allows simul-
taneous, quantitative analysis of up to 100 SNPs in 56 samples per microscope 
slide, detecting 2% of the minority alleles (23).

In conclusion, solid-phase minisequencing is an accurate high-sensitivity, 
low-cost method applicable to a routine molecular genetic laboratory for single-
nucleotide detection. It is widely used in DNA diagnostic laboratories for nuclear 
gene mutation detection as well as relative quantification of mitochondrial DNA 
mutations. It also is applicable to the microarray format for efficient screening 
and genotyping of SNPs.
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1. Introduction

Changes in DNA copy number can result in a wide range of pathological 
conditions such as mental retardation, malformations, developmental delay, 
neurological disorders and congenital anomalies. These copy number changes 
may be large or small and they may include the entire or segments of a chromo-
some. Conventional chromosomal analysis (karyotyping) allows detection of 
chromosomal aberrations larger than 5 Mb, however smaller aberrations are not 
detectable with the existing G-banding analysis. Microdeletion syndromes, subtle 
deletions and complex rearrangements in the subtelomeric regions are typical 
examples of small abnormalities that cause clinical phenotypes but are not visible 
by routine cytogenetics. Such small imbalances, called “submicroscopic,” can 
only be detected using other methods that provide high-resolution analysis.

Several methodologies have been developed to detect these submicro-
scopic genetic imbalances. The introduction of fluorescence in situ hybridi-
zation (FISH) led to the identification of cryptic chromosomal imbalances 
that were undetectable with high-resolution G-banding chromosomal 
analysis. Examples include detection of most of the known microdeletion 
syndromes, microduplications, interstitial segment imbalances and subtelo-
meric rearrangements (1–5), using locus-specific or subtelomeric specific 
FISH probes. Although FISH methodology provided significant improve-
ments in the field of cytogenetics, it does not offer an alternative approach 
to G-banded chromosomal analysis, as it is a targeted method, which does 
not provide genome-wide analysis.

DNA-based methods such as quantitative PCR or real time PCR can also 
be applied to determine small copy number changes (6,7). These are high-
resolution methods but are also targeted to specific known loci. Simultaneous 
analysis of multiple loci is technically challenging and it is therefore difficult 
to screen large genomic regions and identify new genes.

Until now, the only alternative method to chromosomal analysis, for 
genome wide screening was comparative genomic hybridization (CGH). 
Conventional CGH analysis uses metaphases and permits the detection of 
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chromosomal deletions or duplications as small as 3 Mb (8). The  advancement 
from metaphase chromosome-based CGH to microarray based-CGH using 
BAC and PAC clones has increased the resolution to higher than 1 Mb (9,10). 
Microarray-based CGH has been performed successfully to screen total 
genome to identify subtle abnormalities in cancer samples (11), mental retar-
dation (12). The sensitivity and specificity of array-CGH was further increased 
with recent improvements and modifications, such as tiling resolution BAC 
arrays covering the entire human genome with approximately one clone per 
100 kb (13), hybridization of genomic representations to CGH arrays (14), 
arraying long oligonucleotide probes (15), Affymetrix SNP arrays (16,17) and 
other commercial solutions with extreme resolution (18). Array-CGH has been 
proven to be very sensitive and is rapidly becoming the method of choice for 
high-resolution genome-wide screening to detect known and unknown copy-
number changes.

A new DNA-based method for the reliable determination of locus copy 
number in complex genomes is multiplex amplifiable probe hybridization 
(MAPH) (19). This method relies on the fact that probes can be quantitatively 
recovered and amplified after hybridization to genomic DNA template. MAPH 
uses probes that can be specifically designed for any locus, telomere, chromo-
somal segment, whole chromosome or the total human genome at extremely 
high resolution, and enable the sensitive detection of loss or gain of genomic 
DNA sequences as small as 150 bp. However gel-based detection places a limit 
to the multiplicity of MAPH, as in most cases only 30–50 probes per assay 
are included.

The latest advancement in MAPH methodology is the introduction of 
microarrays, resulting in the development of microarray-based MAPH (array-
MAPH) (20,21). This new method combines the high specificity and sensitivity 
of MAPH with the high multiplicity of microarray format. Array-MAPH could 
be applied as a potential alternative to array-CGH, offering several advantages 
for the detection of copy number changes in the human genome.

2. Methods

2.1. Multiplex Amplifiable Probe Hybridization

2.1.1. Probe Preparation
MAPH and array-MAPH are illustrated in Fig. 13.1. Both methodologies 
require probe selection and preparation. Correct selection of probes is one 
of the key steps towards a successful MAPH experiment and it is based on a 
number of important criteria. Probe sequences should be: unique in the human 
genome, nonrepetitive, nonpolymorphic, well localized, size varying from 
100 bp to 600 bp, evenly spaced over the studied genomic region and have 
similar GC% (around 50%) to ensure similar hybridization conditions. Each 
probe should represent a specific sequence of interest, which might be any 
locus of human genome including genes, non-coding specific loci, subtelom-
eric or subcentromeric regions.

There are two different strategies of probe preparation (Fig. 13.1A). The first 
is to identify the DNA sequence in the region of interest, amplify the sequence 
with specific primers and subclone the amplicon (probe) into a plasmid 
vector (21). A new web interface called MAPHDesigner is now available 
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at http://bioinfo.ebc.ee/MAPH and allows to rapidly design probes and PCR 
primers with the desired criteria to cover any chromosome segment, any chro-
mosome, or the whole genome. The second strategy is to insert blunt-ended 
restriction fragments from genomic clones into the EcoRV site of pZero2 (19). 
In both cases all probes subcloned in the same plasmid vector are flanked by 
common vector-derived primer sequences and can be amplified simultane-
ously in a single reaction directly from bacterial cells.

A clone library is created by culturing and cryopreserving selected clones 
in LB medium with 10% glycerol. Clone identity is confirmed for every probe 
by sequencing or PCR amplification using the probe-specific primer sets (21). 
These primers have no other homologous sequences in the Human genome, or 
in bacterial genome. Therefore they can only bind to a specific probe sequence 
and give a distinct product only if a specific probe sequence is inserted.

Amplifiable probes are prepared by PCR amplification using common 
primers flanking the vector-cloning site. A probe mixture (set) is formed by 
mixing in equal quantities a number of selected probes.

Fig. 13.1. MAPH methodology

A. Probe preparation
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2.1.2. Hybridization
The probe mixture is hybridized to denatured genomic DNA immobilized on 
a small nylon membrane (Fig. 13.1B). An excess of probe is used, to drive 
hybridization to completion so that all probes can fully anneal to all homolo-
gous genomic sequences. Calculations related to hybridization kinetics and 
probe concentrations can be found at http://www.nottingham.ac.uk/~pdzjala/
maph/maph.html. After stringent washing of filter for the removal of unbound 
probes, bound probes are released by denaturing at 95°C for 5 min. Released 
bound probes are simultaneously and quantitatively amplified with common 
vector-derived primers for no more than 20–25 cycles and the quantity of 
amplification product for each probe reflects the copy number of the corre-
sponding locus.

2.1.3. Quantitative Analysis
Amplification products are visualized on polyacrylamide gel or capillary elec-
trophoresis; each band (peak) is identified by its size and quantified against 
other probes with known copy number (Fig. 13.1C). Quantification procedure 
is described in detail in the literature (19,22,23) and full experimental details 
have been published (19) with regular updates and practical notes in a website 
(http://www.nottingham.ac.uk/~pdzjala/maph/maph.html (23).

2.2. Microarray-Based Multiplex Amplifiable Probe Hybridization 
(array-MAPH)

A recent advancement in MAPH methodology is the introduction of microar-
ray technology (20,21). Two different methodological approaches were used 
in two different pilot studies. In both cases the final quantification step was 
replaced by hybridization to an array of target sequences, complementary to 
individual MAPH probes. The first (20) is an oligonucleotide-based PamGene 
3-Dimentional Flow-Through microarray platform and the second (21) is 
based on 500 bp PCR amplifiable sequences.

2.2.1. Oligo-Based PamGene 3-Dimentional Flow-Through Microarray 
(PamChip): Microarray Preparation
Microarray target sequences are 60mer oligonucleotides, complementary to 
individual MAPH probes (20). Three complementary oligonucleotides with 
CG content as close as possible to 50%, are designed for each probe. Each 
target oligonucleotide is synthesized and spotted in duplicate, giving a total of 
six arrays spots per probe.

2.2.1.1. Hybridization: MAPH filter hybridization is performed as described 
above (Fig. 13.1B). At the final step, the recovered probe mixture is labeled 
with either Cy3 or Cy5 by PCR amplification with labeled common primers. 
Reference sample and test sample are differentially labeled. Labeled reference 
sample is produced by amplifying a number of MAPH primary products from 
five normal male samples. These are purified and pooled in a homogenous 
reference DNA (20).

2.2.1.2. Quantitative Analysis: Quantitative analysis is performed by micro-
array hybridization (Fig. 13.1C). Differentially labeled reference and test 
probe solutions are mixed together, denatured and cohybridized to the oligonu-
cleotide microarray. PamChips are loaded into the Olympus FD10 microarray 

http://www.nottingham.ac.uk/~pdzjala/maph/maph.html
http://www.nottingham.ac.uk/~pdzjala/maph/maph.html
http://www.nottingham.ac.uk/~pdzjala/maph/maph.html
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instrument according to the manufacturer’s instructions and processed with a 
custom hybridization protocol (20).

Images of are scanned using the software pre-installed on the FD10 and then 
loaded into PamChip Analyzer. Median spot intensity minus background value 
is calculated for each spot. Cy3/Cy5 ratios are calculated and then normalized 
in two levels: (a) to address differences in sample DNA concentrations, by 
assuming a 1:1 ratio for autosomal control probes in each sample and return 
all ratios for that sample to the mean of these probes, (b) to address differ-
ential PCR amplification of individual probes in reference and test samples: 
the ratios of individual probes are adjusted to the corresponding mean ratios 
among normal control samples.

The values of normalized ratios are indicative of locus copy number as in 
capillary MAPH (19).

2.2.2. Microarray of 500bp PCR Amplifiable Sequences
This methodology was used to develop and validate a chromosome X specific 
MAPH microarray (21). Several modifications of the standard MAPH proto-
col were made, to adjust the whole procedure to the new methodological chal-
lenges of the new microarray platform, such as high multiplicity (up to 800 
loci analyzed simultaneously), two consecutive hybridization steps etc.

2.2.2.1. Probe Preparation: Probe mixture is prepared as described above, 
with two modifications: (1) The size range of probes is narrowed down to 
400–600 bp, instead of 100–600p, to ensure more uniform amplification and 
hybridization properties, achieving higher hybridization efficiency. There is no 
need to separate probe sequences based on size, as they are identified by their 
position on the microarray. (2) Unlike gel-based MAPH, where a maximum 
of 60 probes can be used in a mixture, array-MAPH probe mixture consists of 
up to 800 different probes (21).

2.2.2.2. Microarray Preparation: Array-MAPH target sequences are ampli-
fied for spotting onto the microarray, using specific PCR primers for every 
cloned probe. Each array-MAPH target sequence is spotted onto microarray 
slides in duplicate. All probes are arrayed in random order, to minimize the 
possibility that a spatial artifact during array hybridization will be incorrectly 
interpreted as an aberration.

2.2.2.3. Hybridization: MAPH filter hybridization is performed as described 
above (Fig. 13.1B), with some modifications in the protocol, such as a twofold 
increase in starting DNA quantity, mainly due to the large number of simul-
taneously amplified and hybridized probes. At the final step, the recovered 
probe mixture is purified and labeled by nick translation using aminoallyl-
dUTP-s and later treatment with amino-reactive Cy3 or Cy5 dye.

2.2.2.4. Quantitative Analysis: Quantitative analysis is performed by single 
sample hybridization of the labeled probe mixture to the microarray 
(Fig. 13.1C). The microarrays are scanned; raw signal intensities are 
extracted and analyzed using MAPH-Stat software, which is specifically 
designed for array-MAPH.

Microarray signals are normalized with respect to the median of autosomal 
probe-specific signals from the given microarray (21). Raw data is adjusted to 
normal distribution for correct calculation of confidence intervals by taking 
logarithm of signal intensity values with base 2. Average and 90%  tolerance 
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interval (TI 90%) values are calculated for each probe using data (signal 
 intensity values) from the control panel. The control panel is used as reference 
and it is a set of five separate microarray hybridizations, performed with five 
DNA samples of phenotypically normal individuals. A male and female control 
panel is created and used for analyzing male and female DNA, respectively.

Signal intensity values of at least two adjacent probes with the intensity 
above or below the TI 90% values were considered indicative for a potential 
copy number change in the analyzed region. However the use of one, two or 
three adjacent probes as an indication of a copy number change, depends on 
the expected rate of false-positives, based on the quality of the experiment.

3. Applications

3.1. MAPH

MAPH can be used as a diagnostic or research tool to determine deletions or 
duplications in the genome. Such genetic imbalances may be located in known 
or unknown positions and therefore MAPH can be used as a targeted approach 
or for screening in “unknown locations” anywhere in the genome.

Several MAPH tests have been developed to identify genetic defects of 
known loci, such as DMD (deletions or duplications cause Duchenne/Becker 
muscular dystrophy), SNRPN (deletions or duplications cause Prader-Willi/
Angelman syndrome), TBX5 (deletions cause Holt-Oram syndrome (HOS)), 
PMP22 (duplication cause Charcot-Marie-Tooth disease (CMT1A)) and 
deletions that cause hereditary neuropathy with liability to pressure palsies 
(HNPP), MBP (MBP gene encodes the second most abundant CNS myelin 
protein, deletions or duplications may cause leukodystrophies), sarcogly-
can genes (SGCA, SGCB, SGCG, and SGCD), the candidate genes TSGs 
at 16q22.1 (deletion may cause lobular and low grade nonlobular invasive 
carcinoma of the breast), BRC-ABL1 genes (fusion and amplification causes 
chronic myeloid leukemia (CML), BRACA1 (deletions and duplications cause 
breast cancer) and MLH1/MSH2 (deletions or duplications causes hereditary 
nonpolyposis colorectal cancer (HNPCC).

The establishment and validation of MAPH methodology was first illustrated 
for specific genomic loci, by Armour et al. (2000) (19). In this initial study, the 
power and specificity of MAPH was demonstrated by simultaneous assessment 
of copy number at a set of 40 probes, including the locus for Duchenne muscular 
dystrophy (DMD), Prader-Willi/Angelman (SNRPN), sex determining region 
Y (SRY) and other loci from chromosomes 16, 17, 22. Microdeletions and 
microduplication on the above syndromes and X and Y copy number in males 
and females were accurately determined in 10 human DNA samples (19).

Akrami et al. (2001) (24), applied MAPH to search for large-scale deletions 
or duplications at TBX5. The authors used probe mixture consisting of three 
probes from the promoter region, 13 probes from the nine exons of the gene, 
two probes from downstream of exon 9 and as controls, six probes from other 
autosomes, two from the sex chromosomes and one from a nonhuman DNA 
probe. The TBX5 MAPH assay demonstrated reproducible results in all unaf-
fected controls, whereas in 20 unrelated HOS patients with no known mutation 
in TBX5 showed that MAPH assay can be used to determine the “missing” 
mutations due to exonic deletions.
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White et al. (2002) (25) adapted the MAPH assay for screening of DMD 
gene, mutations in which cause Duchenne and Becker muscular dystrophy. The 
authors engineered probes for each of the 79 exons of DMD gene and analyzed 
them by capillary electrophoresis-based MAPH methodology. Probe sets A and 
B were prepared containing 40 and 39 DMD exons, respectively. Nine probe 
control mixtures were made specifically for use with each probe set. Probes 
were initially tested by hybridization to control DNA from 24 healthy individu-
als and to DNA from a complete DMD gene deletion. A total of 125 patients 
samples were screened in a semiblind manner and a large number of novel rear-
rangements were detected, especially small, one- and two-exon duplications. 
A year later (26) the above method was also validated using the Bioanalyzer 
2100 (Agillent) and the “Lab-on-a-chip” electrophoresis, which process quanti-
tatively 12 samples in 30 min. The MAPH DMD approach demonstrated a reli-
able, inexpensive and rapid method, which takes less than 24 h for the detection 
of deletions or duplications, and can be easily implemented in routine practice 
of diagnostic laboratories. In 2005, Dent et al. (27), used a combination of sin-
gle condition amplification/internal primer (SCAIP) sequencing analysis with 
MAPH analysis to report the frequency of mutations in a large cohort of 84 
unselected dystrophinopathy patients from 68 families. Forty-five proband were 
clinically affected with DMD, 21 with BMD, and two females were manifesting 
carriers. They identified disease-causing mutations in over 93% of the clinically 
affected individuals using the two methods. Buzin et al. (2005) (28) performed 
duplication scanning of DMD deletion- negative patients, using MAPH probes 
for all of the DMD gene exons. In this case, each probe contained an exon-
 specific region in the middle and two primer-specific regions at each end. From a 
total of 141 DMD deletion- negative patients screened, 18 duplications involving 
many segments of the gene were detected. Eight of them were previously found 
by other methodology, and 10 of them were previously undetected.

MAPH was also successfully applied for the detection of copy number 
at PMP22 in CMT1A/HNPP patients (29). They developed an efficient and 
sensitive MAPH assay with 19 probes, consisting of seven probes for PMP22 
gene, nine probes from other autosomes, two from the sex chromosomes and 
a nonhuman DNA probes. The overall specificity and reliability of the probes 
were tested in 94 unaffected controls, with one duplication and one deletion 
previously known. The PMP22 MAPH assay successfully distinguished five 
HNPP from unaffected samples among a blind test on 10 samples, and 31 from 
a blind study on 62 samples collected from a previous study. Apart from minor 
discrepancies, all diagnoses agreed with results from other methods, showing 
that the PMP22 MAPH assay is a simple, fast and accurate screening test for 
molecular diagnosis of CMT1A and HNPP.

White et al. (2005) (30) designed a MAPH probe set with 28 probes to 
screen for pathogenic deletions or duplications in the sarcoglycan genes 
(SGCA, SGCB, SGCG, and SGCD) in limb-girdle muscular dystrophy 
(LGMD) patients. They screened six patients five unrelated patients diag-
nosed as possible homozygous but segregation of the mutations could not be 
confirmed in the parents and one patient where a mutation was found only in 
one allele. Although copy number changes in sarcoglycan genes are rare, they 
found one paternally inherited heterozygous deletion of SGCG exon 7.

In a recent publication, Vaurs-Barriere et al. (2006) (31) used a  combination 
of quantitative multiplex PCR short fluorescent fragments (QMPSF), and 
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MAPH to look for genomic copy number at the Golli-MBP (myelin basic 
protein) locus in 195 patients with cerebral MRI suggesting a myelin defect, 
that do not have PLP1 (proteolipoprotein gene) mutation. The (MBP) gene 
encodes the second most abundant CNS myelin protein after PLP1. In this 
study no abnormal gene quantification was found using MAPH and QMPSF. 
In addition no discrepancies were observed between the two methods. Based 
on their findings, the authors suggested that Golli-MBP deletion or duplication 
is rarely involved in inherited defects of myelin formation. In another study by 
the same group (32) they screened 262 hypomyelinating patients for intragenic 
copy number changes along the PLP1gene. Among these patients, 56 were 
known PLP1 duplication patients, one PLP1 triplication and 205 patients had 
a leukodystrophy of unknown origin. MAPH identified all the known copy 
number changes of PLP1 and also identified one partial triplication and two 
partial deletions of PLP1. The above study showed that MAPH is a reliable 
technique for the diagnosis of PLP1 copy number changes.

Besides the investigation on constitutional genetics, MAPH is also applied 
in cancer genetics. In a recent study the DNA copy-number was measured in 
patients with both lobular and low-grade nonlobular invasive carcinoma of the 
breast in the candidate genes TSGs (CDH1, CDH3, CDH5, CDH16, E2F-4, 
CTCF AND TRF2) at 16q22.1 using MAPH methodology (33). The MAPH 
probe set included 27 probes, where each gene was represented by at least two 
probes of different sizes. Twenty-two cases out of 35 informative cases (63%) 
found to have deletions whereas the remaining 13 did not show copy number 
changes. This study shows that MAPH is a promising technique in measur-
ing of DNA copy number alterations in malignant tissues. Any genomic loss 
of heterozygosity in cancer cells is possible and probe sets for scanning the 
whole genome for detection of deletions or duplications are planned.

Rad et al. (2001) (34) also established a MAPH assay for breast cancer on 
BRCA1 gene, using a set of 32 separate probes that cover all 23 BRCA1 exons 
and other control regions.

MAPH technique was adapted and successfully applied for quantification of 
constitutional genomic imbalances in tumor DNA samples. Reid et al. (2003) 
(35) used MAPH to investigate amplifications of BCR-ABL1 causing chronic 
myeloid leukemia (CML), as well as extensive deletion of chromosomes 
9 and 22 material from the der(9)t(9;22), which are found in 15% of CML 
patients and associated with the worse disease prognosis. Ten MAPH probes 
were designed for this study: six probes were designed from the 9q34 and 
22q11 regions to map the der(9) deletions; two probes were designed from 
the BCR exon 1 and ABL1 exon 11 to detect the BCR-ABL1 amplification; 
and two probes were designed outside the detected region on the der(9) to be 
used as control probes in the MAPH data analysis. The CML MAPH assay 
was applied to DNA extracted from the CML cell line MC3, to a normal lym-
phoblastoid cell line (HRC575), as well as MC3 “tumor DNA” diluted with 
HRC575 “normal DNA” to concentrations of 50, 60, 70, and 90%. The der(9) 
deletions were not found in the normal cell line and were successfully mapped 
in the CML cell line (MC3). MAPH probes ABL11 and BRC1 indicated over-
representation of the BCR-ABL1 fusion. Furthermore, der(9) deletions were 
successfully found in the samples of 90, 80, and 70% concentrations of MC3 
DNA. BCR-ABL1 amplification, revealed in the undiluted MC3 DNA sample 
by use of MAPH probes ABL11 and BRC1, remained detectable in all dilutions 
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of MC3 DNA tested. These data demonstrate that MAPH reliably detects both 
deletions and amplification, even when present in 70% of cells only. Having 
shown that MAPH may be successfully applied to screen clonal cell popula-
tions, the CML MAPH assay with 10 probes was applied to DNA samples iso-
lated from nine CML patients’ bone marrow samples. The assay detected all 
deletions. FISH confirmed all of the above results. To assess the sensitivity of 
MAPH in quantifying amplifications, two patients, a normal individual and the 
cell lines MEG-01, SUP-B15, MC3, K562, and KCL22 with different levels 
of BCR-ABL1 copy number (1, 2, 3, 5, and 38 copies), were used. In consist-
ency with previous FISH results, MAPH accurately detected the number of 
copies of the BCR-ABL1 loci in all of the above cell lines. In this study MAPH 
assay demonstrated the ability to (i) quantify acquired genomic copy number 
changes at numerous loci simultaneously with high precision and (ii) perform 
effectively on DNA samples extracted from fresh or methol/acetic acid-fixed 
clonal cell populations. Furthermore, the results of this study demonstrated 
that MAPH is a reproducible high-throughput method suitable for the assess-
ment of genomic imbalances of multiple loci in tumor DNA samples with 
heterogeneous cell populations at a resolution of 100–300 bp.

MAPH assay was also developed for the detection of copy number changes 
of MLH1/MSH2 genes in HNPCC patients (36). They created a single MAPH 
assay consisting of probes from the 19 exons of MLH1 and 16 exons of MSH2, 
and three control probes. They tested 50 HNPCC patients in whom no point 
mutations had been found, and detected 10 copy number changes. The authors 
proposed that since MAPH is a very cost effective method, it could be used to 
prescreen HNPCC samples by MAPH before screening for point mutations.

MAPH tests have been also developed to screen and identify genetic unbal-
ances of “unknown locations,” such as numerical chromosomal abnormalities, 
loss or gains of subtle chromosomal segments in subtelomeric region easily 
missed or not visible with conventional cytogenetics, as well as interstitial sub-
microscopic cryptic abnormalities of unknown location that could be located 
anywhere in the human genome and they are not easy or impossible to be 
detected by high-resolution G-banding.

The initial study of establishment and validation of MAPH methodology 
first demonstrated the identification of numerical abnormalities for 16, 17, 22, 
X, and Y chromosomes (19). Additional numerical abnormalities for chromo-
somes 13, 15, 18, and 21 were also accurately identified using different set of 
probes (22).

Sismani et al. (2001) (37) described the use of MAPH telomeric assay by 
developing subtelomeric specific amplifiable probes for all human chromo-
some ends. The MAPH assay accurately analyzed 70 patients with idiopathic 
mental retardation, 25 unrelated samples with normal karyotype, 20 samples 
with known subtelomeric chromosomal rearrangements and four samples with 
know numerical chromosomal abnormalities. FISH analyses confirmed in a 
blinded parallel study all MAPH findings, showing that the new MAPH telo-
meric assay can accurately detect numerical chromosomal anomalies, subtle 
subtelomeric unbalances of unknown locations, that can be easily missed or 
not be able to see with classical cytogenetics methods due to their small size 
or pattern similarity.

A year later, another study has established and demonstrated the MAPH 
subtelomeric assay by constructing a second generation set of 47 MAPH 
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probes with each subtelomeric region represented at least once, so that one gel 
lane can assay the copy number at all chromosome ends in one person (23). 
Several positive controls with known chromosomal aberrations were used to 
assess the sensitivity of the probes and 83 normal controls were used to assess 
the frequency of polymorphic copy number with no apparent phenotypic 
effect. Furthermore, a cohort of 37 males with idiopathic mental retardation 
was used to identify unknown cryptic chromosomal defects near the telomeric 
regions. Six of them were found to changes in the copy number of a subtelo-
meric region and were further confirmed by dosage PCR.

Using the same panel of probes, Pickard et al. (2004) (38), screened a group 
of 69 patients comorbid for mental retardation and psychiatric illness and 
other positive and negative controls, using MAPH subtelomeric assay. One 
patient with loss of one copy of the 4q subtelomeric region was found and 
confirmed by FISH. Additional MAPH probes were designed and determined 
the extent of the 4q subtelomeric deletion. The identification of such cryptic 
DNA losses of “unknown locations” associated with certain conditions can 
identify candidate genes for further study. The above three studies showed that 
MAPH can be used to screen for unknown subtelomeric region imbalances in 
a very fast, efficient, effective, and cost effective manner.

Kriek et al. (2004) (39) used MAPH methodology to screen loci known 
to be involved in mental retardation, such as subtelomeric and pericentro-
meric regions. Those regions affected in microdeletion syndromes, as well as 
interstitial genes are randomly spaced throughout the genome. The authors 
designed several probe sets covering a total of 162 different loci, including 41 
subtelomeric probes, five genes near the centromere on the q arm of the acro-
centric chromosomes, pericentromeric regions for all chromosomes, 27 probes 
from 21 genes involved in microdeletion syndromes, 19 probes from genes 
on chromosome 22 with 1 Mb spacing and 68 other interstitial genes spread 
throughout the genome. The probe sets were validated with known normal 
and known abnormal patient samples. Overall, 188 developmentally delayed 
patients were screened for deletions and duplications at 162 loci, resulting 
in the detection of 19 copy number changes. From those, ~65% would have 
not been detected by conventional cytogenetic analysis. A significant fraction 
(46%) of the rearrangements found to be interstitial, despite the fact that only 
a limited number of these loci have so far been tested. Such high-resolution 
duplication/deletion screening by MAPH will help in the future identification 
of the specific genes that are responsible for mental retardation.

In another recent study by Kriek et al. (2006) (40), 105 patients with develop-
mental delay and/or congenital malformations were screened for copy number 
changes using a specifically designed MAPH assay. The MAPH assay con-
tained 63 exon-specific single-copy sequences from duplicon-flanked regions 
(selected from targeted hot spots of genomic instability including some from 
known disease loci). The same patients were also tested using a set of probes 
derived from 58 genes outside the duplicons. They identified six cases of copy 
number variations in the regions flanked by duplicons and two in the region 
outside the duplicons. In this study two previously undescribed reciprocal 
duplication of more Williams Beuren syndrome critical region were detected. 
In addition, they demonstrated that copy number imbalances were more fre-
quent within duplicon-containing regions and provided further evidence that 
regions flanked by duplicons are enriched for copy number variations.
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MAPH has also been demonstrated to be very useful for phenotype-genotype 
correlations. Aldred et al. (2004) (41) used MAPH to define for the first time 
minimal deletion intervals for all the major phenotypes associated with 2q37 
monosomy. They analyzed 20 patients with 2q37.3 monosomy using a MAPH 
assay containing single copy sequences from 2q37 chromosomal region.

3.2. Microarray MAPH

The introduction of microarrays in MAPH methodology has been a major step 
towards the advancement of DNA copy-number detection. The first published 
pilot study on microarray MAPH is based on oligonucleotide PamGene 3-
Dimentional Flow-Through microarray platform (20). Gel electrophoresis was 
replaced by an array of 60mer oligonucleotides complementary to individual 
MAPH probes. The array was co hybridized with Cy3 labeled probes from 
test samples and Cy5 labeled probes from reference samples. In this study, 
the copy number of 6 different probes from PMP22 gene was assessed and a 
comparison with gel-based (capillary) MAPH showed a nice correlation of the 
two platforms in gene dosage determination.

The second array-MAPH pilot study aimed to develop and validate a chro-
mosome X-specific microarray containing a total of 558 target sequences, 
with median spacing of 238kb over the entire human chromosome X (21). 
Gel electrophoresis was replaced by single-fluorophore hybridization to an 
array of PCR amplifiable 500 bp target sequences, identical to MAPH probes 
and comparison to a control panel of normal individuals. DNA samples from 
normal individuals and patients with known and unknown chromosome X 
aberrations were analyzed. Deletions and duplications of various sizes were 
detected and confirmed (Fig. 13.2), including an unknown deletion of 23kb, 
which was detected based on a single probe deviation (Fig. 13.2C).

The above data demonstrated the specificity and sensitivity of the two new 
microarray-based platforms that allowed increasing multiplicity and through-
put in locus copy-number assessment, providing an alternative approach, 
which is expected to contribute significantly to genomic analysis, along with 
other microarray-based methods.

The main advantages of array-MAPH are derived from probe and primer 
design, which is based on uniqueness, avoiding polymorphisms and repeats, 
optimized size (400–600 bp), uniform CG% and the option to vary probe spac-
ing on any selected genomic region (21). As a result, besides the obvious gain 
in flexibility, specificity, sensitivity and resolution, there is also the advantage 
of easy confirmation: instead of ordering and culturing BAC, PAC or other 
clones, one can use the existing probe-specific primers to perform PCR-based 
confirmation for any detected copy-number alteration or, if needed, use the 
well-established methodology for rapid selection of additional primers from 
any genomic region (21).

As a methodological approach, microarray MAPH provides means to 
amplify the quantity of studied genomic sequences, as in ROMA technology 
(15). Consequently the signal to noise ratio is increased, which is critical 
for obtaining reliable data (14,42,43). PamChip platform provides improved 
hybridization kinetics, thereby shortening the microarray hybridization step to 
less than an hour (20). The use of a single fluorophore in combination with a 
control panel in amplicon-based array-MAPH (21), allows saving on materials 
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and analysis time and also gives the flexibility to vary the features of reference 
samples (control panel), depending on the aims of the project.

However there are certain limitations that at present may prevent microarray 
MAPH from being actively applied in clinical practice. One of these limitations 
is the need of two hybridization steps, adding in labor-intensiveness and adds 
errors to the final analysis. Another source of biases in single fluorophore array-
MAPH (21) is the comparison of results obtained from different  microarray 

Duplicated region, detected by Array-MAPH and confirmed by FISH analysis.  

Normalized median value of the signal intensities of probes on the control panel.

Normalized values of fluorescence intensities in the test DNA. 

X axis:  Probes arranged according to location.

Y axis:  log2(relative signal intensity).

Tolerance Intervals (TI90% ) of the control panel for each probe.
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Fig. 13.2. Array-MAPH chromosome X profiles of patients A. A-2879, female with 
approximately 15 Mb duplication B. 22467, male with 1.5 Mb deletion and C. A045, 
male with 23 kb deletion
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hybridizations. Time and effort is consumed on probe  development, especially 
when dealing with more than 700 loci (21). PamGene microarray-MAPH (20) 
uses specialized equipment and software, which might not be easily accessible 
by a diagnostic laboratory, even if it acquires microarray facilities, related to 
array-CGH.

Further optimization is expected to fully reveal the power of microarray 
MAPH and successfully implement this new technique in a variety of research 
topics such as high-resolution screening of patients with abnormal phenotype 
and no genetic findings, detection of microdeletions, microduplications, 
genotype-phenotype correlations, gene identification and studying genetic 
variation.
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1. Introduction

Gene expression profiling measures the relative abundance of a large number of 
individual mRNA species within the context of a total mRNA population that 
has been isolated and purified from a target biological sample. The technol-
ogy for achieving this evolved from low-throughput membrane-based probe-
to- target hybridization assays (northern and Southern blotting) commonly 
used in molecular biology labs since the 1980s (reviewed in 1). Scaling these 
assays down in size and up in number by redesigning the assay into a “ target-
to-probe” hybridization has enabled efficient and highly parallel genome-
wide gene expression analysis. The technology platforms that emerged are 
generically called microarrays. A comprehensive review of microarrays, their 
 history, application, and analysis is given by Schena (2).

The goal of gene expression profiling, achieved by microarray analysis, is to 
aid the biologist in identifying groups of genes that are functionally associated 
with certain biological processes. “Guilt by association” is a classical approach 
that is based on correlation analysis of mRNA  abundance measures taken from 
biological samples subjected to  various experimental factors (variables or 
conditions) (3). Typical variables are genotype (e.g., mutant vs. wild type), 
tissue, time, and treatment, or  combinations of these. Visual representation of 
the results of correlation analysis are frequently dendrograms and “heat-maps” 
of expression values ordered (clustered) for each gene and/or each condition 
based on statistical measures of  similarity. The underlying data provides the 
leads for hypothesis development and further experimentation.

In this chapter we have chosen to restrict our discussion to the two current 
and most commonly used microarray formats: spotted arrays and Affymetrix 
GeneChips. The basic principles of microarray analysis are outlined in Fig. 
14.1A, B. As many components of a microarray experiment — e.g., sample 
choice, preparation and analysis—are largely similar across both of these 
platforms, we consider these aspects together, but discuss the different tech-
nologies separately. We conclude by considering examples and summarize the 
need for adequate data standards and public access.
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Fig. 14.1 Basic principles of microarray analysis. A. RNA is extracted from target samples 
to be compared (Individual A and B) and is subjected to independent fluorescent labeling 
(A, Cy5 red, B, Cy3 green). Mixing and hybridization to a pre-prepared spotted microar-
ray followed by washing allows complementary sequences to bind. Relative levels of gene 
(probe) expression between targets is determined by scanning hybridized arrays at two dif-
ferent wavelengths and analyzing ratios of fluorescent intensities at each spot. B. Design 
principle and expression detection using Affymetrix’ expression GeneChip is shown at the 
top where RNA and DNA sequences are used to design oligonucleotide probes. At the right 
hand side is a picture of an Affymetrix array. The panels below show scanned images of the 
22 K GeneChip features after hybridization showing some of the design elements. They also 
show the markings (corners, edges and identifier) that are revealed by the Control Oligos (B2). 
Bottom image and graph shows the probe pairs from a single unigene. The probe pairs are 
randomly distributed across the microarray, but the 11 PM and 11 MM probes from a single 
pair are always together. Measurements of the pixel values (bar graphs) for all 22 probes 
representing an “average” gene, in terms of expression level are shown above the individual 
probe pairs. In this image the individual features have been brought together to demonstrate 
variability of the signal difference between PM and MM probes of different probe pairs. 
Only a few MM probes report a higher signal than PM probe. For genes that are very highly 
or lowly expressed, this variability is much higher. It was this observation that promoted the 
development of alternative algorithms for calculation of the expression values.
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2. Methods

2.1. Key Components of Experimental Design

Key to the eventual success of a microarray experiment lies in both the selec-
tion and implementation of the variables that will yield the most informative 
data for a given biological question. An appropriate experimental design, 
which maximises reproducibility and minimises false positive and false 
negative associations is therefore paramount. Experimental design has been 
discussed extensively elsewhere (4), and so only some key considerations are 
summarized here.

2.1.1. Sample Preparation and Replication
A microarray experiment consists of many technically complex stages, all 
of which have associated errors, albeit to different degrees. Although good 
experimental practice and application of standard operating procedures can 
reduce many of these, replication is essential to minimise and assess systematic 
errors (reviewed in 4). Technical replication, including multiple representation 
of genes (probes) on the microarray and repetition of array hybridizations 
from identical mRNA sources (see Section 2.3), can identify sources of error 
within protocols. However, applying biological replication from completely 
independent sample preparations enables application of statistical filtering 
and extrapolation of biological inference. In some cases, pooling of biological 
material may be necessary when sample material is limited, but this masks 
variability, and it remains essential to replicate these pools biologically.

2.1.1.1. Time of Sampling: It is important to consider the possible effects 
of temporal factors, such as cell cycle, circadian rhythm, photoperiod, and 
physiological or developmental differences that, if neglected, can generate 
biases in gene expression level estimates, leading to incorrect interpretation 
of the results. For example, microarray experiments have shown that at least 
6% of Arabidopsis genes are rhythmically expressed during the day/night 
cycle, with peaks of expression at all different times during the night and the 
day (reviewed in 5). In some cases genes that affect a common pathway or 
process peak at the same time. Thus, just before sunrise, the transcript abun-
dance of many of the genes encoding enzymes in the biochemical pathway 
that synthesise photoprotective pigments (i.e., the phenylpropanoid pathway) 
peak, possibly to guarantee the accumulation of sufficient of these pigments 
in advance of dawn (6). So, harvesting material for a microarray experiment 
at various times throughout the day will sample different subsets of genes 
that are regulated by the circadian clock. It is therefore important to schedule 
sampling at the same time each day.

2.1.1.2. Tissue Complexity: Samples (targets) to be compared may be whole 
organisms, organs, dissected tissues, specific cells or cell types. Loss of infor-
mation may be a concern when using whole organisms or organs, compared 
to dissected tissue or cell types. Genes that appear to be expressed at similar 
levels in a complex tissue sample may actually be expressed in completely dif-
ferent component cell types and by different degrees (Fig. 14.2A, B). Simple 
logic suggests that lower tissue complexity provides higher spatial resolu-
tion and more information. Several approaches have been adopted to sample 
mRNAs directly from specific cell types, including laser-capture microdissection 
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and microsampling (7). In an elegant set of experiments, Birnbaum (8) used a 
series of Arabidopsis lines expressing green fluorescent protein under cell type 
specific promoters to characterize the transcriptomes of specific Arabidopsis 
root cell types (Fig. 14.3). Root tissues of transgenic plants at the defined 
developmental stages were used to generate protoplasts that were separated 
into fluorescent and nonfluorescent fractions using fluorescence assisted cell 
sorting. The different fractions were then subjected to expression profiling, 
providing an important insight into the dynamics of the transcriptomes of 
individual or groups of root cells.

Fig. 14.2. Possible loss of information when profiling complex tissues. A. Different 
complexity levels of the tissues from germinating barley grain are shown with the time 
required for the dissection. I – the whole grain 4 days after imbibition, II – dissected 
embryo-derived tissue, III  –  further dissection of embryo-derived tissues, separating 
seminal roots, mesocotyl and coleoptile. The bar graphs below show how expression 
levels of two genes in two conditions can vary under these different tissue complexity 
situations. Selection of more informative conditions (experimental variables) may jus-
tify using simpler sampling procedures. B. Cell specificity effect on the detection of 
gene expression in rice seedling leaves. Expression of Gene1 is restricted to the phloem 
cells, while Gene2 is expressed in mesophyl. The expression of the two genes may 
appear different in a complex tissue. But in fact, it is the number of cells expressing 
these genes that is different. Individual cell isolation methods, such as one shown in the 
next figure can resolve such situations.
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2.2. mRNA Purification

After tissues have been sampled, total RNA (including mRNA) is extracted 
from the targets of interest, generally now using commercial RNA preparation 
kits to ensure the RNA is of the highest quality with respect to both integrity 
and purity. It is highly recommended that RNA intended for use in micro-
array experiments is column purified (e.g., Qiagen RNeasy, http://www1.
qiagen.com/). Before labeling, RNA is quality control (QC) checked using 
spectrophotometry and gel electrophoresis or commonly by the Bioanalyzer 
Lab-on-a-Chip system (http://www.chem.agilent.com/).

2.3. Spotted Microarrays

Microarrays are informative because they are effective at measuring the abun-
dance of individual messenger RNA (mRNA) molecules in a complex sample. 
These measures are then interpreted as an indirect measure of relative gene 

Fig. 14.3. Principle of isolation of specific root cell types as described by Birnbaum 
et al. (8). The key to this experiment was the transgenic Arabidopsis lines express-
ing Green Fluorescent Protein (GFP) in specific root cells. Expression specificity 
was achieved by using cell-specific promoters (CT1–CT3 as illustrated in the DNA 
constructs illustration at the top). In the histological sections the location of GFP 
expression is shown by the bright white areas. The root tissue cells were enzymatically 
separated from each other and fractionated into the fluorescent and nonfluorescent 
fractions using a Fluorescence Assisted Cell Sorting machine (FACS). Cross-sections 
of rice seedling roots are used to illustrate the principle.

http://www1.qiagen.com/
http://www1.qiagen.com/
http://www.chem.agilent.com/
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activity between samples. The primary advantage of using microarrays for 
this process is that many thousands of genes can be assayed simultaneously. 
Spotted microarrays were the first true microarrays to be developed (9).

2.3.1. Array Generation
The basic principles of spotted, or 2-color, microarrays are outlined in Fig. 
14.1A. The first stage is the generation of high-quality arrays. Today, several 
commercial vendors, including Agilent (http://www.chem.agilent.com/), man-
ufacture off-the-shelf and custom arrays in this format for many commonly 
studied species. Agilent uses patented Ink Jet in situ Synthesis (IJISS) to build 
oligonucleotide sequences (60 mers), or probes, which represent genes of 
interest, directly onto the surface of modified glass slides. This produces very 
high-quality arrays with extremely flexible formatting depending upon the 
number of genes to be studied, with up to 240,000 gene sequences represented 
on a single slide.

For organisms where no commercial arrays are available, custom arrays 
can be generated using robotic deposition. Dedicated microarray robots, from 
companies such as Genetix (http://www.genetix.co.uk/), can array many thou-
sands of probes (< 20,000 per slide), which can either be specifically designed 
oligonucleotides or fragments of genes (usually out of EST collections) 
generated by the polymerase chain reaction (PCR). Glass slides, onto which 
the arrays are deposited, are commercially available (e.g., Schott Nexterion, 
http://www.schott.com/; UltraGaps, http://catalog2.corning.com/) and have 
different modified surface chemistries to allow binding of different probe 
types. Probe spot sizes are usually in the order of 1/10 mm in diameter, thereby 
allowing moderate to high density arrays to be produced.

2.3.2. Target Labeling, Hybridization, and Microarray Scanning
Spotted microarrays rely upon fluorescent detection of interactions between 
sample targets and the gene fragments (probes) immobilized on the micro-
array substrate. As RNA is highly susceptible to degradation, owing to its 
single-stranded structure, it is converted into double-stranded complementary 
DNA (cDNA) by reverse transcription. During this enzymatic process, fluo-
rescent dye molecules are directly incorporated into the cDNA or indirectly 
via chemical linkage. Excess dye is removed using column purification and 
the efficiency of dye incorporation is determined spectrophotometrically. 
Commercial labeling kits are now available that have very high sensitivity 
(e.g., Array900, http://www.genisphere.com/) and therefore require small 
quantities of target RNA (less than 1 µg), an extremely important considera-
tion for analyzing dissected samples.

With spotted microarrays, the relative expression profiles of two targets 
( samples A and B in Fig. 14.1A) are compared on a single array. This is 
achieved by labeling each target with a different dye, each of which has a spe-
cific excitation wavelength and can subsequently be detected independently 
(represented as red [A] and green [B]).

Following fluorescent labeling, the two targets to be compared are mixed 
and applied to the surface of the array. Overnight hybridization enables the 
labeled target molecules to specifically bind to complementary gene probe 
sequences. This may be performed manually, by simply applying a glass cover 
slip and incubating overnight at a predetermined hybridization temperature for 
optimal binding, or using an automated hybridization station (e.g., HS400 Pro, 

http://www.chem.agilent.com/
http://www.genetix.co.uk/
http://www.schott.com/
http://catalog2.corning.com/
http://www.genisphere.com/
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http://www.tecan.com/). Unbound target is removed by stringent washing 
procedures and the array is dried ready for scanning.

Detection of bound target is achieved using a specialised microarray scanner, 
such as GenePix (http://www.moleculardevices.com/), which scans the array 
area sequentially with a laser at each wavelength corresponding to the two dyes 
and at high resolution (~1/100 mm). Independent images are therefore generated, 
which can be false-colored (red and green), to enable visualization of relative gene 
expression levels of each target sample for every gene probe (Fig. 14.1A).

2.4. Affymetrix GeneChip Arrays

Affymetrix has for some time been one of the leading companies in microar-
ray development and production. By the end of 2006 there were over 7,000 
scientific publications that use or review this technology (10). The company 
has invested in the development of instrumentation, standardized assays and 
reagents, as well as data management and analysis tools, arguably offering a 
complete microarray solution.

2.4.1. Array Fabrication
The basic building blocks of Affymetrix GeneChip microarrays are 25-base 
long oligodeoxynucleotides (probes) that are synthesized at specific loca-
tions (features) on a coated quartz surface by photolithography (10,11). Over 
a million features per microarray are usually available for the probe synthe-
sis, allowing multiple (typically 22) probes per gene (Fig. 14.1B). Eleven 
of these (PM probes) are perfectly complimentary to the mRNA sequence 
of the representative gene (often called the “exemplar”). The remaining 11 
mismatch (MM) probes have a noncomplementary middle base designed 
to detect and eliminate any false or contaminating signal within the gene 
expression measurement. The assumption is that the MM probe will 
hybridize to nonspecific sequences (background) as effectively as the PM 
probe, thus allowing spurious signals to be quantified and subtracted. This 
logic is incorporated into the statistical algorithms that estimate a single 
expression value using all 22 probes from the probe set. However, there 
is a well-founded opinion, that MM probe signals are actually poor back-
ground estimators. This comes from the frequency of observations where 
MM values are higher than PM values. This has led to the development 
of alternative statistical algorithms, where MM signal is not used for the 
calculation of relative expression values (12).

2.4.2. Target Labeling, Hybridization, and Microarray Scanning
For Affymetrix GeneChips, the labeling process and signal generation is dif-
ferent from that for the spotted arrays, the main differences being synthesis 
and labeling of cRNA with biotin, followed by a 2-step signal enhancement 
procedure. Standard Affymetrix target labeling starts with first strand cDNA 
synthesis, which involves annealing a T7(dT)24 primer to the poly(A) mRNA. 
The T7(dT)24 primer consists of two domains; a promoter for the phage T7 
DNA-dependent RNA polymerase and an oligo dT tract to bind to the polyA 
tail of mRNA. Annealed mRNA is reverse transcribed into cDNA followed 
by second DNA strand synthesis. The next step is in vitro-transcription biotin 
labeling (IVT labeling), which involves synthesising cRNA from the double-
stranded cDNA using biotin labeled ribonucleotides and T7 RNA polymerase. 
The resulting cRNA is cleaned up and fragmented. The hybridization cocktail 

http://www.tecan.com/
http://www.moleculardevices.com/


202 A. Druka et al.

contains fragmented labeled cRNA, a control oligo (B2) and “spiked in” con-
trols. Hybridization, washing and staining is set up as an automated process 
using the Affymetrix GeneChip Fluidics Station 400. Staining to reveal quanti-
tative hybridization of target to probe involves treatment with a streptavidin-R-
phycoerythrin conjugate (streptavidin binds to the biotin, that is incorporated 
in the cRNA), followed by biotinylated antistreptavidin antibody treatment 
and a second round of streptavidin-R-phycoerythrin conjugate binding to 
amplify the signal. Scanning is again an automated process conducted using 
an Affymetrix GeneChip scanner.

2.5. Data Acquisition and Analysis

In both types of array the output is a scanned image. However, scanned image 
visualization only indicates general trends in gene expression. To obtain accu-
rate estimates of the relative gene expression profiles of many thousands of 
probes, dedicated microarray software is required. The initial software used is 
for data acquisition (e.g., GenePix Pro (http://www.moleculardevices.com/), 
which identifies all of the probes on each array and extracts intensity values 
for both the spot/feature and the local background, for each labeled target 
(i.e., for two in spotted arrays). Poor quality arrays, spots and features can be 
flagged at this point and removed from downstream analysis.

Data from the acquisition process is then generally loaded into dedicated analy-
sis software, such as Genespring (http://www.chem.agilent.com/). Microarray data 
analysis is complex and has been described in detail elsewhere (13). Essentially, 
array data is normalized to account for technical variation in labeling between 
the two dyes over the dynamic range of the scanning, and to allow comparison 
between different microarrays in the same experiment (which could potentially 
be hundreds of arrays). Data from replicate samples can then be combined, which 
enables statistical analysis (such as Student’s t-test, principle components analysis 
(PCA) and analysis of variance (ANOVA)) to be carried out. Statistically signifi-
cant data can then be filtered and lists of potential candidate genes for the bio-
logical process identified. Therefore from many thousands of genes on the array, 
manageable numbers (10s to 100s) can be taken forward for validation assays.

2.5.1. Processing the Gene Expression Matrix
The minimal gene expression matrix consists of the expression values of every 
gene for every condition, gene names (probe set names) and condition names. 
This is sufficient for mathematical analysis, but to extract meaningful biologi-
cal information more data describing genes (rows) and conditions (column) 
may be necessary. Such information when provided as additional rows and 
columns in the matrix is called an extended or annotated gene  expression 
matrix. Depending on whether annotations are taken into account from the 
very beginning or not, analysis of the expression matrix is termed either 
supervised or unsupervised. The goal of supervised analysis may be to identify 
sets of genes that are diagnostic for a certain set of conditions and uses the 
annotation information. Here the annotations are used to define the criteria that 
group the conditions. In contrast, unsupervised analysis ignores annotations 
at the initial phase. Instead it is the analysis of the data that groups genes or 
conditions, commonly achieved using some sort of clustering analysis (e.g., 
principle coordinate analysis). Annotations subsequently determine whether 
the identified groups of genes are enriched in functionally related categories. 

http://www.moleculardevices.com/
http://www.chem.agilent.com/
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In reality, combinations of supervised and unsupervised analyzes are often 
used. Unsupervised analysis (clustering) is generally known as data mining or 
exploratory data analysis, while supervised analysis is hypothesis driven. It is 
however important to remember that computational analysis and information 
processing are only the first step towards knowledge acquisition, and follow-
up lab experiments are needed to accept or reject erected hypotheses.

3. Applications

Arrays are readily regarded as the most cost-efficient means to identify puta-
tive gene targets. There are now thousands of published examples of where 
they have been used to identify candidate genes for a given biological process 
and we refer the reader to the primary literature for some excellent examples 
(14,15). Here we summarize three types of experiment that illustrate the wide 
use of gene expression profiling.

3.1. Identification of Genes Involved in Dormancy Break in Raspberry

The process of dormancy and dormancy break is poorly understood in many 
perennial plant species, but it is known that the physiological status of buds 
outside the growing season determines the potential harvest of soft fruit 
crops, including raspberry (16). Mazzitelli and colleagues used a microar-
ray approach to help identify genes and their associated metabolic pathways, 
which could potentially be involved in this process (16). As no commercial 
microarrays, or even large numbers of gene sequences, were available for 
raspberry, they generated libraries of cDNA clones (representing expressed 
RNA species) at critical dormancy stages. These formed the basis for the gen-
eration of a custom raspberry microarray. PCR was used to generate ~5,000 
anonymous (unsequenced) cDNA fragments that were purified and spotted as 
probes onto modified glass slides using a robotic spotter. Each probe was spot-
ted in triplicate to allow for any technical variation during processing.

An experimental design was devised that provided the most efficient use 
of the microarrays and optimized comparisons between samples (Fig. 14.4). 
Samples of raspberry buds were collected every week for a 15-week period 
over the winter and early spring, flash-frozen and stored at −80°C to preserve 
RNA integrity. RNA was extracted from pooled bud samples (owing to their 
small size), labeled, and hybridized to the custom raspberry arrays. The entire 
experiment was replicated to allow downstream statistical analysis. Data was 
extracted from each of the processed raspberry microarrays and loaded into 
Genespring analysis software for normalization. Statistical analysis (ANOVA 
and PCA) identified probes with the most significant expression profiles cor-
responding to transition between dormancy states (Fig. 14.1A). Sets of probes 
for each expression pattern (approx 100 of each) were subsequently sequenced 
and compared to public databases of known genes to assign potential biologi-
cal function. Many raspberry probes were found to be closely related to genes 
whose products have known roles in dormancy physiology in model species, 
advocating the microarray approach. However, several novel genes were also 
identified that had no previously reported significance in this process. Thus, 
using this straightforward and relatively low investment approach, Mazzitelli 
and colleagues generated temporal gene expression profiles over the most 
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important stages of dormancy “phase change” identified by physiological 
studies and highlighted a group of candidate genes whose expression profiles 
were highly correlated with this physiological process. This list of putative 
candidate genes is the subject of further study.

3.2. Identification of Genes Associated with Host–Pathogen Interactions

To provide new insights in the understanding of compatibility and incompatibility 
in host–pathogen interactions, Caldo and colleagues designed and performed the 
expression profiling experiment outlined in Fig. 14.5. The aim of the  experiment 

Fig. 14.4. Application of spotted microarrays to gene expression profiling during 
dormancy in raspberry buds. A. Loop-type experimental design, whereby consecutive 
time-points (weeks), labeled with different dyes, were compared on individual microar-
rays (1–15). Panel B. shows expression patterns (1–4), representing primary changes. 
These were derived from analysis of variance (ANOVA) and principle components 
analysis (PCA). They corresponded directly to major phases in dormancy determined 
through physiological characterisation (weeks 1–7 = endodormant; weeks 8–15 = para-
dormant), thereby directly identifying important genes in the process.
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was to identify genes whose average expression between compatible and 
 incompatible interactions of the barley plant with powdery mildew fungus varied 
significantly across time, as well as those involved in pathways that distinguish 
Mla-specified Rar1-dependent from Rar1-independent interactions (17).

Caldo and colleagues observed increased levels of defence-related tran-
scripts, but found no difference in transcript accumulation up to 16 h after 
infection (hai) between incompatible and compatible interactions. This was 
consistent with observations that fungal attachment and germination are 
accompanied by the release of proteins, carbohydrates, lipids, glycoproteins, 
and peptides from the spores that trigger general host defence responses. 
However, in incompatible interactions the expression of some of these genes 
increased or remained steady from 16 to 32 hai. This suggested that one of 
the outcomes of recognition of a cognate avirulence effector by the host is 
the maintenance of increased levels of defence-related transcripts, consist-
ent with the phenomenon of induced resistance. Delivery and recognition 
of mildew fungus avirulence effectors most likely occurs during membrane-
to-membrane contact after penetration and during early haustorial  development. 
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Fig. 14.5. Outline of the mRNA profiling experiment to identify genes involved in 
barley plant interaction with the powdery mildew fungus. Three barley cultivars (A, B 
and C) were challenged with two fungal isolates (1,2). Compatible interactions (i.e., 
those where disease develops) are shown in white boxes, incompatible (i.e., no disease) 
in black. The interaction type is determined by the barley combination of plant resist-
ance gene and fungal avirulence gene. In this case, combinations of barley carrying 
different resistance genes and different fungal avirulence genes were tested. Samples 
were taken at 6 time points (experiment C2; 0, 8, 16, 20, 24, 32 h, 15 seedlings each), 
and the whole experiment was replicated 3 times. This provided a dataset consisting of 
108 experimental units (GeneChips)(2 strains X 3 genotypes X 3 replications X 6 time 
points). Rigorous statistical analysis was applied to each of the 22,792 probe sets on 
the Barley1 GeneChip. The analysis included terms for the effects of genotype, isolate, 
time point, and all interactions between these 3 factors, as well as random effects for 
replications and random interactions corresponding to whole-plot, split-plot, and split-
split-plot experimental units, ultimately leading to the identification of 14 genes.
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As a result, the difference between expression can only be seen after 16 hpi. 
In these experiments 14 genes were identified that are potentially involved in 
Mla-specified Rar1-dependent and -independent barley interactions; they are 
now being assessed using alternative functional analyses.

3.3. Combining Expression Profiling with Genetics

In 1994 J. Damerval et al. (18), in their paper “Quantitative trait loci underly-
ing gene product variation: a novel perspective for analyzing regulation of 
genome expression” described a method to “dissect the genetic architecture 
of quantitative variation of numerous gene products simultaneously.” They 
concluded that “such a methodology might help understand the architecture 
of regulatory networks and the possible adaptive or phenotypic significance of 
polymorphism in the genes involved” (citations from 18). About a decade later 
this approach, termed “the genetics of gene expression” or “genetical genom-
ics” (GG) (19), has become a standard for the dissection of genetic mechanisms 
underlying phenotypic variation. The development of large scale mRNA profil-
ing platforms, high throughput genotyping and genome sequencing have been 
key factors in developing this approach (for the reviews see 20,21).

The basis of GG emerges from comparisons of mRNA abundance between 
different genotypes of the same species. Such comparisons revealed that hun-
dreds or even thousands of genes are differentially expressed in a genotype-
dependent manner and considerable research effort is currently focussed on 
identifying and understanding the underlying causes. GG involves expression 
profiling individuals from an experimental mapping population derived from 
a cross between two distinct genotypes (parents). The resulting mRNA abun-
dance measurements in each of the progeny is then considered a “phenotype” 
(referred to as an expression QTL or eQTL), which can be analyzed using the 
well established statistical tools of genetic analysis.

Several groups have recently applied this approach to plants (22–24). These 
studies have shown that for a given proportion of genes, mRNA abundance val-
ues unambiguously fall into two easily definable classes. When this happens, 
these can effectively be treated the same way as DNA polymorphisms (i.e., as a 
binary (Mendelian or discrete) trait, Fig. 14.6A) (25). However, for the majority 

Fig. 14.6. (continued) all nonsignificant associations. This is usually determined by 
applying permutation tests. The ‘best marker’ for the trait is determined by bootstrap ana-
lyzes and assigned the amount of genetic variation that it contributes to the overall trait. In 
this case, Marker 4 is most closely associated and contributes ~60% of the observed 
trait variation. P1, P2, indicates parental values; cM, centiMorgan (i.e., measure of 
genetic distance), LRS, likelyhood ratio statistic; LOD, Logarithm of the Odds statistic. 
B. Dissecting the genetic variation in mRNA abundance observed using microarray anal-
ysis of a segregating population using QTL mapping. By using a segregating population 
it is possible to determine whether the observed difference in mRNA abundance between 
two parental lines is caused by a sequence difference within the gene itself or close to it 
(cis-eQTL) or to a factor from a different location (trans or distal eQTL). If it is possible 
to map both the gene itself (a binary trait) and the variation in the abundance of mRNA 
expressed from that gene (a quantitative trait) onto the chromosomes (as above) then cis- 
and trans-regulation can be easily differentiated. If they colocalize then it is likely that 
variation either in, or close to the gene itself, is the cause of the observed difference (left 
hand diagram). However if they do not then regulation is likely caused by a trans-acting 
factor that controls the expression of the target gene (right hand diagram). Transcription 
factors are strong candidates for trans-acting factors.
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Fig. 14.6. Trait value distributions and linkage mapping parameters for binary (mendelian) and quantitative traits 
(A). The histograms show the distribution of scores for two traits, with the parents colored grey and other members 
of the population black. For trait 1 the population can be easily split into two groups (i.e., two classes, high and low, = 
binary). For trait 2 the distribution is continuous. This is the expectation for a quantitative or polygenic trait. The grey 
vertical lines below the histograms represent a linear chromosome of a plant, with black intersecting lines defined 
as gene-based markers. These can be used to follow the inheritance of the surrounding chromosome segments in a 
population of plants. The distance between the markers is given as a recombination measure termed a centiMorgan. 
For trait 1, the binary score of the trait shows exactly the same inheritance pattern in the population as Marker 2. 
Marker 2 could therefore be a candidate gene for trait 1 (however this is unlikely given the fairly large number of 
other unknown genes that will also be inherited with Marker 2). Similar logic, but with more mapping parameters, is 
applied when dealing with trait 2, the quantitative trait. In this case the gene controlling the trait does not map clearly 
to a single location along the chromosome. Instead statistical approaches are used to identify its most likely position, 
which is indicated here as the point in the curve with the highest statistical association with the trait (calculated as a 
Likelyhood ratio or LOD statistic). As statistical analyzes are used to identify the location of the trait genes, a signifi-
cance threshold (grey vertical line parallel to chromosome) is applied that provides a measure for declaring 
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of genes, their mRNA abundance value distribution is continuous, resembling 
that of a quantitative phenotypic trait. By applying standard QTL mapping 
procedures to the mRNA abundance “phenotype,” these studies revealed that 
many genes have eQTL peaks linked to the gene itself (which are called cis-
eQTL) (Fig. 14.6B). However, for many genes eQTL are observed that are 
not at the same position on the genome as the underlying gene, suggesting the 
presence of a genetic factor that controls the mRNA abundance of the studied 
gene (i.e., a trans-eQTL). In general terms, cis-regulation reflects differences 
in the local sequence elements controlling the expression of the studied gene 
while transregulation represents regulators (or “key drivers”) that control the 
expression of several-to-many other genes ( including the studied gene).

Not unexpectedly, exploiting the potential of GG in crop plants lags behind 
model organisms (especially those with fully sequenced genomes). However 
the potential of GG was nicely demonstrated by Schadt and colleagues (26) 
who developed a model to link genetic loci, gene expression and phenotypic 
traits. Different sets of mRNA profiling data, extensive genotyping data, 
physiological trait data and the almost complete genome sequence of both of 
the parents used to develop the recombinant inbred mapping population, were 
combined to identify new causal genes controlling obesity. A similar approach 
is being taken in a number of plant species to unravel the underlying genetic 
determinants of several quantitative traits.

4. Data Standards and Sharing

Public access to microarray data will have a profound impact on the functional 
genomics field. The sheer amount and multifaceted nature of the data gener-
ated even from a simple profiling experiment can seldom be fully exploited 
by a single individual or research group. Public access to the datasets provides 
an opportunity to generate novel information by combining data from separate 
experiments. Availability of data is also critical for planning experiments or 
to cross-validate existing experimental data. Policies and recommendations 
have and are being developed to deal with the practice and ethics of data 
sharing (http://datasharing.net). Such regulations will inevitably be faced 
by those who would consider publishing results from large scale mRNA 
profiling experiments in high impact journals. Submission of raw, properly 
described, expression data to one of the major publicly accessible databases; 
Gene Expression Omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo/) (27), or 
ArrayExpress (http://www.ebi.ac.uk/arrayexpress/) (28) is therefore required.

Promoting the sharing of high quality, well annotated data within the life sci-
ences community is one of the activities of The Microarray Gene Expression 
Data (MGED) Society (29). The society’s major focus is on development and 
distribution of the standards for microarray and other large scale experiment 
data annotation. The best known project pursued by this group is MIAME, 
which stands for “Minimum Information About a Microarray Experiment” 
(30). It describes what is needed to enable the unambiguous interpretation of 
the results of an experiment and, if necessary, how to accurately reproduce the 
entire experiment.

Accumulating concerns regarding reproducibility and quality of microarray 
data has been addressed by another initiative, the MicroArray Quality Control 
(MAQC) project. Under this project, sets of experiments were performed 

http://datasharing.net
http://www.ncbi.nlm.nih.gov/geo/
http://www.ebi.ac.uk/arrayexpress/
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in different institutions to assess the level of “inter-platform consistency” 
(cited from 31). Projects like GeneNetwork (www.genenetwork.org) (32) and 
MetNet (http://metnet.vrac.iastate.edu) (33) are excellent examples of the very 
welcome trend to integrate microarray along with a variety of other biological 
data into a common knowledgebase.

5. Final Words

With appropriately designed experiments that are focussed on addressing 
clear biological questions, gene expression profiling, largely through correla-
tion analysis, excels at providing leads for further investigation. However, it 
should be emphasized that even if the number of potentially false “leads” is 
somehow minimized, the results of such correlation analyzes do not imply 
causality regarding the identified genes and the inferred biological process. 
As a result, most agree that this holistic technology is simply a first step in 
the detailed, and most often reductionist, analysis of a biological process or 
response. All agree that the technology is immensely powerful—in the right 
hands.

References

 1. Stoughton RB (2005) Applications of DNA microarrays in biology. Annu Rev 
Biochem 74:53–82

 2. Schena M (2003) Microarray analysis. Wiley-Liss, New Jersey, USA.
 3. Eisen MB, Spellman PT, Brown PO, Botstein D (1998) Cluster analysis and dis-

play of genome-wide expression patterns. Proc Natl Acad Sci U S A 95(25):14, 
863–14868

 4. Allison DB, Cui X, Page GP, Sabripour M (2006) Microarray data analysis: from 
disarray to consolidation and consensus. Nat Rev Gen 7:55–65

 5. Eriksson ME, Millar AJ (2003) The Circadian Clock. A plants best friend in a spin-
ning world. Plant Physiology 132:732–738

 6. Harmer SL, Hogenesch JB, Straume M, Chang HS, Han B, Zhu T, Wang X, Kreps 
JA, Kay SA (2000) Orchestrated transcription of key pathways in Arabidopsis by 
the circadian clock. Science 290:2110–2113

 7. Galbraith DW, Birnbaum K, (2006) Global Studies of Cell Type-Specific Gene 
Expression in Plants. Annu Rev Plant Biol 57:451–475

 8. Birnbaum K, Shasha DE, Wang JY, Jung JW, Lambert JM, Galbraith DW, 
Benfey PN (2003) A gene expression map of the Arabidopsis root. Science 
302(5652):1956–1960

 9. Schena M, Shalon D, Davis RW, Brown PO (1995) Quantitative monitoring 
of gene expression patterns with a complementary DNA microarray. Science 
270(5235):467–70

10. Detailed information related to different aspects of the Affymetrix Genechip 
Technology, including, relevant references, platform design, instrumentation, rea-
gents and analytical tools, can be found at: http://www.affymetrix.com/. And www. 
affymetrix.com/support/technical/manual/expression_manual.affx

11. Fodor SP, Read JL, Pirrung MC, Stryer L, Lu AT, Solas D (1991) Light-directed, 
spatially addressable parallel chemical synthesis. Science 251(4995):767–773

12. Irizarry RA et al (2003) Exploration, normalization, and summaries of high density 
oligonucleotide array probe level data. Biostatistics 4(2):249–264

13. Causton HC, Quackenbush J, Brazma A (eds.) (2003) Analysis of gene expression 
data matrices. In: Microarray gene expression data analysis. Blackwell, Oxford, 
UK. pp. 71–75

http://metnet.vrac.iastate.edu
http://www.affymetrix.com/
www.genenetwork.org
www. affymetrix.com/support/technical/manual/expression_manual.affx
http://www. affymetrix.com/support/technical/manual/expression_manual.affx


210 A. Druka et al.

14. Leonhardt N, Kwak JM, Robert N, Waner D, Leonhardt G, Schroeder JI (2004) 
Microarray expression analyses of arabidopsis guard cells and isolation of a 
recessive abscisic acid hypersensitive protein phosphatase 2C mutant. Plant Cell 
16:596–615

15. Vanneste S, Rybel BD, Beemster GTS, Ljung K, De Smet I, Van Isterdael G, 
Naudts M, Iida R, Gruissem W, Tasaka M, Inzé D, Fukaki H, Beeckman T (2005) 
Cell cycle progression in the pericycle is not sufficient for solitary root/IAA14-
mediated lateral root initiation in Arabidopsis thaliana. Plant Cell 17:3035–3050

16. Mazzitelli L, Hancock RD, Haupt S, Walker PG, Pont SDA, McNicol J, Cardle L, 
Morris J, Viola R, Brennan R, Hedley PE, Taylor MA (2006) Coordinated gene 
expression during phases of dormancy release in raspberry (Rubus idaeus L.) buds. 
J Exp Bot 58(5):1035–1045

17. Caldo RA, Nettleton D, Wise RP (2004) Interaction-dependent gene expres-
sion in Mla-specified response to barley powdery mildew. Plant Cell 16(9):
2514–2528

18. Damerval C, Maurice A, Josse JM, de-Vienne D (1994) Quantitative trait loci 
underlying gene product variation: a novel perspective for analyzing regulation of 
genome expression, Genetics 137:289–301

19. Jansen RC, Nap JP (2001) Genetical genomics: the added value from segregation. 
Trends Genet 17(7):388–391

20. Williams RW (2006) Expression genetics and the phenotype revolution. Mamm 
Genome 17(6):496–502

21. Rockman MV, Kruglyak L (2006) Genetics of global gene expression. Nat Rev 
Genet 7(11):862–872

22. Doerge RW (2002) Mapping and analysis of quantitative trait loci in experimental 
populations. Nat Rev Genet 3(1):43–52

23. West MAL, Kim K, Kliebenstein DJ, van Leeuwen H, Michelmore RW, Doerge 
RW, St.Clair DA (2007) Global eQTL mapping reveals the complex genetic archi-
tecture of transcript level variation in arabidopsis genetics. Genetics 106.06497

24. Druka A, Muehlbauer G, Druka I, Caldo R, Baumann U, Rostoks N, Schrelber 
A, Wise R, Close TC, Kleinhofs A, Graner A, Schulman A, Langridge P, Sato 
K, Hayes P, McNicol J, Marshall DF, Waugh R (2006) An atlas of gene expres-
sion from seed to seed through barley development. Funct Integr Genomics 
6(3):202–21

25. Luo ZW, Potokina E, Druka A, Wise R, Waugh R, Kearsey MJ (2007) SFP geno-
typing from Affymetrix arrays is robust but largely detects cis-acting expression 
regulators. Genetics 176(2):789–800

26. Schadt EE, Lamb J, Yang X, Zhu J, Edwards S, GuhaThakurta D, Sieberts SK, 
Monks S, Reitman M, Zhang C, Lum PY, Leonardson A, Thieringer R, Metzger 
JM, Yang L, Castle J, Zhu H, Kash SF, Drake TA, Sachs A, Lusis AJ (2005) An 
integrative genomics approach to infer causal associations between gene expres-
sion and disease. Nat Genet 37(7):710–717

27. Barrett T, Suzek TO, Troup DB, Wilhite SE, Ngau W, Ledoux P, Rudnev D, Lash 
AE, Fujibuchi W, Edgar R (2006) NCBI GEO: mining tens of millions of expres-
sion profiles – database and tools update. Nucleic Acids Res 33:D562–6

28. ArrayExpress (http://www.ebi.ac.uk/arrayexpress/)
29. Ball CA, Brazma A (2006) MGED standards: work in progress. OMICS 

10(2):138–144
30. Brazma A, Hingamp P, Quackenbush J, Sherlock G, Spellman P, Stoeckert C, Aach 

J, Ansorge W, Ball CA, Causton HC, Gaasterland T, Glenisson P, Holstege FCP, 
Kim IF, Markowitz V, Matese JC, Parkinson H, Robinson A, Sarkans U, Schulze-
Kremer S, Stewart J, Taylor R, Vilo J, Vingron M (2001) Minimum information 
about a microarray experiment (MIAME) – toward standards for microarray data. 
Nat Genet 29(4):365–37

http://www.ebi.ac.uk/arrayexpress/


Chapter 14 Gene Expression Profiling 211

31. Shi L et al (2006) The MicroArray Quality Control (MAQC) project shows inter- 
and intraplatform reproducibility of gene expression measurements. Nat Biotechnol 
24(9):1151–1161

32. Chesler EJ, Lu L, Wang J, Williams RW, Manly KF (2004) WebQTL: rapid 
exploratory analysis of gene expression and genetic networks for brain and behavior. 
Nat Neurosci 7(5):485–486

33. Yang Y, Engin L, Wurtele ES, Cruz-Neira C, Dickerson JA (2005) Integration 
of metabolic networks and gene expression in virtual reality. Bioinformatics 
21(18):3645–3650



1. Introduction

Cytogenetic research has had a major impact on the field of medicine, 
 especially in oncology and reproductive medicine, providing an insight into 
the frequency of chromosomal abnormalities that occur during gametogenesis, 
embryonic development, and tumor development (1). This is well emphasized 
by the continuing focus on genetic abnormalities that are associated with, as 
well as probably responsible for, tumor origin, tumor progression, spontane-
ous abortions, and congenital anomalies. However, information on recurrent 
chromosomal aberrations in solid tumors and in some hematological cancer 
is still limited. The growth of solid tumor in culture for cytogenetic analysis 
is poor and is compounded by low mitotic indices (2). Often the specimens 
are contaminated with bacterial and other microbial agents and might contain 
large regions of necrotic tissue. In addition, the major clone that does grow 
might not reflect its true representation in the tumor in vivo, where multiple 
subclones exist with complex chromosomal alterations, making identification 
of primary genetic changes difficult. Furthermore, solid-tumor metaphase 
chromosomes often have poor morphology (1). A newly described  molecular-
cytogenetic technique that does not rely on growth of the tumor in culture 
might well accelerate the rate at which perturbed chromosomal regions can 
be cytogenetically identified and molecular-genetically characterized in solid 
tumors (2). In the past decade, fluorescence in situ hybridization (FISH) has 
significantly improved the cytogenetic analysis of tumors. FISH uses spe-
cific chromosomal probes, usually composed of cloned fragments of DNA 
(3). These probes will anneal only to their matching complementary DNA 
sequences on target chromosomes and can accurately detect and target one 
specific gene or chromosome region at a time.

However, the application of FISH in cytogenetic analysis leaves the majority 
of the genome unexamined (4). Now, these limitations can be  circumvented 
through the use of molecular cytogenetic approaches referred to as new 
FISH-based technologies, including reverse FISH, multiplex FISH (M-FISH), 
spectral karyotyping (SKY), comparative genomic hybridization (CGH) 
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analysis, and matrix or microarray-CGH (M-CGH) (4). These  technologies 
have bridged the gap between molecular genetics and conventional cytogenet-
ics. The combination of traditional  cytogenetic techniques with molecular-
genetic methodologies has added a new and powerful dimension to human 
genetics. Although the information derived using reverse FISH is highly 
informative, the procedure is  technically demanding and requires specialized 
micromanipulation equipment to microdissect the region of interest from 
abnormal chromosomes (3). Among these technologies, CGH has provided 
an unparalleled insight into the nature of  chromosome imbalance in disease 
development and progression. CGH-based technology is able to discover and 
map genomic regions for chromosomal gains or losses in a single experiment 
without any prior information on the chromosomal aberration in question (5). 
This ability addresses many of the deficiencies of FISH and conventional 
cytogenetic analyses. CGH produces a map of DNA sequence copy number 
changes as a function of chromosomal location throughout the entire genome 
(6). In a typical CGH experiment, genomic DNA from tumor and normal 
tissue is separately labeled with different fluorochromes (green color for 
tumor and red for normal control); these differently labeled DNA probes are 
 hybridized simultaneously to metaphase chromosome spreads prepared from 
normal individuals (7). In addition to different fluorochromes for labeling (in 
the direct method), haptens (in the indirect method) are also frequently used 
as labeling dyes because of their flexibility and cost-efficiency. CGH is also 
performed with differentially labeled normal DNA as a reference standard for 
data analysis. Detailed analysis is performed using a sensitive monochrome 
cooled charge-coupled device (CCD) camera and automated image analysis 
software. Regions of loss or gain of DNA sequences are seen as changes in 
the ratio of the two fluorescence intensity ratio profiles along the target chro-
mosomes. Thus, gene amplification or chromosomal duplication in the tumor 
DNA produces an elevated green-to-red ratio, and deletions of chromosomal 
loss cause a reduced ratio (8–11). This chapter will focus on the technique of 
CGH and its modifications and will review the genetic  perturbations revealed 
by CGH for a number of tumor types and its  potential application in clinical 
practice.

2. Method

Using schematic representation, it is easy to understand that the basis of the 
CGH procedure involves competitive in situ hybridization of differentially 
labeled tumor DNA and normal reference DNA to normal human metaphase 
spreads (see Fig. 15.1). The CGH approach does no require mitotic tumor 
cells, so fresh, frozen, and paraffin-embedded tissues can be examined. In 
 addition, only a small amount (less than 500 ng) of genomic DNA is needed 
for a whole-genomic analysis. However, to use CGH to determine the true 
 incidence of chromosome abnormality in human embryos (for reproductive 
medicine) and to develop CGH protocols compatible with preimplantation 
genetic diagnosis (PGD), several modifications to existing methods are nec-
essary, because a single cell contains only 5–10 pg of DNA. Consequently, 
the DNA content of the cell must be amplified before use for CGH. We can 
achieve the approx 40,000-fold amplification necessary using a polymerase 
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chain reaction (PCR)-based strategy to enzymatically copy the single-cell 
genome multiple times. The amplification is so efficient that sufficient DNA 
can be generated from a single cell for numerous subsequent PCR analyses, 
as well as for CGH (3,12). Detailed methodological reviews can be found at 
http://www.nhgri.nih.gov/DIR/LCG/CGH/technology.html and http://www.
utoronto.ca/cancyto/ or in several excellent articles (2–4,6,13–19).

2.1. Normal Metaphase Preparation

Normal metaphase slides are prepared from phytohematoglutinin-stimulated 
peripheral blood lymphocyte cultures from a healthy individual. Cells are 
arrested in mitosis by colchicines, harvested, treated with hypotonic KC1, and 

Fig. 15.1. Flowchart for CGH analysis. First, equal amounts (500 ng) of tumor DNA is labeled with green 
fluorochrome-conjugated nucleotide, such as Spectrum green–dUTP or fluorescence isothiocyanate–dUTP 
(FITC–dUTP) by nick translation, whereas reference DNA from peripheral lymphocytes of normal male or female 
donors is labeled with red fluorochrome-conjugated nucleotide, such as Spectrum red–dUTP or Texas red–dUTP. 
The sizes of the probes are optimized to a range from 500 bp to 2 kb. The labeled DNA (200 ng) is mixed with 
10 µg of unlabeled human Cot-1 DNA for blocking ubiquitous repetitive sequences commonly detected on the 
centromeric and heterochromatic regions; then, it is ethanol precipitated and redissolved in 10 µl hybridization 
solution. The resulting probe mixture is denatured at 76°C for 7 min and reannealed at 37°C for 1 h. Metaphase 
chromosomes are also denatured at 76°C in 70% formamide solution for 3–4 min. The denatured probe mixture 
is dropped onto the metaphase chromosome slide, covered with a cover slip, sealed with rubber cement, and 
then allowed to hybridize by incubating the slide in a moist chamber at 37°C for 3 d. After hybridization, the 
slides are washed twice with 50% formamide with 2× SSC at 43°C for 10 min, followed by three changes with 
PN buffer at room temperature, 10 min each for removing the unbound probe. The slides are counterstained 
with diamidino-2- phenylindole (DAPI) and mounted in Vectashield mounting medium. Fluorescence signals 
from the hybridized chromosomes are captured and analyzed using CGH analysis software, such as the QUIPS 
XL Genetics Workstation system. Typically, 6–10 sets of metaphase chromosomes from one sample slide are 
observed under a fluorescence microscope equipped with a cooled CCD camera. The filter system consists of 
a triple-bandpass beam splitter, a triple-bandpass emission filter, and three single-bandpass excitation filters 
mounted on a computer-controlled filter wheel. This design allows collection of sequential, properly registered 
images from three fluorescence channels. The ratio profile of green (tumor) to red (control) fluorescence inten-
sity is plotted as a function of locations along individual chromosomes using software. Data from 6–10 captured 
metaphases are pooled to obtain an averaged ratio profile for each sample (or patient). Genomic aberrations, such 
as gains (amplification) or losses (deletion), at certain chromosome regions are defined by setting the thresholds 
at 1.2 and 0.80, respectively

http://www.nhgri.nih.gov/DIR/LCG/CGH/technology.html
http://www.utoronto.ca/cancyto/
http://www.utoronto.ca/cancyto/
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fixed in methanol/acetic acid. The cells are dropped onto slides in such a way 
that chromosomes from mitotic cells are nicely spread (18).

2.2. The Procedure of CGH

Study DNA can be obtained by any type of DNA isolation that yields  high-
molecular-weight DNA that is suitable for use in CGH. Normal DNA for use 
as a reference can be taken from blood lymphocytes from any healthy man. 
DNAs are extracted in phenol–chloroform using standard protocols. The 
extracted DNA concentrations are estimated by spectrophotometric measure-
ment. Before beginning any labeling, the quality of the DNA must be assessed. 
In fact, after labeling, it is strongly suggested that the quality of the DNA be 
assessed again. Take a 1-µg sample of the DNA and run it on a 1% ethidium 
bromide stained gel. The criteria for the DNA include the following: (1) the 
sample must be of high molecular weight, (2) the DNA should also be quanti-
fied using an accurate spectrophotometer or a DyNA Quant 2000 fluorometer, 
and (3) the DNA should be dissolved in water, not TE buffer.

A successful CGH relies on the labeling of equal amounts of the  high-
quality DNA that is to be tested against the normal reference DNA. Test and 
reference DNAs are differentially labeled, and it is apparent that the size of 
the DNA before and after labeling is an important consideration in the overall 
success of the assay (13). It is suggested that the labeling scheme be switched 
and the experiment repeated to ensure that the results are consistent.

Labeled DNAs should range in size from 500 bp to 2 kb to achieve  optimal 
hybridization. In some cases, very high-molecular-weight DNA requires 
mechanical shearing before labeling, and in others, the extracted DNA can 
be labeled as is (13). Labeling can be used with biotinylated and digoxi-
genin-conjugated deoxynucleotides, which require secondary detection steps 
before visualization posthybridization, or be used with directly fluorochrome- 
 conjugated deoxynucleotides, which can be visualized, and require fewer 
posthybridization signals. Table 15.1 lists the commonly used fluorochromes 
and their spectral characteristics. Nick translation is the method of choice 
for labeling the DNAs, because of its ability to regulate the nicking activity 
of DNAase I relative to the synthesizing activity of DNA polymerase I to 
achieve optimally sized fragments (2). For applications on paraffin- embedded 
 material, two publications described protocols for preparation, labeling, 
 detection, and optimizing universal in vitro amplification of genomic DNA 
(20,21). DOP-PCR proved to be the most effective method for amplifying and 
labeling genomic DNA from microdissected tissue areas (19).

Table 15.1 Fluorescent dyes commonly used for CGH.

Fluorochrome Color Absorbance (nm) Emission (nm)

DAPI Blue 350 456

FITC Green 490 520

Spectrum green Green 497 524

Rhodamine Red 550 575

Spectrum red Red 587 612

Texas red Red 595 615
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Fig. 15.2. (A) Schematic representation showing a summary of CGH at a glance. CGH 
offers many advantages in detecting unknown genomic imbalances from materials of 
interest. (B) Quantification of fluorescence intensity is depicted. The values of the fluo-
rescence intensity ratio are drawn as a function of their positions along the individual 
chromosomes (curved lines). Ratio values less than the threshold value of 0.8 (red line 
to the right of the central black line) are considered gene deletions, whereas ratio values 
>1.2 (green line to the right of the central black line) are indicative of gene amplifications. 
The potential regions of loss and gain abnormalities are also marked (red and green bars); 
losses are shown at the left and gains at the right of the chromosome ideograms

As described in Fig. 15.1, the procedure of CGH is briefly summarized as 
 follows: (1) differentially label the DNAs; (2) precipitate, denature, and hybrid-
ize the DNAs; (3) posthybridization washes and detection steps; (4) fluorescence 
microscopy and image analysis. The result is demonstrated as Fig. 15.2 A,B.
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2.3. Troubleshooting

The first ethanol–salt precipitation serves to remove the dNTPs that are not 
incorporated in the labeling reaction. To prevent loss of the labeled DNA, an 
excess of salmon sperm DNA (50 µg of salmon sperm DNA for each 1 µg of 
labeled DNA) is precipitated with the labeled DNA such that any loss of DNA 
from the precipitation procedure comes mainly from the salmon sperm DNA 
rather than the labeled DNA.

The best recovery of DNA results from leaving the DNA/salt/ethanol 
 mixture at −20°C overnight before centrifugation. However, if this is not 
possible, 1 h at −70°C will give a decent recovery. In order to determine the 
amount of salmon sperm that is required, as well as the amount of water 
needed to yield the final concentration of 10 ng/µl, the actual amount of 
labeled probe must be determined.

On the one hand, chromosomes must be sufficiently denatured to permit 
hybridization of labeled DNAs, but, on the other hand, they must retain their 
morphology for unequivocal identification during karyotyping. A protocol for 
optimized chromosome preparations and hybridization conditions has been 
reported elsewhere (13) which provides a guideline for troubleshooting in 
CGH experiments (criteria for acceptable CGH images, control experiments, 
quality assurance, and interpretation of ratios). Such troubleshooting is now 
facilitated by commercially available and standardized CGH reagents required 
for CGH analysis (e.g., reference metaphase spreads, labeling kits, labeled 
nucleotides, and labeled reference DNAs) and control tumor DNAs (labeled and 
unlabeled MPE 600 DNA from a breast cancer cell line) with defined chromosomal 
imbalances that must be visible with CGH analysis.

3. Applications

Comparative genomic hybridization is a FISH-based technique that can detect 
gains and losses of whole chromosomes and subchromosomal regions. Often, 
CGH is based on a two-color, competitive FISH of differentially labeled tumor 
and reference DNA to normal metaphase chromosomes and can scan the whole 
genome without prior knowledge of specific chromosomal  abnormalities (4). 
CGH accounts for all chromosomal segments in the tumor cell genome, 
including those present in marker chromosomes whose origin cannot be 
determined by conventional karyotyping. Application of the CGH  procedure 
has permitted the identification of recurrent imbalances in a wide variety of 
human diseases, and so far, more than 1500 articles have been published on 
CGH, with approx 90% reporting the use of CGH in  delineating cytogenetic 
changes in cancer specimens (http://www3.ncbi.nlm.nih.gov/ entrez/query.
fcgi). About 6% of CGH articles have dealt with technical aspects and only a 
limited number have described the application of CGH in a clinical cytogenet-
ics setting (1).

3.1. Tumor Genetics

Cancer is a complex disease occurring as a result of a progressive accumula-
tion of genetic aberrations and epigenetic changes that enable an escape from 

http://www3.ncbi.nlm.nih.gov/ entrez/query.fcgi
http://www3.ncbi.nlm.nih.gov/ entrez/query.fcgi
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normal cellular and environmental controls (4). Neoplastic cells might have 
numerous acquired genetic abnormalities, including aneuploidy, chromosomal 
rearrangements, amplifications, deletions, gene rearrangements, and loss-of-
function or gain-of-function mutations (4). These genetic abnormalities lead to 
the abnormal behavior common to all enoplastic cells, including the dysregula-
tion of growth, lack of contact inhibition, genomic instability, and a propensity 
for metastases. The genes affected by aberrations in cancers are often divided 
into two main categories: genes that have gain-of-function (amplification) 
known as oncogenes, and genes that have loss-of-function (inactivation) known 
as tumor suppressor genes. The tumor suppressor genes often need a complete 
loss of function in both alleles because the chromosomes are often paired. More 
than 100 genes have been reported to be related to tumor development and/or 
tumor progression. Gene amplification is an essential mechanism of oncogene 
 activation, in addition to structural alterations, loss of control mechanisms, 
insertional mutagenesis, and chromosome translocations (22).

The power of CGH has been clearly proven, since the first published article 
by Kallioniemi et al. in 1992, as a tool to characterize chromosomal imbal-
ances in neoplasias (5). The number of studies concerning solid tumors and 
hematological cancers is impressive. Many excellent review articles or web-
sites (e.g., http://www.helsinki.fi/∼lgl_www/CMG.html, which contains the 
chromosomal locations of recurrent DNA copy number changes in 73 tumor 
types from 283 reports) have been found that summarize the chromosomal 
imbalances detected by CGH in solid tumors and in hematological diseases 
(19,22–25). The majority of studies focus on specific types of tumor, with 
tumor development, progression, clinical correlation, prediction of response 
to therapy, and disease-free survival in a given population, with the presence 
of infection (25). For example, Wang suggested that genes located at 6q27 
might play a crucial role in the early events of ovarian tumor development 
and that there is a continuum in the progression model of ovarian neoplasia 
and the high frequency of gene amplification at 20q12-q13.2, indicating that 
the overpresentation of these genes might play a crucial role in the patho-
genesis of ovarian cancer (26). In fact, several of the copy-number changes 
in ovarian cancers might be explained by known abnormalities in the genes 
involved in ovarian tumorigenesis (loss of 17pter-q21 and p53, gain on 17q 
and amplification of HER2/Neu/erbB2, amplification on 8q24 and myc, and 
gain at 3q26.3 and amplification of the p110 catalytic subunit of PI3K), 
which provide unique  targets. The p53 tumor suppressor has been explored 
as a  target for gene therapy in ovarian cancer, and HER2/neu/erB2 is being 
targeted by antibody-mediated therapy (herceptin) and E1A-mediated gene 
therapy. In the study of ovarian cancer samples from Kudoh et al., the 
researchers demonstrated that the presence of an increased copy number at 
1q21 and 13q13 correlate with a lack of response to a chemotherapy regimen 
consisting of  cisplatin, doxorubicin, and cyclophosphamide (27). Therefore, 
identification and characterization of the genes driving the copy-number 
abnormalities detected by CGH might provide new therapeutic targets in 
ovarian cancer, which might directly affect tumor cell growth or alter sensi-
tivity to chemotherapy (28).

In addition to the application of CGH for studying solid tumors, CGH also 
contributes to the knowledge of chromosomal alterations in hematological 

http://www.helsinki.fi/~lgl_www/CMG.html
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diseases such as leukemia and lymphomas. With the application of CGH in 
lymphoma, gene amplifications are also often seen (19,25,29). Struski et al. 
further suggested the indications of CGH in hemopathies, including (1) a 
normal karyotype (a proliferation of normal cells to the detriment of tumor 
cells during the cell culture), (2) failure of the karyotype (low proliferative 
potential as multiple myeloma), and (3) uninterpretable metaphases because 
of poor quality (e.g., acute lymphoid leukemia) and complex karyotypes 
(e.g., lymphoma) (25).

Because CGH recognizes only proportional changes in copy number, the 
ratio profiles do not indicate the absolute copy-number change. For exam-
ple, Knuutila et al. found in diploid and near-diploid cells that a ratio of 1.5 
 indicates at least a 100% increase in the copy number of an entire chromosome 
arm or of a region of a chromosome band, but the threshold is not reached 
when the increase is only 50% (e.g., chromosomal trisomy) (22). In addition, 
when a DNA copy number increase is restricted to a small chromosome area 
representing, for example, the amplification of a single gene, the copy number 
increase should be 10-fold or higher (220).

3.2. Clinical Cytogenetics

Comparative genomic hybridization has also been useful in clinical  cytogenetics 
and has facilitated the identification and characterization of intrachromosomal 
duplications, deletions, unbalanced translocations, and marker chromo-
somes in prenatal, postnatal, and preimplantation samples (3,30–33). CGH 
is also useful in revising incorrectly assigned karyotypes. The ability of 
CGH to define more precisely the chromosomal material comprising marker 
 chromosomes and unbalanced rearrangements has helped to further define 
the critical chromosomal regions that are associated with adverse phenotypic 
outcomes, thus providing prognostic information for genetic counseling (31). 
This information is also beneficial to prenatally ascertaining cases of marker 
chromosomes, as it might provide couples with a means to make rational 
and informed decisions concerning the pregnancy. CGH is also powerful in 
advancing molecular cytogenetics in the area of evaluating mental retardation 
(33). CGH has two major uses in the analysis of mental retardation, including 
the further characterization of unbalanced karyotypes as detected by routine 
banding analysis, such as additions, duplications, deletions, trans-locations, 
markers, or complex aberrations, and the screening for “hidden” chromosome 
aberrations in patients with apparently normal karyotypes.

Figure 15.3A–D illustrates a case of congenital anomaly that was diagnosed 
prenatally using amniocentesis performed at the gestational age of between 
14 and 20 wk. We first identified the patient as probably having an abnormal 
chromosome, involving chromosome 1 and another chromosome (perhaps 
chromosome 5 or chromosome 13), using the conventional karyotyping method. 
Then, we used CGH to find the possibly abnormal area—deletion of 1q terminal 
and amplification of 13q. Based on the findings of CGH, we  suspected that the 
translocation chromosome might be involved with  chromosome 1 and chromo-
some 13. Finally, we used FISH to confirm the diagnosis, using whole-chromo-
some and specific telomere probes.
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Fig. 15.3. The application of molecular cytogenetic tools in detecting the chromosome 
aberrations in a case with congenital anomaly. (A) Traditional G-banding analysis 
finds an abnormal chromosome with additional materials in the terminal end of one 
chromosome 1q. However, the origin of this material is unable to be determined by 
G-banding. (B) CGH is then performed and shows genomic changes with 1q terminal 
loss and 13q gain. (C) FISH with chromosome painting probes 5 and 13 (chromosome 
5 painting probe is used as an internal control) is performed and shows the additional 
material in chromosome 1q terminal is from chromosome 13q. (D) FISH with 13q and 
1q telomere probes is also done and detects the deletion of terminal region in one of 
chromosome 1. All of these FISH studies confirm the finding by CGH analysis and 
give us a clearer picture about this chromosome aberration.



222 P.-H. Wang et al.

4. Conclusion

Methods for chromosomal analysis have become increasingly powerful, ben-
efiting enormously from the fusion of traditional cytogenetic techniques and 
molecular genetics. This has not only led to advances in clinical diagnosis 
but has also provided markers for the assessment of prognosis and disease 
 progression. CGH might be among the most significant methodological 
advances and has overcome many of the technical limitations that beset earlier 
cytogenetic methods, allowing detailed chromosomal data to be obtained from 
a variety of tissues that were previously considered problematic (2). CGH has 
been employed for the ascertainment of chromosomal duplications, amplifi-
cations, and deletions that contribute to neoplastic transformation, revealing 
the chromosomal location of tumor suppressor genes and oncogenes that 

Fig. 15.3. (continued)
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are central to disease development or progression and can also identify new 
prognostic markers. However, it should be noted that CGH has limitations. 
It cannot detect balanced chromosomal abnormalities such as translocations, 
inversions, or point mutations. In addition, pericentromeric, telomeric and 
heterochromatic regions cannot be evaluated, and 1p32-pter, 16p, 19, and 
22 could lead to a false-positive interpretation (22). Chromosomal imbal-
ances must be present in about 50% of cells to be detected, which means that 
CGH requires that tumor specimens be relatively free of surrounding normal 
tissue. Finally, the sensitivity and resolution of conventional chromosome-
based CGH is likely limited to changes that are 5–10 Mb (19,20), although 
 thresholds of detection for amplification might be lower (2 Mb) compared to 
those of detection for deletion (10–20 Mb) (13). As an example, an amplicon 
located at 19p, which contains AKT2, is frequently present in ovarian cancer 
cells but is too small to be detected by classical CGH (18). Similarly, the 
frequency of copy-number abnormalities at 3q is greater when it is analyzed 
by FISH with region-specific probes than when it is assessed by chromo-
some-based CGH (34). Because the limitations of CGH for the genetic char-
acterization of cancer are mainly in the use of metaphase chromosomes as 
hybridization targets, its resolution is at the chromosomal banding level (22). 
Thus, a new technology—array technology adapted to CGH, designated 
M-CGH (35–38)—will allow the resolution to increase from a cytogenetic level 
to a molecular level. For M-CGH, chromosome preparations are substituted by 
sets of well-defined genomic DNA fragments microarrayed on solid support 
to serve as hybridization targets (39). Thus, genomic imbalances are detected 
with much higher resolution, allowing copy-number changes to be associ-
ated with individual loci and genomic markers. This approach is much more 
demanding than the widespread application of DNA microarrays for the detec-
tion of gene  expression patterns, because it requires the reliable detection of 
subtle  differences in the fluorescence ratios of test and control genomes (e.g., 
the diagnosis of alterations can rely on a ratio of difference smaller than 0.1); 
also, the complexity of the labeled total genomic DNA probe sequence pool 
is several orders of magnitude higher than that of a cDNA pool (39). These 
requirements can be met using genomic DNA fragments cloned in bacterial, 
P1-derived, or yeast artificial chromosome (BAC, PAC, and YAC) vectors 
(35,36). Recently, M-CGH has improved significantly, because a  ligation-
mediated PCR BAC labeling method has improved the signal-to-noise ratios, 
and clone density has also been increased (40). Current human CGH arrays 
have a 1-Mb resolution (about 3,000  features), whereas cDNA arrays are 
already routinely made at 10,000–15,000 features per slide (38).

Importantly, copy-number abnormalities detected by classical CGH might 
reflect a sum of multiple distinct small areas of copy-number abnormality. 
M-CGH, because of its increased ability to resolve areas of copy-number 
abnormalities, might exhibit an improved predictive value and also facilitate 
the identification of the gene or genes driving specific genomic amplifications 
or deletions. M-CGH is also likely to be more robust and less tedious than 
classical chromosome-based CGH.

In the future, the continuing improvement of CGH, such as the use of a 
standard reference interval instead of a fixed interval (41), or related  techniques, 
such as M-CGH, will allow large-scale screening of abnormal changes of chro-
mosomes in diseases and continue to provide a better understanding of cancer. 
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Of most importance, the establishment of a pattern of genetic abnormalities 
for each tumor type should offer a precise histological diagnosis and assist in 
the prediction of which chemotherapeutic drugs will be most  effective in the 
treatment of a given type of cancer and a single-array-based CGH experiment 
in a basic science laboratory could provide copy number and expression infor-
mation from all human genes and a more focused DNA chip in the clinical 
diagnostic laboratory could assess all the specific chromosomal loci, genes, and 
signaling pathways involved in a given disease.
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1. Introduction

Subtractive hybridization involves the subtraction of a test DNA sample (the 
TESTER) from a reference DNA sample (the DRIVER), and the subsequent 
identification of those sequences present in the DRIVER DNA but absent 
from the TESTER DNA. The nature of the DNA samples varies depending on 
the specific application, but the two samples would normally share high levels 
of identity, thus lending extra significance to the differences between them. 
Subtractions fall into two major categories: (a) subtraction among closely 
related genomic DNA samples leading to the identification of genetic variations; 
(b) subtraction among cDNA samples generated from RNA isolated from cells 
exposed to different conditions, leading to the identification of differentially 
expressed genes.

2. Principles of Subtractive Hybridization

The basic steps in subtraction involve: (1) the isolation of the two closely 
related DNA samples (genomic or cDNA generated following RNA extraction); 
(2) digestion or shearing of DNA into fragments of a more manageable 
size; (3) the incorporation of either a label or a specific “adaptor” sequence 
to enable subsequent differentiation between TESTER and DRIVER DNA; 
(4) hybridization of the two denatured DNA samples with an excess of the 
DRIVER (reference) DNA; (5) separation and identification of those TESTER 
sequences that remained single stranded because of the absence of compli-
mentary sequence in the driver DNA.

A method for genomic subtraction, used for the isolation of DNA absent in 
deletion mutants of yeast, was first reported in 1990 (1). Genomic subtraction 
incorporated the main features of subtractive hybridization. Genomic DNA was 
isolated from two closely-related sources and hybridized in such a way that 
those sequences common to both DNA samples would be removed, leaving only 
TESTER-specific sequences. Finally, those sequences unique to one of the sources 
were isolated and identified. This initial study involved the removal from wild-type 
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DNA (TESTER) of sequences present in the genomes of both yeast wild-type 
and a deletion mutant (DRIVER). DNA corresponding to the deleted region was 
enriched in the TESTER by allowing a mixture of denatured wild-type and bioti-
nylated mutant DNA to reassociate. Avidin-coated beads were used to remove 
biotinylated sequences. The subtraction process was repeated several times. In 
each cycle unbound wild-type DNA from the previous round was hybridized 
with fresh biotinylated deletion mutant (DRIVER) DNA. After each cycle any 
TESTER DNA that was also present in the DRIVER DNA was removed using 
avidin-coated beads. Eventually short oligonucleotide sequences (adaptors) were 
ligated to the unbound DNA from the final cycle, containing the TESTER-specific 
sequences. Following the ligation, the recovered DNA was amplified by using an 
oligonucleotide primer designed to bind adaptor sequence in the polymerase chain 
reaction (PCR). Amplified DNA was then used to probe TESTER and DRIVER 
DNA samples to identify those sequences genuinely subtracted (only present in 
TESTER DNA).

Although this methodology has been amended subsequently, the principles 
of subtractive hybridization remain the same. A typical scheme for subtractive 
hybridization is presented in Fig. 16.1. Before hybridization of TESTER and 
DRIVER DNA, the samples are generally cleaved either by ultrasonication or 
by digestion with restriction enzymes. It is important to ensure that TESTER 
DNA sequences are short to minimize the number of hybrid sequences containing 
both TESTER-specific DNA and DNA shared by the TESTER and DRIVER. 
Despite containing potentially useful information, such hybrid sequences may 
be removed because of those regions that hybridize with the DRIVER. Thus, 
genuine TESTER-specific sequences could be lost. In the scheme presented 
in Fig. 16.1 the TESTER DNA is digested with a frequently cutting restric-
tion enzyme, such as Sau3AI, whilst the DRIVER DNA is fragmented by 
mechanical shearing. In the example shown, Sau3AI can be used to cleave the 
adaptors and facilitate cloning into a vector cleaved with BamHI, an enzyme 
which produces complimentary ends.

To facilitate the removal of those TESTER sequences also present in the 
DRIVER DNA, the DRIVER DNA should be present in excess. To enrich 
for TESTER-specific sequences, it may be necessary to repeat the subtrac-
tion. It is important that a method should be available for the separation of 
nonhybridizing TESTER DNA from other sequences in the mixture. This can 
be achieved by a number of approaches. A biotin-based approach for selective 
enrichment of specific DNA sequences was reported as early as 1986 (2). The 
original method for genome subtraction can be improved by the modification 
of both TESTER and DRIVER DNA before hybridization. In one approach, 
adaptors were ligated to the TESTER DNA whilst the DRIVER DNA was 
labeled with biotin, both before hybridization (3). Following hybridization, 
hybrids containing DRIVER DNA could be removed by the capture of biotin 
using beads coated with streptavidin. As in the initial study, adaptor sequences 
were targeted for PCR amplification of those remaining sequences unique to 
the TESTER DNA.

Often, the output from a subtractive hybridization experiment is a mixed 
PCR product. PCR amplicons can be cloned directly using one of the many 
commercial vectors available, or digested using the relevant restriction 
enzyme (for example, Sau3AI) before cloning. This enables the production 
of a subtracted library of sequences present in the TESTER DNA but absent 
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from the DRIVER DNA. It cannot be assumed that all sequences at this stage 
are genuinely subtracted. Such sequences can be identified by using DNA 
from clones in the subtracted library as probes against TESTER and DRIVER 
DNA samples.

Other strategies have also been employed to identify TESTER-specific 
sequences. For example, poly(A)-tailing of the TESTER DNA with terminal 
transferase and asymmetrical amplification after subtraction was used in a study 
to identify L. monocytogenes- specific sequences (4). Another strategy involved 
PCR amplification of TESTER and DRIVER sequences before hybridization 
(5). Different adaptors were ligated to Sau3AI-digested TESTER and DRIVER 
sequences to facilitate the PCR amplification steps. A further addition to the 
strategy was the inclusion of dUTP instead of dTTP in the DRIVER DNA PCR 
mixture. This enabled the removal of any contaminating DRIVER DNA following 
hybridization by digestion with uracil DNA glycosylase (5).

TESTER DNA DRIVER DNA
(reference)

 digest with  Sau3AI mechanical  shearing

 adaptor  ligation biotin  label

mix denatured TESTER 
DNA and DRIVER DNA 

with DRIVER in excess

TESTER
fragment that is 
not present in
DRIVER DNA

Hybridize

add streptavidin-coated beads to remove
biotinylated DNA (           )

remaining DNA is enriched in TESTER-specific sequences
 (         )

repeat procedure to enrich further for TESTER-specific sequences
PCR amplify  using adaptor primers (   )

adaptors can be cleaved using Sau3AI prior to
cloning to produce subtracted library

Fig. 16.1. Generalized scheme of subtractive hybridization
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3. Representational Difference Analysis

Representational difference analysis (RDA) is a variation on the subtractive 
hybridization technique designed to improve efficiency (6,7). In particular, subtrac-
tive hybridization among genomic DNAs from higher organisms was inefficient 
because of the complexity of such genomes. In RDA PCR amplification is carried 
out on both TESTER and DRIVER DNAs before hybridization. This is achieved 
by ligating adaptors to the ends of restriction-digested fragments and using PCR 
primers designed to target the adaptor sequences. Because the majority of DNA 
fragments will be too large to amplify, this has the effect of reducing the sequence 
complexity and increasing the efficiency of subsequent subtractive hybridizations. 
Before proceeding further, the adaptors are removed from the amplified TESTER 
and DRIVER DNAs by restriction digestion.

RDA also incorporates the idea of “difference enrichment.” Before each round 
of RDA, “long” oligonucleotide adaptors are ligated to the TESTER DNA frag-
ments. A short oligonucleotide is used to improve the efficiency of this ligation. 
However, the “short” oligonucleotides are not covalently attached and dissociate 
at elevated temperatures. A round of RDA starts by mixing the TESTER DNA 
with an excess of DRIVER DNA, followed by denaturation and reassociation 
of the mixture. PCR amplification is then carried out using primers designed to 
the “long” oligonucleotides. Homoduplexes of TESTER-specific sequences will 
contain the primer-binding sites on both ends and are thus selectively amplified. 
Following digestion of the amplified products and the ligation of new (differ-
ent) adaptors, reassociation and selective hybridization are repeated. Further 
rounds can be carried out if necessary. RDA has been combined with the use of 
cDNA library arrays to enable the simultaneous identification of differentially 
expressed genes (8). This was achieved by using the “difference products” 
obtained using RDA directly as hybridization probes on cDNA arrays.

4. Suppression Subtractive Hybridization

The most common strategy for subtractive hybridization currently is suppression 
subtractive hybridization (SSH), which was first reported in 1996 (9). The avail-
ability of commercial kits for SSH (BD Biosciences-Clontech) make it the most 
accessible version of the technique available to researchers (10,11). The kits can 
be used with as little as 0.5–2 µg of polyA+-RNA or 2 µg bacterial genomic DNA 
for both TESTER and DRIVER samples as starting material. Using SSH, rare 
transcripts can be enriched over 1,000-fold. A general outline of the SSH method 
is presented in Fig. 16.2. In SSH the TESTER DNA is digested using a restriction 
enzyme (such as RsaI) and separated into two portions. A different oligonucleotide 
adaptor sequence is then ligated to the 5′ ends of each portion. Next, the two 
portions are hybridized separately to DRIVER DNA (in excess). Any TESTER 
sequences that hybridize with the DRIVER DNA should be “mopped up” leaving 
only TESTER-specific single-stranded sequences. Subsequently the two por-
tions are mixed and hybridized together, allowing homologous single-stranded 
TESTER DNAs to hybridize. Thus, only those sequences unique to the TESTER 
will have different adaptors present on each strand. These sequences are detected 
by PCR amplification using primers designed to bind to adaptor sequences. The 
key to the success of this method is that sequences containing identical adaptor 
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sequence at both ends are less susceptible to PCR amplification. This is because a 
secondary structure forms to prevent primer annealing. This “suppression” effect 
ensures that those sequences carrying different adaptors at each end will amplify 
preferentially. The PCR products are cloned into a suitable vector to produce a 
subtracted DNA library. In reality the suppression is not entirely effective, but the 
method should lead to >50% of clones containing TESTER-specific sequences.

The efficacy of SSH for analyzing genetic differences among related strains 
of Helicobacter pylori has been tested using two genome sequenced strains 
(12). Most of the 7% of genomic differences between the two strains were 
detected using four parallel subtractions with different restriction enzymes. 
Overall 95% of the unique open reading frames in each strain were identified 
using SSH. The study also demonstrated that as TESTER-specific sequences 
become limiting the proportion of repeat fragments increases.

It should be noted with all of the subtractive hybridization methods that the 
optimal hybridization temperature varies depending on the % (G + C) content 
of the DNAs being used. For example, bacterial genomes with a high % 
(G + C) content (65–70%), such as Burkholderia spp. (13) or Pseudomonas 
aeruginosa (14) require a higher hybridization temperature (approximately 
73°C) than the 63°C recommended in the SSH kit manual (BD Biosciences-
Clontech). Conversely, we have found improved results using low % (G + C) 
content (30–35%) bacterial genomes, such as Campylobacter jejuni, by lower-
ing the hybridization temperature to 58°C (unpublished data).

SSH, like all subtractive hybridization techniques, can generate large 
numbers of anonymous sequences. Software is available for the handling, 
storage and analysis of such sequences (15). The normal approach to analyz-
ing the output data from genomic subtractions would be firstly to screen for 
genuinely subtracted sequences. When the chosen DRIVER strain has already 
been sequenced this is a relatively simple procedure. As an alternative DNA 
hybridization using TESTER and DRIVER DNA is required. Secondly, 
BLASTN and BLASTX searches of the database can be used to identify any 

TESTER DNA with adapter 1           DRIVER DNA          TESTER DNA with adapter 2 
(in excess) 

First hybridization 

a 

b 

c 

d 

Second  hybridization
mix and add fresh

denatured
driver 

a, b, c, d + e 

Fill in ends 
a b c 

e 
d 

Add            +           and PCR amplify 

a, b and d : no amplification -  b→b’                                      c: linear amplification         e: exponential amplification

Fig. 16.2. Supression subtractive hybridization 
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matches for the genuinely subtracted sequences. Finally, it may be necessary 
to screen a panel of strains to determine the wider distribution of sequences. 
This can involve PCR amplification, hybridization techniques, or a combina-
tion of both.

5. Applications of Subtractive Hybridization

5.1. Genomic DNA Subtractions

There are many examples of the application of subtractive hybridization to 
the study of genetic variation, especially in microbiological research. A com-
prehensive list is beyond the scope of this chapter. However, some examples 
are given in Table 16.1. These include the discovery of new viruses (16–18). 
Subtractive hybridization has also been particularly useful for the identification 

Table 16.1. Some example applications of subtractive hybridization to study 
genome variations.

DNA source Application References

Viruses

KSHV (HHV-8) Discovery of Kaposi’s (30)
  sarcoma-associated herpesvirus

EBV Demonstrated Epstein-Barr (31)
  virus related gastric cancer

Calicivuruses Identification of novel calicivirus (32)
   in walrus

GB hepatitis agent Identification of GB (33)
  viruses A and B

TTV Identification of Torque (34)
  teno virus

Bacteria

Aeromonas hydrophila Identification of genomic islands (35)
  implicated in virulence

Burkholderia  Identification of genomic island  (36); (13)
pseudomallei  implicated in virulence; 
  Development of a typing scheme

Chlamydia psittaci Strain-specific diagnostic probe (37)

Escherichia coli Identification of genes specific (38)
  to uropathogenic E. coli

Klebsiella  Identification of genomic island (39)
pneumoniae  implicated in virulence

Listeria monocytogenes Probes for diagnostic purposes (4)

Neisseria spp. Identification of genomic (40)
  islands implicated in virulence

Pseudomonas aeruginosa Strain-specific diagnostic probes (14,41)

Salmonella spp. Identification of genomic (42)
  islands implicated in virulence
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of markers specific to individual bacterial strains or clones (Table 16.1). In 
addition, subtractive hybridization has played an important role in the iden-
tification of transposable elements, integrated bacteriophages, and genomic 
islands implicated in bacterial virulence. Although it might seem that the 
advent of high-throughput sequencing and the consequent large expansion 
of the whole bacterial genomes database may have superseded this particular 
application of subtractive hybridization, the fact is that those strains chosen 
for sequencing are often not representative of the diversity present amongst 
natural populations. Many studies have demonstrated that subtractive hybrid-
ization still has a role to play in extending our knowledge of this diversity 
(19–21). The method has also been applied to the study of metagenomics, 
using the microbiota of the rumen (22). Subtractive hybridization techniques 
have also been used to search for genomic variations in higher organisms. 
For example, RDA has been proposed as a tool in the search for new tumor 
suppressor genes (23).

Typically SSH and other methods for subtractive hybridization identify 
mainly short DNA fragments (<1 kb), some of which frequently yield “no sig-
nificant hits” when BLASTN and BLASTX database searches are performed. 
Once a sequence has been identified and confirmed to be TESTER-specific, 
it is often desirable to extend it and analyze flanking genomic DNA. This 
may allow identification of complete ORFs or of neighboring ORFs that 
match database sequences. There are several methods for extending DNA 
fragments into unknown flanking regions, a procedure known as genome 
walking. These include inverse PCR amplification (24) and ‘unpredictably 
primed PCR’ (25). Inverse PCR amplification involves digestion of the 
genomic DNA with a restriction enzyme followed by ligation to circularize 
the restriction fragments. PCR amplification primers are designed to read 
out in opposite directions from the known sequence. The method relies on 
finding restriction fragments that are small enough to yield a PCR amplicon. 
Siebert et al. (26) first reported the use of the suppression PCR effect in 
genome walking. This method of genome walking involves the ligation of 
adaptor sequences to restriction fragments and subsequent PCR amplification 
with 1 primer targeting a region within the known sequence and the second 
primer targeting the ligated adapter. Again the method may be unsuccessful 
if the distance to the next restriction enzyme cutting site is too great. Often 
this distance is not known. The chances can be increased by using several dif-
ferent restriction enzymes in parallel experiments. This approach now forms 
the basis of the BD Biosciences Clontech Genomewalker kit, where four 
different restriction enzymes are used.

5.2. Differentially Expressed Genes

Subtractive hybridization enables a comparison of gene expression among 
samples. The only difference in this approach is that complementary DNA 
(cDNA) must first be obtained following isolation of mRNA, or total RNA for 
bacteria. There are many examples where subtractive hybridization techniques 
have been used to identify differentially expressed genes. Table 16.2 gives 
some examples relating to humans, plants, fish, and bacteria. The technique 
has proved particularly valuable in the search for disease-related genes (27) 
including those with a potential role in cancer (28).
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6. Summary

Subtractive hybridization still represents a relatively simple, cost-effective 
method for identifying variations among genomic DNA samples and differ-
entially expressed genes. Although other techniques, such as high-throughput 
sequencing, microarrays, and proteomics offer attractive alternatives, they are 
often not viable options for many laboratories.

There is now a wealth of nucleotide sequence data from the genomes of 
bacterial pathogens (http://www.tigr.org/tdb/mdb/mdbcomplete.html) and 
comparative analysis of bacterial genomes is providing valuable information 
about how pathogens adapt and evolve. Detailed comparisons among related 
bacteria can now be achieved on a scale hitherto beyond reach (29). However, 
although in some cases the choice of strain has included highly virulent or 
epidemic strains, many of the bacterial genomes sequenced are from strains 
that were chosen on the basis of common laboratory use. There are examples 
of comparative sequencing studies in which the genomes of close relatives 
have been targeted. However, it is unreasonable to expect genome sequencing 

Table 16.2. Some example applications of subtractive hybridization to study differential gene 
 expression.

 Application References

Human

  Differential expression in neuroblastoma cells (43)

  Differential expression in idiopathic pulmonary arterial (44)
  hypertension

  Characterization of genes associated with different (45)
  phenotypes of bladder cancer cells

  Differential expression in prostrate cancer cells (46)

  Differentially expressed genes associated with lung cancer (47)

  Differential expression in a colon carcinoma cell line (48)

  Identification of genes differentially expressed in (49)
  hepatocellular carcinoma

Plants

Wheat Expression of genes during plant development (50)

Tobacco Expression of genes associated with resistance to infection (51)

Fish

Arctic salmon Expression of genes associated with resistance to infection (52)

Sea bass Expression of genes associated with adaptation to salinity (53)

Mussels Identification of genes responsive to pollutants (54)

Flounder Identification of genes responsive to pollutants (55)

Bacteria

Mycobacterium tuberculosis Identification of virulence genes (56)

Mycobacterium avium Identification of genes expressed following phagocytosis (57)

Salmonella typhimurium Identification of genes expressed following phagocytosis (58)

Pseudomonas aeruginosa Identification of drug-resistance genes (59)

http://www.tigr.org/tdb/mdb/mdbcomplete.html
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to provide all the answers unless every strain of interest is targeted. Since two 
close relatives would share the majority of their genomes in common, whole 
genome sequencing can be a wasteful and expensive approach. For that reason, 
subtractive hybridization still has an important role to play.

Similarly, although microarray and proteomics technologies are becoming 
increasingly available, there is still an important role for subtractive hybridiza-
tion in the identification of differentially expressed genes. Whereas microarray 
and proteomics are expensive and require specialist expertise and equipment, 
subtractive hybridization can be carried out in most laboratories where experi-
ence in the use of basic molecular techniques is available.
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1. The Contribution of Chromosomal Analysis 
to the Study of Disease

Methodological advances have played a central role in our conceptual under-
standing of the genetic basis of human diseases such as cancer. They have 
also had a direct bearing on the integration of genetic techniques into rou-
tine clinical practice, as it is essential that assays can be performed quickly 
and often, on small biopsies obtained from patients. Chromosomes must be 
obtained from actively dividing cells as they are recognized in preparations of 
metaphase cells by their size and shape, and by the pattern of light and dark 
bands observed after staining by specific procedures. Methods for improving 
the yield and quality of dividing cells has allowed for a more precise definition 
of chromosomal aberrations in tumors, as well as the identification of previ-
ously undetected constitutional rearrangements associated with certain types 
of congenital syndromes.

The analysis of chromosomes is known as cytogenetics, and the process 
enables gross alterations of the entire genome to be assessed at once, and 
provides data on populations of cells. It has played a major role in the defini-
tion of specific classes of genetic diseases, and is used routinely in the clinical 
assessment of leukemias and lymphomas, since good quality preparations 
can be obtained routinely after immediate processing of a biopsy specimen 
or following a few days of in vitro tissue culture. Chromosome preparations 
are far more difficult to obtain from solid tumors, and more complex culture 
methods may be necessary to grow the tumor cells so that adequate numbers 
of metaphase cells are available for cytogenetic analysis. Furthermore, insuf-
ficient material may be available from solid tumors, since minimally invasive 
techniques are often employed to obtain samples for diagnosis.

Fluorescence in situ hybridization (FISH) was introduced as early as 1977 
(1), but was not implemented as a mainstream genetic or research tool until 
1988 by Lichter et al. (2). Akin to southern blotting methods, a DNA frag-
ment containing the locus/gene of interest is labeled using a molecule detect-
able through antibody reactions or directly with a fluorescently conjugated 
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nucleotide substrate. This fluorescently labeled DNA constitutes the “FISH 
probe” to be used in the hybridization reaction. When double-stranded DNA 
is heated, the complementary strands separate (denature) to form single-stranded 
DNA. Given suitable conditions, the separated complementary regions of DNA 
can join together to re-form a double-stranded molecule. This renaturation 
process is called hybridization. The process is highly faithful, and when exten-
sive hybridization has occurred, the resulting DNA duplex is very stable. 
DNA strands that are not highly complementary will not hybridize to one 
another or will interfere with complementary strand hybridization. In the 
case of the FISH assay, hybridization takes place to metaphase chromo-
somes or chromatin in interphase nuclei fixed on a glass slide (Fig. 17.1). 
Following a typical overnight hybridization based on the complimentary 
base pair relationship of DNA, the hybridized slide is carried through a series of 

Fig. 17.1. Schematic representation of the basic FISH protocol. The target DNA may 
be a cytogenetic specimen or paraffin embedded tissue. Shown are examples of a 
metaphase spread from a tumor showing more than the normal 46 chromosomes and 
interphase nuclei; as well as a representation of a tissue section derived from a prostate 
carcinoma. The probe is labeled either directly with a fluorochrome or indirectly with 
a hapten (depicted as open circles bound to the DNA). The target DNA and labeled 
probes are processed, denatured and brought together during the hybridization proc-
ess. The following day, the unbound probe is washed from the slide and, if required, 
the indirectly-labeled probe is detected with antibodies conjugated to a fluorochrome 
as illustrated through the symbolized antigen–antibody reaction. The slides are finally 
counterstained and mounted in an antifade medium and ready for microscopy
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posthybridization washes to remove any unbound probe. Antibodies conjugated
to fluorchromes or dyes against the hapten (used to label the DNA) are allowed 
to incubate on the slides. The excess antibodies are removed through detergent 
washes and the DNA is counterstained and mounted in an antifade medium. The 
slides could then be visualized by fluorescence microscopy. Hybridization sig-
nals are seen as small points of light located on chromosomes or on interphase 
nuclei.

In the 1990s, the early phases of the developing Human Genome Project 
involved significant mapping of newly discovered genes to human chromo-
somes. Major improvements in cloning strategies, fluorescent imaging and the 
use of different fluorochromes and dyes allowed for the development of FISH 
probes with a high level of sensitivity and specificity for both the normal map-
ping of genes as well as the abnormal mapping patterns of genes/chromosomal 
loci within tumor genomes. Mapping of these novel sequences to a specific 
chromosome band provided clues about which of the many genes at a particu-
lar genomic location might be affected by chromosome alterations or other 
cytogenetic abnormalities seen in human diseases or in cancer cells. Since 
there are on average between 30 and 60 genes per chromosome band, precise 
gene mapping by FISH was very important (2,3). In the last 10 years FISH 
has been increasingly applied not only to metaphase preparations derived 
from normal human cells such as blood, but also to cellular specimens used to 
analyze various types of tumors (4,5) More advanced variations of the basic 
FISH technique (discussed further in the Applications sections) include 
Comparative Genomic Hybridization (CGH) (6), Spectral Karyotyping (SKY) 
(7), MFISH (8) and MBanding (9).

This chapter will cover the principles of FISH including the fixation 
procedure for cytogenetic preparations, probe labeling, hybridization, post-
hybridization washes and analysis. The applications of FISH with particular 
emphasis on the use of recent advances of this technique in the analysis of 
cancer will then be presented.

2. Methods

Fluorescence in situ Hybridization (FISH) is a multi-stepped process and is 
schematically depicted in Fig. 17.1. This process brings together a cytogenetic 
specimen or sample derived from tumor tissue, with the labeled probe in a 
hybridization reaction. It is then processed through post-hybridization washes 
and, if required, antibody incubations for detecting haptens linked to the DNA 
probe. Haptens are molecules that can react with antibodies, with the most 
commonly used haptens including biotin and digoxigenin. The antibodies 
used in the FISH procedure have a fluorescent tag present so they can be 
readily detected by fluorescence microcopy. The methods below describe the 
techniques for processing cultures derived from primary specimens as well as 
various types of tumor tissues for FISH. The reader is encouraged to refer to 
detailed protocols outline by Bayani and Squire (10) for a more comprehen-
sive discussion of FISH-based techniques as well as other sources (11).

FISH assays may use different target DNA substrates, but all require 
the hybridization of a labeled DNA containing the chromosomal locus or 
target gene of interest. There are different classes of FISH probes used to 
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answer both specific and more general questions (Table 17.1). Depending 
on the type of FISH analysis being conducted, a commercially labeled 
DNA probe may exist for the chromosomal locus or specific gene of inter-
est and labeled either directly with a fluorochrome (and called a “directly-
labeled probe), or with a hapten (and called an “indirectly-labeled probe”). 
The use of commercially-labeled probes possessed the advantage of having 
been verified for optimal quality and consistency over in-house probes. 
However, as in the case of many research laboratories, a FISH probe must 
be created in-house.

To make a FISH probe the DNA segment or gene of interest will usually 
have been inserted into a bacterial virus or plasmid to facilitate its manipula-
tion and propagation to sufficient quantities for labeling. At present Bacterial 
Artificial Chromosomes (BACs) are the most popular cloned forms of 
genomic DNA used for FISH probes. BACs can accommodate inserts that are 
larger (200 kb) than some of the previous vector systems, and can produce a 
stronger FISH signal.

Typical labeling strategies include nick translation or labeling through 
polymerase chain reaction (PCR) methods. Nick translation involves the 
simultaneous actions of two enzymes: DNase I and DNA polymerase I. DNAse 
I randomly nicks the DNA fragment in each strand of the double-stranded 
DNA molecule. DNA polymerase I (derived from Escherichia coli), with its 
three activities: exonuclease function, removing bases in the 5' to 3' direc-
tion; polymerase function that adds nucleotides from the 3' nick site; and the 
3' to 5' proof reading function; incorporates the “label,” whether indirectly 
using a hapten(biotin-dXTP or digoxigenin-dXTP: where “X” denotes one of 
the four nucleotides—adenine, guanine, cytosine, thymine) or directly (i.e., 
fluorescein-dXTP or rhodamine-dXTP). Nick translation can be applied to 

Table 17.1. Typical FISH-based assays.

FISH Assay Applications

Locus-specific FISH Copy number status.
 Rearrangement or translocation status.
 Applicable to metaphase and interphase cells.
 Applicable to cytogenetic suspension and FFPE tissues.

Centromere-specific FISH Copy number status.
 Applicable to metaphase and interphase cells.
 Applicable to cytogenetic suspension and FFPE tissues.

Multi-Color FISH (MFISH),  Copy number status.
 Spectral Karyotyping  Rearrangement or translocation status.
 (SKY) or Multi-Color Intrachromosomal rearrangement.
 Band (MFISH) Analysis Applicable to metaphase cells only.

Metaphase Comparative  Net copy number status.
 Genomic Hybridization Rearrangement or translocation status.
 (CGH)

Telomere FISH Determining telomere length associated with cell. 
  aging and telomere erosion.
 Applicable to metaphase and interphase cells.
 Applicable to cytogenetic suspension and FFPE tissues.
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all cloned DNA sources. PCR-labeling employs multiple rounds of template 
denaturation, primer annealing and template replication, facilitated by Taq 
polymerase. Primers serve as the DNA “anchors” that start the newly synthe-
size strands against the DNA template in the reaction. Primers are variable 
and may include sequence specific primers to amplify targeted fragments; 
vector sequence primers to amplify and label cloned DNA; and/or universal 
primers. Compared to nick translation, which requires mg of starting DNA, 
PCR- labeling requires only ng of template. The resulting size of the labeled 
DNA probe ranges from 200–500 bp that can be assessed by running a small 
sample of the labeled probe on a 2% ethidium bromide DNA staining aga-
rose gel. The labeled DNA is then ethanol precipitated in the presence of 
excess unlabeled sonnicated salmon sperm DNA (50:1) as well as unlabeled 
human COT-1 DNA (10:1). The excess of salmon sperm DNA prevents the 
loss of the labeled probe during the precipitation process whereas the human 
COT-1 DNA serves to suppress the presences of naturally occurring repeated 
sequences within the human genome. The labeled probe can either be resus-
pended in water or in a hybridization buffer, consisting of 50–60% formamide, 
2× SSC and 10% dextran sulfate; and stored at −20°C unit ready for use. Both 
indirectly and directly labeled probes can be stored for several months. A 
well-labeled probe will produce a bright and specific signal with minimal to 
no background fluorescence.

2.1. Fluorescence In Situ Hybridization to Cytogenetic Specimens

2.1.1. Preparing a Cytogenetic Specimen
The first karyotypes were made from peripheral lymphocytes by Hungerford 
et al. in 1959 (12), using a primitive squash technique. Later Moorhead et al. (13) 
published the method for air drying peripheral blood chromosomes, using 
methanol:acetic acid. The basic protocol for preparing cells for metaphase 
analysis has not change much in the last 50 years. Classical FISH analysis 
involves the short term culture of the test specimen––typically peripheral 
blood, skin fibroblasts, amniocytes, tumor biopsies or established cell lines; 
which are processed to produce a cytogenetic suspension that yields both 
metaphase spreads and interphase nuclei.

This process involves the treatment of dividing cells in either a short-
termed culture, as is the case of primary specimens taken from the patient; 
or from established cultures, such as immortalized cell lines; with a mitotic 
spindle inhibitor, such as colcemid (14). Through mitotic disruption, the divid-
ing cells are arrested at metaphase where the chromosomes are most tightly 
coiled and able to be easily identifiable by size, shape, and banding pattern. 
The concentration and exposure time to colcemid can vary depending on the 
type of cell being used and on the mitotic activity of the culture; but typically 
involves 1–2 h of treatment. Following treatment, the cells are pelleted by 
centrifugation and resuspended in a hypotonic solution of potassium chloride 
(0.075 M). The hypotonic treatment causes the cells to become swollen and 
the resulting concentration gradient stretches the cell membrane. Should the 
hypotonic treatment occur too quickly, the cell membranes may burst yield-
ing “ chromosome soup.” Too little swelling will prevent the membranes from 
adequately  releasing the chromosomes from the confines of the cell  membrane 
and permitting them to spread. Gradual and repeated fixation with a 3:1 meth-
anol:acetic acid fixative helps to maintain this state until the cell is forced to 
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flatten out when applied to the slide. When completely fixed, the cells can be 
stored pelleted and under fixative at −20°C almost indefinitely.

Slide making is very much an “art.” Successful slide making consists of 
the application of the fixed cell suspension to a glass slide, resulting in a 
genomic target that yields well-spread chromosomes with minimal cyto-
plasmic debris (15). This technique requires the addition of the fixed cells 
to the slide such that the chromosomes housed within the swollen nuclear 
membrane burst out when the cell comes in contact with the slide. The con-
sensus of many experienced cytogeneticists is that the relative humidity in 
the room where slides are made is the most critical parameter for slide mak-
ing. Determining the best conditions for slide making requires frequent tests 
conditions and trips to a phase contrast microscope. In many state-of-the-art 
cytogenetics laboratories, a humidity and temperature controlled unit, about 
the size of a fume hood, has been used to establish the correct humidity 
and temperature for slide making. The storing of cytogenetic slides is also 
subjective. Some laboratories simply store at room temperature, whereas 
other store slides at −20°C (in, or free of ethanol) and still others store in 
desiccants. Each laboratory will need to determine the best storage condi-
tions. However, if there is remaining cytogenetic suspension, fresh slides 
can always be made as needed.

2.1.2. Pretreatment of the Cytogenetic Slide
The first step of FISH is the pre-treatment and denaturation of the target 
DNA. As already discussed, the target DNA may come from a cytogenetic 
slide specimen or a histologically prepared tissue section (ie. formalin-fixed, 
paraffin embedded tissue section). The quality of metaphase preparations var-
ies according to the cell type, culturing conditions, harvesting conditions (i.e., 
colcemid, hypotonic and fixation parameters), as well as the slide making con-
ditions and the age of the slide. Thus the quality of the target DNA influences 
the success of FISH, just as much as the quality of the probe.

Cytogenetic slides are generally used a few days after being made, ensur-
ing that the cells have completely dried and have begun to “age.” Artificial 
aging techniques such as treatment in 2× SSC at 37°C for several hours; 
or heat treatment of the slide, ranging from 37°C to 90°C for several hours 
or several minutes, respectively; have been employed. Whether artificially or 
naturally aged, the slides are usually treated with a protease such as pepsin 
or proteinase K, to remove any cytoplasmic debris that might inhibit the 
access of the probe to the DNA. This pre-treatment also helps to minimize 
the background that might result from the incubation with antibodies (if 
the probe is not directly-labeled). Because pepsin is a gentler protease than 
proteinase K, most FISH protocols will employ its use. Following the pro-
tease treatment, the slide is washed briefly in 1× PBS before being passed 
through a dehydrating ethanol series (70%, 90%, and 100%) and allowed to 
air-dry. Once dry, the slides are processed through a denaturation step in a 
70% formamide/2×SSC solution for 2 min at 72°C. The use of formamide 
allows the melting (denaturing) of DNA to occur at lower temperatures. The 
slides are then immediately placed in 70% ethanol, through to 100% ethanol, 
to maintain the single stranded, denatured state of the DNA on the slide. 
The slide is then allowed to air-dry and is ready for hybridization with the 
denatured, labeled DNA probe.
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2.1.3. Labeled Probe Preparation and Denaturation
The labeled DNA probe is resuspended in a hybridization buffer consisting of 
50–60% formamide/2× SSC and 10% dextran sulphate. If a commercial probe 
is being used, the investigator should follow the manufacturer’s instructions. 
Anywhere from 200–500 ng of labeled probe can be used per slide. Like the 
target DNA, the DNA probe must also be denatured. This is accomplished by 
heat denaturing the probe at 75°C for 5 min. Because the DNA may contain 
repetitive sequences that could result in cross-hybridization and background, 
the probe should be allowed to undergo a pre-annealing step for about an hour 
at 37°C. During this process, the unlabeled human COT-1 DNA anneals with 
repetitive sequences at a faster rate than unique sequences.

2.1.4. Hybridization of the Denatured Cytogenetic Slide to the Denatured 
Labeled Probe
After the cytogenetic slide has been pre-treated and denatured, and the probe 
has been denatured and preannealed, the two components are brought together. 
The probe is applied to the slide, cover slipped and sealed with rubber cement. 
The slide is then place in a container containing a slightly dampened paper towel 
or gauze to create some humidity, and allowed to hybridize overnight at 37°C.

2.1.5. Posthybridization Washed and Probe Detection
Following the overnight hybridization, unbound probe must be removed from 
the slide. If the probe was labeled with a hapten, the application of primary, 
secondary or tertiary antibodies are required to visualize the probe. In the case 
of directly labeled probes, a series of washes to remove unbound probe is 
required. Both will be discussed here.

There are numerous methods of washing unbound probes and the method 
described below uses a “rapid method” of wash and eliminates the use of 
hazardous formamide in large quantities. Traditional FISH experiments 
make use of formamide washes carried out at 42–45°C at a 50% content in 
2× SSC, optimized to only remove probe that has not hybridized to its target 
sequences, or to very weakly hybridized probe (11). The subsequent stringency 
and detergent washes also serve to remove any remaining unbound probe and 
antibodies. The choice of detergent is subjective, largely based on the prefer-
ence and experience of the investigator. The most commonly used detergents 
include Tween-20, NP-40, IPEGAL, SDS and Triton X-100 (16) and are used 
in varying concentrations, temperatures and times. If the probe is indirectly 
labeled (i.e., using biotin or digoxigenin), an antibody system will be required, 
and many commercial sources for antibodies raised in the appropriate host and 
conjugated to fluorchromes already exist and optimized for FISH.

The “rapid wash” protocol is applicable to both cytogenetic preparations 
and to FFPE-tissues. Following the overnight hybridization at 37°C, the cov-
erslips are removed from the slides and placed in a 2 min incubation at 72°C 
in a detergent solution (i.e., 0.3% NP-40/0.1× SSC), followed by a less strin-
gent wash at room temperature for 5–10 min (i.e., 0.1% NP-40/2× SSC). If 
the probe was directly labeled, the slide would simply be counterstained with 
DAPI (which stains the DNA blue) typically in an antifade medium (to prevent 
the quenching of the fluorescent signal). If the probe was indirectly labeled, 
the appropriate antibody treatments would be required, with the final antibody 
conjugated to a dye or fluorochrome (16). Each antibody treatment lasts for 
approximately 30 min at 37°C and should be accompanied by a  blocking step 
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before each antibody application. The blocking solution typically consists 
of some concentration of bovine serum albumen (BSA) to reduce the non-
 specific binding of the antibodies, and reducing background and noise. Thus 
the use of an indirectly labeled probe results in a post-hybridization wash that 
is considerably longer, when compared to directly-labeled probes. Following 
the final antibody treatment, the slide is counterstained with DAPI and 
mounted in antifade. The slides may be stored at 4°C for short-term storage, 
or at −20°C for long-term storage and may still hold fluorescent signals for up 
to a year after hybridization.

2.2. Fluorescence in situ Hybridization to Formalin-Fixed Paraffin 
Embedded Tissues (FFPE)

For many investigations, viable material for short-termed culture is not 
 available, thus metaphase analysis is not possible. In such cases interphase 
nuclei are almost certainly present in a clinical sample, but special techniques 
are required to prepare and analyze these specimens for FISH procedures. 
When a clinical laboratory receives a piece of human tissue for pathologi-
cal analyses, the sample is preserved in a fixative called formalin and then 
embedded in liquid wax that will solidify as a rectangular block suitable for 
sectioning and microscopy. Such paraffin blocks are widely used since most 
pathology laboratories routinely archive all formalin-fixed paraffin embedded 
(FFPE) tissue for future retrospective studies. Thus, interphase cytogenetics 
(i.e., the interrogation of interphase nuclei), has been amenable to FISH and 
can provide the same information as metaphase analysis, depending on the 
nature of the specific question being asked. Typically FFPE tissues are cut into 
5 micron sections and mounted onto charged microscope slides and heat treated.

2.2.1. Pretreament of FFPE Tissue Sections
Before the labeled probe can be applied to the tissue, the paraffin must be 
removed to allow access of the probe to the target DNA. The slide is passed 
through a series of xylene incubations to dissolve away the wax, followed 
by dehydration in an ethanol series (70%, 90%, and 100%), then air dried. 
The tissue is then treated with a protease, either pepsin or proteinase K (or in 
some cases, both), with the time, concentration and temperature of treatment 
established depending on the type of tissue, age of the specimen and thickness 
of the section. The slide is once again passed through a dehydrating ethanol 
series and allowed to air dry. At this point the slide awaits the addition of the 
probe, where both are codenatured.

2.2.2. Codenaturation of the Target DNA and Labeled DNA Probe
For FFPE-FISH, the probe is applied to the pre-treated FFPE tissue, cover-
slipped and sealed with rubber cement, and placed on a temperature controlled 
hot-plate/slide warmer/oven and co-denatured at 80°C for 10 min. The pre-
annealing step is generally not carried out since the hybridization efficiency is 
generally lower in paraffin embedded tissues, thus cross-hybridization signals 
are generally less problematic than in cytogenetic preparations. Following the 
codenaturation step, the slides are allowed to hybridize at 37°C overnight.

2.2.3. Posthybridization Washes and Probe Detection
Following hybridization, the FFPE-tissues are processed in a similar fashion 
as the hybridized cytogenetic preparations described above.
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2.3. Microscopy and Analysis

After the counterstain and antifade solution have been applied to the slides, 
they are ready to be visualized. Many of today’s fluorescent microscopes are 
equipped with basic imaging software to capture images for further analysis. 
The success of a FISH experiment not only lies in the most efficient labeling 
of DNA probes, slide pre-treatment and hybridization, but also the quality and 
choice of filters used to visualize the fluorescent signals. Using the wrong 
filters to visualize the fluorochromes used in the experiment will cause dif-
ficulties in signal scoring and interpretation. Depending on the nature of the 
experiment and the scientific question being asked, the reader is strongly 
encouraged to find a recent publication of a similar study to determine the best 
way to obtain and interpret the results of the experiment. Generally, all areas 
of the slide should show uniformity in signal strength. There should be high 
signal to background intensities, meaning that the FISH signal intensity should 
be consistently greater than background intensity in the regions of the slide 
chosen for analysis. If the background signals are equivalent to signals in the 
nuclei then your counts will be skewed and the results biased

3. Application of FISH-Based Assays

Although there are now many sophisticated applications of FISH (Table 17.1), 
the most fundamental question FISH can answer is: What is the status of my 
chromosomal locus/gene within the targeted genome? The answer can be clas-
sified into four general categories:

Is the chromosomal locus/gene of interest:

1) Present in normal copies (i.e., two copies per cell).
2)  Present in more than normal copies (i.e., more than two copies) – and con-

sidered “gained” or “amplified.”
3) Missing copies (i.e., less than two copies)—and considered “deleted.”
4)  Correctly mapped to its chromosomal location—if not the locus/gene is 

considered “translocated.”

This fundamental question can be applied to all aspects of routine cytogenetics 
as well as research applications of cytogenetics.

3.1. FISH for Gene Mapping

The first applications of FISH were to determine the chromosomal mapping 
locations of genes that were cloned through other molecular assays (Fig. 17.2A). 
In this way, the cloned DNAs were labeled and hybridized to normal human 
metaphase slides and their chromosomal locations identified (17). This per-
mitted the physical mapping of genes and provided investigators important 
insights into the relationships between the chromosomal location and proxim-
ity to other genes within the genome. FISH mapping was not only restricted to 
the human genome, but was also applied to the mouse genome (18,19).

3.2. Clinical Genetics and Clinical Cancer Cytogenetics

The use of FISH in clinical genetics ranges from its uses in in vitro fertiliza-
tion (20,21) to routine prenatal screening of amniocytes (22). These include 



Fig. 17.2. Examples of Metaphase and Interphase FISH analysis from Cytogenetic prep-
arations and FFPE-tissues. A. Mapping of BAC clones to human chromosome 19q13.3. 
This example shows the mapping location of two labeled BAC clones (red and green) 
that co-localized to the expected 19q13.3 region of the human genome. B. Example of the 
Ph chromosome in a CML specimen. Shown are the results of metaphase FISH analysis 
using probes for the BCR gene located on chromosome 22q (red) and for the ABL gene 
on 9q (green). The co-localization of the green and red signals confirms the presence of 
the Ph chromosome. C–E. Example of SKY analysis on a human ovarian primary tumor. 
In C, the DAPI counterstaining has been inverted to mimic the conventional banding 
patterns of chromosomes enabling identification. D. shows the hybridization of the 24-
color probe cocktail to the metaphase spread and reveals that in addition to the excess of 
chromosomes over the normal 46, numerous chromosomal rearrangements are present 
and recognized by the change of color along the length of a continuous chromosome. In 
a normal karyotype, each chromosome posses a specific fluorescence signature, which 
is uniform along the length of the chromosome. E. shows the presence of an abnormal 
chromosome composed of a rearranged chromosome 10 and a portion of chromosome 1. 
F. Interphase FISH analysis using a multi-color centromere specific probe cocktail identi-
fies the presence of more than two copies of the specified chromosomes per nucleus, indi-
cating an abnormal genome. G. Interphase FISH analysis detecting amplification of the 
EGFR gene (red) in a lung tumor section. Normal cells contain only two copies of a gene. 
In this case, the mass of red signal indicates several hundred copies of this gene per cell. 
H. Interphase FISH analysis detecting the deletion of 1 copy of the PTEN gene (red) in 
a prostate cancer tissue section. Once cell is highlighted and shows two normal copies of 
the centromere of chromosome 10 (green), but only 1 copy of the PTEN gene (red). I–K. 
Tissue Microarray Analysis (TMA). I. Shown is a hematoxylin and eosin (H&E) stained 
section of a TMA. J. An enlargement of 1 of the tissue cores that has been “FISHed” with 
probes for PTEN (red) and centromere 10 (green). The blue core represents the same core 
counterstained with DAPI following FISH analysis. K. A further enlargement of a region 
of the core shows the deletion of the PTEN gene in many of the cells
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the use of centromere-specific probes for chromosome 21 to confirm Downs 
syndrome (23), when standard Giemsa banding (G-banding) analysis fails; the 
use of locus specific probes to identify chromosomal alterations associated 
with Prader Willi/Angelman’s syndrome (24); Cri Du Chat (25); DiGeorge 
Syndrome (26). More recently FISH was used to characterize patients affected 
with 22q11 deletion syndrome that is associated with congenital and later 
onset conditions including schizophrenia (27).

Clinical cancer cytogenetics has greatly benefited from the use of FISH 
analysis, since many short-term cultures derived from diseased cells produce 
poor quality metaphase spreads making standard G-banding difficult. Such is 
the case for many of the hematopoetic malignancies. Molecular studies have 
identified recurrent chromosomal abnormalities associated with specific types 
of leukemias (http://cgap.nci.nih.gov/Chromosomes/Mitelman), and this has 
permitted the development of gene-specific probes for the identification of 
these recurrent chromosomal abnormalities. The most well-known common 
recurrent chromosomal aberration is the Philadelphia chromosome (Ph) in 
chronic myelogenous leukemia (CML) (28). The Ph chromosome results 
from the translocation between chromosomes 9 and 22, causing the fusion 
of the ABL (9q34) and BCR (22q11) genes (Fig. 17.2B). The use of is spe-
cific chromosomal alteration makes it possible to interrogate both metaphase 
and interphase cells for diagnosis as well as for the on-going monitoring for 
residual disease and recurrence (29). Another common application of FISH in 
routine clinical cancer cytogenetics is the detection of gene amplification of 
Her2/Neu in breast carcinomas (30,31). Although gene amplification is typi-
cally a sign of late stage, and poor clinical outcome (32), it has been recently 
shown that women with Her2/Neu amplification showed a better response to 
trastuzumab (33).

3.3. Advanced Molecular Cancer Cytogenetics

Most cancers have an abnormal chromosomal content characterized by 
changes in chromosomal structure and number. In general, chromosomal aber-
rations are more numerous in malignant tumors than in benign ones, and the 
karyotypic complexity and cellular heterogeneity observed is often associated 
with poor prognosis. One of the challenges facing cancer researchers today is 
to understand how cancer cells acquire genomes with such a high degree of 
complexity (34), and to determine in what way these changes may be function-
ally significant. To investigate the chromosomal basis of disease, sophisticated 
FISH-based assays have been developed and include metaphase compara-
tive genomic hybridization (CGH); multicolor FISH assays such as spectral 
karyotyping and MBanding analysis to augment the analysis generated by 
traditional FISH assays (also reviewed by Speicher and Carter (35)).

Comparative genomic hybridization (CGH) was first introduced in 1992 (6) 
and is described as a FISH-based that determines net gain or loss of genomic 
material in a given test DNA, without the need for fresh material required for 
short-term culture and chromosome analysis. Normal reference DNA and the 
tumor/test DNA is differentially labeled and hybridized to normal metaphase 
spreads. The normal DNA and tumor/test DNA is detected with the use of 
different fluorochromes (i.e., green and red) and visualized by fluorescence 
microscopy. Metaphase spreads are karyotyped by inverted DAPI banding, 
and the average green:red ratio (tumor/test:normal) is calculated. Regions 

http://cgap.nci.nih.gov/Chromosomes/Mitelman


250 J. Bayani and J. A. Squire

of genomic gain in the tumor are expressed as an increase in green:red ratio, 
whereas regions that are lost in the tumor are expressed as a decrease in green:
red ratio. Regions that are normal maintain a 1:1 ratio. High-level amplifica-
tions can be readily seen as a spike at a specific chromosomal locus and are 
generally ratios that exceed 1.5. The major advantage of CGH as compared to 
other cytogenetic methods (i.e., chromosome banding, FISH) is the fact that 
instead of metaphase chromosomes or interphase nuclei, only a few micro-
grams of genomic DNA is required from the cells or tissue to be studied. CGH 
has been an important tool in determining the net chromosomal changes across 
a number of neoplasms, (reader should refer to the Progenetix CGH database 
(http://www.progenetix.de/~pgscripts/progenetix/Aboutprogenetix.html) as well 
as the NCBI hosted database (http://www.ncbi.nlm.nih.gov/sky/)). CGH has also 
allowed investigators to identify regions of the genome that may contain puta-
tive oncogenes and tumor suppressor genes in many tumors including ovarian 
cancers (36), osteosarcomas (37) and brain tumors (38). In the past 5 years, 
array-based CGH methods have been used more prominently to provide higher 
resolution analysis of the genome, however metaphase CGH is still widely 
used in many laboratories.

In addition to copy number changes within the tumor genome, structural 
rearrangements play a large role in tumorigenesis (39). Large and small struc-
tural chromosomal aberrations are often difficult to determine with certainty 
using conventional cytogenetic banding methods alone (40). The problems that 
can typically arise in both clinical and cancer cytogenetics are the presence of 
structural chromosome aberrations with unidentifiable chromosomal regions, 
or very complex chromosomes (sometimes called “marker chromosomes”) in 
which no recognizable banding pattern exists. Although locus- specific probes 
and whole chromosome paints may be used in succession until the marker 
chromosome and its constituents can be identified, this strategy is both costly 
and time-consuming and may lead to the depletion of valuable patient sam-
ples. Advances in microscopy and image analysis have yielded 2–3 different 
methods of distinguishing the distinct fluorescence of a mixture of several 
chromosomal paints during sequential or a single image acquisition. Filter-
based systems are generically termed Multicolor FISH (MFISH) (8) (although 
each supplier has their own modified acronym for this technique). The second 
more frequently used system, called Spectral Karyotyping (SKY) (7), uses 
image analysis based on Fourier transformation to spectrally analyze the dif-
ferential fluorescence of each chromosome painting probe. Both the SKY and 
MFISH methods require the use of human whole chromosomal paints that are 
differentially labeled, so that each chromosome will have a unique combina-
tion of colors emitted following hybridization for identification purposes. Use 
of this entire genome, whole chromosomal painting method has revealed the 
true complexity of many tumor karyotypes (36,37,41–44) (Fig. 17.2C–E). 
Another multi-color approach is MBand (9), where specific bands along a 
chromosome are differentially labeled in a 4 or 5-color experiment. The probe 
is hybridized to the test metaphase, where the resulting hybridization pattern 
of the chromosome of interest is compared to the normal hybridization pat-
tern previously established and stored within analysis software. This method 
has been useful for identifying intra-chromosomal rearrangements, including 
small deletions, inversions and intra-chromosomal duplication events (45–48). 
In addition, MBanding has been useful more accurately determining the 
 specific region of chromosomal rearrangement.

http://www.progenetix.de/~pgscripts/progenetix/Aboutprogenetix.html
http://www.ncbi.nlm.nih.gov/sky/
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These sophisticated FISH-based assays all complement simple FISH 
 analysis that investigates the copy number of chromosomal loci or genes 
associated with disease and disease progression, typically in experiments 
that detect changes in the overall ploidy of the genome (Fig. 17.2F) gene 
amplification (49,50) (Fig. 17.2G), deletion (51) (Fig. 17.2H) and specific 
 translocations or rearrangements (52,53).

Understanding the causes of cancer, and identifying the characteristic 
cytogenetic alterations associated with the onset of neoplasia provides essen-
tial molecular diagnostic tools for the clinical laboratory. Other types of 
cytogenetic change may not be apparent at diagnosis, but may be acquired 
later on, when the cancer progresses to a more advanced phase of the disease. 
Such cytogenetic changes may be quite consistent in the latter phases of dis-
ease and they can be used as a reliable prognostic biomarker that tells clini-
cians to modify treatment to deal with the tumors’ more aggressive behavior. 
Because cancer is a cellular disease of relentless genetic progression, it is 
often associated with specific molecular biological and histological change 
(54). The ability to develop FISH-based cellular biomarkers that can detect the 
critical components of these established molecular “hallmarks of cancer” will 
provide a powerful basis for diagnosing, monitoring and predicting outcome 
and response to treatment. It is through this key concept that FISH-based 
analysis, particularly interphase-FISH, is becoming a critical and important 
tool in biomarker studies (50). Due to the specificity of DNA as a probe, inter-
phase FISH can be a sensitive, stabile and reproducible assay for the detection 
of genomic/gene deletion, amplification, specific translocations and global 
genomic instability. Furthermore, since FISH can be applied to both cytoge-
netic specimens and tissues embedded in paraffin section, the technique has 
been widely applied to tissue microarrays (TMAs) (55) (Fig. 17.2I–K) that 
afford the high-throughput screening of many tissues within one experiment 
and permits comparative analysis with histology.

4. Conclusions and Perspectives

Advances in chromosomal and cytogenetic analysis have occurred rapidly 
and have played a central role in the development of a conceptual under-
standing of human genetic diseases and cancer. Initial genetic analysis of 
tumors was limited to gross chromosomal abnormalities, but in recent years 
impressive progress in FISH analytical approaches have yielded a diversity 
of molecular cytogenetic methods to understand genomic alterations in 
the chromosomes of human cells. The range of analytical methods avail-
able in 2008 can address diverse genomic questions from identifying gross 
structural changes of chromosomes in the genome down to newer array 
methods that examine single-nucleotide differences. These high-resolution 
technologies are increasingly allowing us to understand the processes that 
are involved in normal genomic function and disease. Future analyses will 
be able to utilize minute amounts of DNA because of advances in whole 
genome amplification protocols, automated sample processing methodolo-
gies with continuing advances in imaging hardware and software platforms. 
The use FISH to analyze higher-order chromatin structure by 3D-imaging 
methods is an area of particular importance at present that will provide 
an understanding of the impact of changing genomic locations within the 
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nucleus itself. Other  developments of FISH technology will include more 
advanced and  sophisticated ways of  performing multicolor FISH analyses in 
a high- throughput format, to provide an increasing level of detail concern-
ing the causes and consequences of chromosomal rearrangement in genetic 
syndromes and in cancer cells.
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1. Introduction

Let us say you performed a survey of five inbred mouse strains by following 
their body weight over time after feeding them a high fat diet. You identify 
three strains that became obese, whereas two strains did not. How can you 
identify the genes that are responsible for the different outcomes of these 
strains? One can apply the method of quantitative trait locus (QTL) mapping 
to identify the chromosomal region (locus) of a gene, or genes, that have 
an effect on a trait. This mapping is the first step in the identification of the 
responsible gene by a method that is referred to as positional cloning. In this 
chapter, the focus will be on the use of QTL mapping to identify genes for 
complex traits in mice; although, QTL mapping can be applied to any experi-
mental system in which there is meiotic recombination and different inbred 
strains are available. A complex trait is a phenotype, such as body weight, that 
is influenced by several genes and the environment. An inbred strain contains 
individuals that are genetically homozygous at each locus, and thus all indi-
viduals within a strain are genetically identical. Two inbred strains may differ 
from each other at millions of places throughout their genomes. The goal of 
QTL mapping is to find the region where those differences have an effect on 
the phenotype. This chapter will discuss QTL mapping theory and methods, 
as well as several applications and emerging technology.

2. Methods and Applications

2.1. QTL Theory and Planning

The theory behind the most basic form of QTL mapping is based upon inter-
crossing two inbred strains. The mouse genome consists of 19 pairs of auto-
somes (non sex-determining chromosome) and the X and Y chromosomes. In 
the example shown in Fig. 18.1, we are intercrossing stain A (shown with a 
black chromosome pair) with strain B (shown with a white chromosome pair). 
The initial F1 (filial generation 1) mice are true hybrids, with each individual 
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inheriting one black and one white chromosome. Thus all F1 individuals are 
genetically identical to each other for their autosomes, and this generation is 
not informative as to the location of genes affecting a trait. The F1 mice are 
then brother-sister mated to generate the F2 progeny. During meiosis to gen-
erate haploid eggs and sperm, recombination takes place on the autosomes 
(and X chromosomes in females), most commonly with 1 recombination per 
chromosome, although 0 and 2 recombination events are also observed. This 
recombination during gemetogenesis in the F1 parents yields chromosomes in 
their F2 offspring that can have linear stretches of A and B parental origins. 
Thus, each F2 mouse is unique genetically, inheriting a different patchwork 
arrangement of parental alleles along its genome. To derive the QTL map, 
each F2 mouse is individually phenotyped (body weight measured in our 
example) and subjected to a genome scan that determines which one of the 
possible three genotypes (AA, AB, or BB) was inherited at each of hundreds 
to thousands of strain polymorphic markers at intervals along each autosome 
and the X chromosome. In the example shown in Fig. 18.1, the genome scan 
data for 1 chromosome is graphically represented for eight male F2 mice, along 
with their body weights. There appears to be a correlation, such that the mice 
that have the BB genotype for marker 5 have the lowest body weights, whereas 
the mice that are AB for that marker have intermediate body weights, and the 
mice that are AA for that marker have the highest body weights. The statistical 
analysis of the genotype-phenotype correlations is performed by the use of QTL 
software, which will lead to the identification of loci in which the inheritance 

Fig. 18.1. Diagram of genetic heterogeneity in an F2 cohort derived from a strain 
intercross. Strain A is shown with a black chromosome pair, and strain B with a white 
chromosome pair. The position of five strain polymorphic markers are shown. The F1 
generation contains individuals that are genetically identical to each other for their auto-
somes. Owing to meiotic recombination, each individual of the F2 generation is geneti-
cally distinct. Below the representative eight F2 subjects’ chromosome pair is the genotype 
for marker 5, and the simulated body weight data after feeding a high fat diet
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of parental alleles correlates with the phenotypes, as well as an indication of the 
strength of this correlation. The final output of a QTL study is a graph of the 
19 autosomes and X chromosome in which a score for the correlation is plotted 
along the genome (Fig. 18.2B). Peaks represent loci in which a gene resides that 
affect the trait.

So, how do you go about planning and performing a QTL study, and how 
do you identify the responsible gene within a QTL that you have identified? 
Generally, one starts by performing a strain survey to find two parental inbred 
strains that have a markedly different trait. One can now look up many different 
traits of inbred mice online at the Mouse Phenome Database (http://phenome.
jax.org/pub-cgi/phenome/mpdcgi?rtn=docs/home). However, the trait you may 
want to study may not be present in wild type mice, so you may want to cross 
a mutant (or genetically engineered) strain onto several inbred strains. By use 
of the marker assisted backcrossing method (1) or by simply backcrossing for 
ten generations, one can isolate strains that are >99.9% identical to the recipi-
ent strain, but retain the mutation selected for at each generation. One caveat 
of this strategy is that genes closely linked to the mutation will remain from 
the donor strain, and these may affect the phenotype. The next step involves 
characterizing the phenotype in a cohort of mice from each parental strain and 
from the hybrid F1 generation. If the hybrid mice have a phenotype identical 
to one of the parental strains, then the allele or alleles from that parental strain 
are dominant, and the strain intercross should be performed by crossing the F1 
hybrids back to the recessive parental strain to generate a backcross N2 cohort, 
rather than an F2 cohort. If the F1 hybrids have an intermediate phenotype 
(as in Fig. 18.2A), then it means that the major genes act in a codominant 
(additive) manner, or that there are many genes involved with various modes 
of inheritance, and an F2 cohort should be bred for the QTL mapping. How 
large of a N2 or F2 cohort is required for QTL mapping? Clearly, the larger the 
cohort, the more power there is to detect QTL loci, and the loci detected will 
have increased statistical significance. Cohorts between 200 and 600 are com-
mon in mouse studies and have adequate power to identify QTL for complex 
traits. The phenotype distribution in the F2 cohort can also be informative. If 
there is a bimodal distribution with a 3:1 ratio of mice in the two peaks, this 
would imply that there is 1 major gene affecting the trait, and that one strain’s 
allele is dominant and the other strain’s allele is recessive. If there is a clear 
trimodal distribution with a 1:2:1 ratio, this would imply that there is a major 
gene with a codominant effect on the trait. However, it is common to see a 
broad variation in the phenotype of the F2 cohort, covering both parental phe-
notypes, with no clear modal distribution (as in Fig. 18.2A). This implies that 
there are several genes affecting the phenotype.

2.2. Performing a QTL Study

It is useful to try to capture as much phenotypic information about each F2 
mouse as possible, as phenotypes can be tested for correlations with each 
other, and each phenotype can be used as the quantitative trait in QTL map-
ping. For example, instead of only getting loci for body weight, you can also 
get loci for plasma cholesterol, triglycerides, free fatty acids, abdominal fat 
pad weight, liver weight, etc. It is crucial to record the sex of each subject, 
as sex can be either an additive or interactive covariate, and many QTLs are 

http://phenome.jax.org/pub-cgi/phenome/mpdcgi?rtn=docs/home
http://phenome.jax.org/pub-cgi/phenome/mpdcgi?rtn=docs/home
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Fig. 18.2. QTL mapping. A. Simulated body weight data for male mice of strain A, 
strain B, and the F1 and F2 generations derived from the strain intercross. B. Simulated 
QTL peak for body weight on the distal end of chromosome 10. C. Linear regression 
of the simulated data was used to determine that body weight in the F2 male cohort 
fit a codominant model for the marker nearest the LOD peak on chromosome 10. 
Genotypes 1, 2, and 3 refer to mice with AA, AB, and BB alleles of this marker. The r2 
value indicates that 30% of the body weight variance in the male F2 cohort is associated 
with the genotype at this 1 marker
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found in only males or females. Upon sacrifice of each mouse, tissue must be 
obtained to prepare genomic DNA. Tail tip or spleens are commonly taken, 
and spare tissue is frozen away so that independent DNA preparations can be 
made should a sample run out or be of low quality. The next step is to perform 
a genome scan for each F2 mouse. This is routinely done by PCR amplification 
across strain polymorphic microsatellite repeats (simple dinucleotide repeats), 
and running the products out on acrylamide or agarose gels, or by capillary 
electrophoresis. These markers can be found by searching the Mouse Genome 
Informatics database online at http://www.informatics.jax.org/. Generally 
100–200 markers are used yielding an average interval of 20–10 cM among 
markers (cM, centimorgan, is a unit of genetic distance with 1 cM = 1% 
recombination frequency). This yields sufficient resolution to generate QTL 
maps. However, this can be laborious, and a newer method is available via the 
use of mouse SNP (single nucleotide polymorphism) chips. We have used this 
method and obtained ~2000 informative markers between two inbred strains, 
yielding a marker on average every 1 cM (2). Genotypes should be examined 
to make sure that they are in Hardy Weinberg equilibrium (if not, it is likely 
that the genotype assay was not valid), and to make sure that the markers show 
on average 1 recombination per chromosome (double recombinants around a 
single marker are suspicious and may be erroneous).

The next step is to perform the QTL analysis. For this you will have to down-
load software. Three of the most commonly used freely available packages are 
Mapmaker (http://www.broad.mit.edu/ftp/distribution/software/ mapmaker3/) (3), 
Map Manager QTX (http://www.mapmanager.org/mmQTX.html) (4), and 
r/qtl (http://www.biostat.jhsph.edu/~kbroman/qtl/) (5). Each package will 
utilize the genotypic and phenotypic data and the multipoint linkage mapping 
method to produce an interval map using either LOD or LRS units to show the 
location of the QTLs on the mouse genome (for a full review of QTL statistics, 
see 6). The LOD score is the logarithm of the odds favoring linkage, thus a 
LOD score of 3 has a 1,000-fold odds of that the locus is linked to the phe-
notype. The LRS score is a likelihood ratio statistic, and it is ~ 4.6 × the LOD 
score. Some QTL software programs can also look for gene–gene interactions 
or epistasis. Even looking at only two genes at once breaks an F2 cohort into 
nine genotype groups, thus even larger sample sizes may be required for detect-
ing significant levels of epistasis with a low false discovery rate. Before QTL 
statistical analysis, one should determine if the phenotypic data is normally 
distributed, and if it is not, log transformation should be considered. The QTL 
analysis should be performed with both sexes combined using sex as an addi-
tive or interactive covariate and in both sexes separately. After running the data 
through the software and obtaining the interval map with LOD peaks, one must 
determine if a LOD peak is significant. Lander and Kruglyak have defined 
criteria for genome-wide significance for QTLs after estimated correction for 
multiple testing, referring to those with p < 0.001 as highly significant, p < 0.05 
as significant, and p < 0.63 as suggestive (7). However, permutation analysis, in 
which the phenotypic data is randomly scrambled, can give an empirical level 
of significance based upon the real data set, which is probably better than using 
estimated whole genome corrections for multiple testing (8).

Let us return to our sample data in Fig. 18.2. Strain A and B males have 
average body weights of 35 and 25 g, respectively. You found that the F1 strain 
had an average body weight of 30 g, and thus you breed an intercross F2 cohort. 

http://www.informatics.jax.org/
http://www.broad.mit.edu/ftp/distribution/software/ mapmaker3/
http://www.biostat.jhsph.edu/~kbroman/qtl/
http://www.mapmanager.org/mmQTX.html
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The average weight of the F2 mice is also 30 g, but the phenotype overlaps both 
parental strains and the coefficient of variance is much greater than observed 
in the F1 cohort. The degree of variance in the trait that is due to genetic vari-
ation, rather than to environmental or stochastic effects, can be estimated by 
comparing the phenotypic variance in the F2 (genetically heterogeneous) cohort 
with the F1 (genetically homogenous) cohorts using the following equation: 
(varianceF2 – varianceF1)/ variance F2 (9). For the example shown in Fig. 18.2A, 
62% of the variance in the F2 cohort is genetically determined. Next, perform 
a genome scan, and input the genetic and phenotypic data into a QTL software 
program. Figure 18.2B shows the results on chromosome 10, where there is a 
peak LOD score of ~8 at 60 cM near the distal end. You perform a permutation 
analysis and you found that this peak has a genome wide p value of <0.001, 
highly significant. Congratulations, you mapped a novel QTL for body weight 
in response to a high fat diet.

Does your QTL overlap with other known QTLs for body weight? To estimate 
the confidence interval of the locus one can use the 1-LOD or 1.5-LOD drop-off 
interval. One simply determines the cM region encompassed by the peak LOD 
minus 1 (or 1.5) LOD units. Next, one can determine the inheritance model, 
dominant/recessive versus codominant, and the % of the phenotypic data associ-
ated with the QTL. This is best accomplished via linear regression. For the codo-
minant model, all of the mice with AA genotype at the marker closest to the QTL 
peak are coded as 1, all of the AB mice are coded as 2, and all of the BB mice 
are coded as 3. These values are used in an xy plot along with the phenotypic data 
and liner regression can be used to calculate r2, the correlation coefficient. For 
the dominant models, repeat this analysis twice more, once with the AA and AB 
mice coded as 1 and BB coded as 2 (A dominant) and once with AA coded as 
1 and AB and BB coded as 2 (B dominant). The largest of the three r2 values 
defines the model that best fits the data, and this r2 value equals the % of the 
phenotypic variance associated with the QTL. For our example in Fig. 18.2C, 
the codominant model fit the data best, with 30% of the variance associated with 
the QTL on the distal end of chromosome 10. Finally, one needs to name the 
QTL, and this can be done by following the rules of and submission to the Mouse 
Nomenclature Committee (http://www.informatics.jax.org/mgihome/nomen/).

There are other ways to find QTL loci in addition to breeding F2 or N2 
cohorts. These include the use of panels of recombinant inbred strains (10), 
chromosome substitution strains (also called consomic strains) (11), and con-
genic strains (12). One can phenotype a panel of these strains and perform a 
QTL analysis without the need for genotyping, as the genotypes have already 
been ascertained for the different strains. The use of a high density genome 
scan via a SNP chip may can lead to a smaller confidence interval for a QTL 
than obtained by a traditional genome scan using microsatellite markers (2), 
and in this case this interval is limited by recombination rather than by marker 
density. Thus, it may be useful to breed F3 or F4 cohorts for QTL mapping by 
high density genome scan, which will increase recombination frequency and 
should result in even smaller QTL intervals.

2.3. Confirmation and Fine Mapping

Once a QTL interval is identified, one must confirm it and attempt to identify 
the responsible gene. Although an independent strain intercross can be used to 

http://www.informatics.jax.org/mgihome/nomen/
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confirm a QTL, this does not help in identifying the responsible gene. Thus, 
most investigators breed interval specific congenic strains in which one region 
of the genome is maintained by the donor genotype whereas the rest of the 
genome is of the recipient genotype. Figure 18.3 shows an interval specific 
congenic strain in which the distal end of chromosome 10 is derived from 
strain A, whereas the rest of the genome is derived from strain B. To gener-
ate this congenic strain an F1 mouse was backcrossed multiple generations to 
parental strain B, at each generation selecting progeny for further backcrossing 
that retain heterozygosity over the QTL interval. After ten generations of back-
crossing (N10) the congenic strain should on average contain 99.9% recipient 
genotype, outside of the selected QTL interval. Alternatively, speed congen-
ics can be obtained after 5–6 generations of backcrossing, and selecting with 
markers not only within the QTL interval, but also across the whole genome 
to find the best progeny for subsequent backcrosses (1). Initially the congenic 
strain is heterozygous for the two strains across the selected interval, but these 
mice can be brother sister mated to generate a cohort for progeny testing that 
contain 0, 1, or 2 copies of the donor strain allele. Formal proof of the QTL is 
obtained if at least one of these types of progeny has a statistically significant 
different phenotype from the other types of progeny.

Typically, the initial QTL interval will cover ~30 cM, or about 60 Mb. To 
narrow down the region for candidate gene testing, one must perform fine 
mapping. This involves identifying a set of markers across the QTL interval 
and then further backcrossing of the congenic strain to select progeny in which 
recombination occurred within the interval. Further breeding will generate a 
set of partially overlapping subcongenic strains. Progeny testing is then per-
formed and can lead to QTL interval of 1 cM or less containing 1–2 Mb of 
DNA. This interval may contain only one gene or perhaps 10–20 genes, which 
are all candidates for the causative gene.

2.4. Candidate Gene Testing

How can one prove if a specific candidate gene is the causative gene? This 
issue has been addressed previously (13,14), and both circumstantial evidence 
as well as more direct evidence can lead to varying levels of confidence. 

Fig. 18.3. Diagram of a congenic strain that contains the body weight QTL interval on 
chromosome 10 donated from strain A on the strain B recipient genetic background
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The first step in identifying the causative gene is to sequence coding and 
regulatory regions of the candidate genes to identify strain specific polymor-
phisms in the gene that might affect the protein function or expression level. 
If the gene product is known to effect a pathway involved in the phenotype, 
or expressed in the correct cell types, this is also useful information. In vitro 
functional studies can be performed after transfections of mammalian cells, or 
after bacterial expression and purification, to see if the strain specific protein 
isoforms have altered enzymatic activity, regulation, or binding of other pro-
teins or ligands. The above evidence is circumstantial, but it can be convinc-
ing if strong enough. The gold standard for direct in vivo evidence is allele 
replacement, where gene knock-in would replace the strain A allele with the 
strain B allele. However, this is not readily feasible. Gene knock-in technol-
ogy uses embryonic stem (ES), which have only been successfully derived 
from 129 and C57BL/6 strains. Thus, if the QTL was identified using other 
mouse strains it may not be possible to use this method unless one is prepared 
to backcross the replacement onto a different strain. More commonly, one can 
test the candidate gene by over and/or under expression. Over expression can 
be performed by making a transgenic mouse. This can be achieved through the 
use of a cDNA minigene, or a BAC derived genomic construction. The effect 
of overexpression of the transgene on the phenotype can be ascertained. To 
test for the effect of a protein coding polymorphism, one can make construc-
tions containing the alternate alleles, and test the expression levels in several 
independent transgenic lines to select strains with equivalent expression. 
These strains can then be subjected to phenotypic testing to prove whether the 
protein polymorphism affects the trait. Under expression is tested by creating 
a knock out, also through the use of ES cells; thus, it may be necessary to breed 
the knock out onto the strains used for QTL mapping. There are now available 
several large public libraries of ES cell clones containing knock outs for thou-
sands of mouse genes, obtained through gene trapping insertional mutagenesis 
(15). Thus, if a candidate gene has been knocked out in this way, it is possible 
to obtain the knockout mice fairly simply, without the need for creating a gene 
targeting vector and selecting recombinant ES cell clones. An alternative way 
to knock down expression of a candidate gene in vivo is through the use of 
RNA interference (RNAi). Although, the methods for use of RNAi in vivo are 
still being developed, this method avoids the problem of the effect of closely 
linked genes being transmitted during back crossing of a gene knockout; and, 
this method was recently used to verify a candidate gene that modifies for type 
I diabetes (16).

2.5. Shortcut to Candidate Gene Identification: eQTLs

Although, mapping and fine mapping mouse QTLs is time consuming, laborious, 
and expensive, it is also fairly straight forward, with a high probability of suc-
cess. It is the identification of the responsible gene that is more difficult and 
often much more time consuming, and luck (specific recombinants) may play a 
significant role. However, there is a shortcut that has proven to be quite useful 
to identify candidate genes, even before fine mapping, and this involves the use 
of expression microarrays. Even when expression arrays were just being devel-
oped, their use enabled the identification of the CD36 gene as responsible for 
a QTL associated with insulin resistance and fatty acid metabolism in isolated 
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adipocytes from the spontaneous hypertensive rat (17). Microarrays covering 
most of the known mouse expressed transcripts are available, and these can 
very useful in the gene identification process. First, one must collect tissue 
from the F2 or N2 cohort for RNA preparation, and which tissue to take is an 
important consideration. For body weight, one might take adipose tissue, liver, 
or the brain. However, it may be preferable to actually isolate a pure cell type, 
such as adipocytes, before making the RNA. All complex tissues or organs, 
or for that matter pathological tissue samples, are a collection of various cell 
types. It is quite possible that the costly gene expression data might be no more 
informative than a simple histological assay. For example, if large fat pads in 
obese mice lead to inflammation and more leukocytes than in the small fat pads 
of the thin mice, this would result in an increased level of expression of leuko-
cyte expressed genes in the obese mice. This might be informative, but if this 
result is a consequence rather than a cause of obesity, it might lead down a false 
avenue of investigation. Laser capture microdissection can be used to circum-
vent this problem, and examine a more homogeneous cell population (18).

Once the tissue has been selected, RNA prepared, and gene expression data 
obtained, there are two main ways in which this data can be evaluated. One 
is by simple correlation analysis, where the expression of each transcript is 
correlated to the phenotype (body weight in our example) and the transcripts 
with the best correlations are examined to see if any happen to map to a body 
weight QTL. This analysis is easily done in a spread sheet and it is quite pow-
erful in quickly identifying candidate genes before fine mapping. The second 
method is to use the expression level of each of the thousands of expressed 
transcripts as a quantitative trait, and use the existing genome scan data to 
identify expression QTLs (eQTLS) for the expression level of each transcript. 
For example, Schadt et al. examined liver RNA in a cohort of 111 F2 mice 
generated from intercrossing the C57BL/6 and DBA/2 strains (19). They 
identified eQTLs for ~4300 transcripts with a LOD score > 4.3. Of these about 
1/3 were cis eQTLs, where the transcript mapped to the location of the eQTL, 
and 2/3 were trans eQTLs, where the transcript mapped outside of the eQTL 
region. And, as had been previously observed in yeast crosses (20), the eQTLs 
were not randomly distributed. There were several hotspots or regions that had 
trans eQTLs for hundreds of transcripts, where presumably a key transcription 
factor or signal-transduction pathway gene resides that is polymorphic among 
the parental strains (19). To identify candidate genes, one can then look for 
transcripts with either cis or trans eQTLs that map to the phenotypic QTL. In 
this way, it may be possible to identify gene expression pathways involved in 
the phenotype. For example, if gene Z, whose expression is highly correlated 
with body weight maps to the body weight QTL, and has a cis eQTL at that 
position, it may be possible to find additional genes with trans eQTLs at the 
same locus whose expression is correlated (or inversely correlated) with the 
expression of gene Z. Expression of these additional genes may be directly 
affected by the expression of gene Z, and play a downstream role in adipose 
physiology. Some eQTLs are conserved across different tissues and for these 
the choice of tissue is less important, for example 15% of the eQTLs detected 
independently in rat kidney and fat were common to both tissues (21). The 
use of these genetic-genomic methods is now widely accepted to be a key 
shortcut in identifying candidate genes and metabolic pathways involved in 
complex traits.
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2.6 Confounding Issues

The QTL method has yielded hundreds of loci for complex traits, but only a 
handful of genes have been successfully isolated thus far. The use of the gene 
expression microarray data will probably accelerate this pace; however, there 
are constraints that may make rapid progress difficult to achieve. For exam-
ple, in one recent study a 1 cM genomic interval in the plant Arabidopsis that 
was not known to contain any QTLs for growth rate was examined in detail. 
Two growth rate QTLs were found within a 210-kb region, and both showed 
epistasis, such that their effects depended upon the genetic background (22). 
The amount of complexity in such a small genomic interval suggests that 
there may be overwhelming complexity of the genetic architecture of complex 
traits, making it very difficult to identify the genes responsible for much of the 
genetic-associated variation in these traits, particularly if many of these effects 
are epistatic in nature and thus harder to identify. Using the set of 22 chromo-
some substitution strains, where each strain contains one A/J strain chromosome 
on the C57BL/6 background, Nadeau and colleagues found that 17 of these 
strains have an altered level of diet induced obesity compared to the C57Bl/6 
strain, with the cumulative effects much greater than that observed between 
the two parental strains (11). Even within one of these chromosome substi-
tution strains, where QTL can be readily mapped, and subcongenic strains 
easily made, multiple loci effecting diet induced obesity are being found (Joe 
Nadeau, personal communication). This seems to confirm what was observed 
in the Arabidopsis study, there may be too many QTLs for some complex 
traits, with nonadditive and unknown levels of gene-gene and gene-environment 
interactions.

2.7. Cross Species QTLs

What is the significance of a rodent QTL for human complex traits such as 
susceptibility to common diseases? QTLs for a complex trait in mice and rats 
often overlap with the syntenous region of human chromosomes that by linkage 
analysis are thought to harbor genes for the same complex trait (23,24). These 
so-called cross species QTLs suggest that the rodent and human genes (called 
orthologs) are active in their respective species to modify disease severity or 
susceptibility. For example, Jacob and colleagues have described 15 clusters 
of blood pressure related QTLs from several rat strain intercrosses (25). Many 
of these QTLs seem to be conserved across species, as seven mouse blood 
pressure QTLs and five of six known human blood pressure QTLs map to 
syntenic chromosomal regions with the rat QTL clusters. The information 
obtained from the identification of a rodent gene for a complex trait may be 
useful in two ways. First, human genetic variation in the orthologous gene can 
be probed by association studies to see if common human genetic variation is 
associated with a complex trait such as common disease susceptibility. As an 
example, human genetic variation in the TNSF4 gene (the human ortholog of 
the gene responsible for an atherosclerosis QTL in mice) was found to be asso-
ciated with coronary artery disease (26). Second, new pathways involved in 
disease pathogenesis may be uncovered through rodent QTL studies, and human 
genetic variation in several genes involved in the pathway can be probed by 
association studies. As an example, the identification of genetic variation in 
the 5-lipoxygenase gene that affects atherosclerosis in mice strengthened the 
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interest in and helped select the ALOX5AP (FLAP) gene as a candidate within 
a heart attack associated locus on human chromosome 13 (27,28). Thus, it 
appears that mouse and rat QTLs studies are informative in discovering human 
complex trait genes.
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1. Background and Theory of cDNA Microarrays

1.1. Overview

Clinicians and scientists are limited in their ability to understand human 
disease and cellular biology by the technologies available to measure the state 
of the organism or cell. For millennia, scientists have studied human biology 
and disease based on anatomical observations; for centuries, decisions have 
been based on microscopic observations, and over the past several decades, 
decisions have been based on the status of specific genes associated with disease. 
In the mid-1990s, cDNA microarray technology emerged that simultaneously 
measured the expression of thousands of genes (1–5) These expression micro-
arrays have rapidly evolved to cover most of the 34,000 genes in the human 
genome (6) and now offer clinicians and scientists an unprecedented level of 
detail through which they can observe human disease and cellular biology.

The central position of gene expression in cellular homeostasis makes it a 
provocative window through which to view cellular biology (7) From the genetic 
and epigenetic events that cause disease come profound changes in the cell biology 
that are reflected in the global pattern of gene expression (8). These changes can 
then be analyzed to identify specific target genes of particular interest (9) or to 
implicate cellular processes with mechanistic import (10).

Scientists and clinicians have seized on the new modality of cDNA microar-
rays to assay and observe cellular biology. Investigators began applying microar-
rays to single-cell organisms and have advanced up the phylogenetic tree. They 
began with very simple experimental designs in simple model systems and have 
progressed to large, multifaceted experiments in complex models. As the tech-
nology has developed, so too have the methods by which to analyze and interpret 
data of increasing complexity generated by microarrays.

1.2. RNA Expression

RNA stands between DNA and protein in the central dogma of life proposed 
by Francis Crick (11) Although the majority of messenger RNA species have no 
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direct role in cellular metabolism, the relative abundance of each gene’s transcript 
can reflect the identity and state of each cell. Thus, accurately measuring the 
pattern of expression across all genes (herein referred to as the “transcriptome” 
(12) is a potential mechanism by which to assay cellular biology.

Messenger RNA (mRNA) comprises approx 1% of total cellular RNA but is 
the template for protein translation and the major focus of expression analysis. 
The posttranscriptional addition of a poly-A tail (3′ polyadenylation) to the 
majority of mature mRNA species is used opportunistically to process samples 
for microarrays, thereby enabling a broad representation of the transcriptome. 
The product resulting from mRNA processing for microarrays (henceforth 
referred to as target) depends on the microarray platform with the two most 
common forms being single-stranded complementary DNA (cDNA) following 
reverse transcription of mRNA and antisense RNA (aRNA) resulting from in 
vitro transcription of a double-stranded cDNA template.

Two key features of target synthesis are critical to the successful microar-
ray analysis. First, the resulting target must be in a form that can hybridize to 
its complementary sequence. In general, the target is single stranded and not 
too heavily laden with large macromolecules so as to interfere with comple-
mentary basepair binding. In addition, the final target is often fragmented to 
shorter lengths to minimize secondary structure that can significantly affect 
complementary binding. Second, the target must be detectable when bound to 
its complementary sequence. Although this is achieved by incorporating radi-
oactive isotopes or fluorescent-dye-labeled nucleotides into the final synthesis 
of target, a balance must be struck between successful detection and steric 
hindrance of complementary binding. However, through the judicious use of 
radioactive labeling or methods of fluorescent signal amplification, successful 
labeling of the target results in sensitivities in the attomolar range.

1.3. cDNA Microarrays

Once a labeled target is synthesized from mRNA, microarrays are used to 
detect the relative abundance of each transcript. The platforms upon which 
DNA arrays have been made range from the earliest having cDNA clones on 
Nylon filters to silicon wafers that use photolithography to create oligonucle-
otides of known sequence. In general, microarray detection of a labeled target 
differs from previous broad surveys of gene expression (e.g., SAGE (13) and 
differential display (14) in that the curated platform of the microarray allows 
immediate identification of genes differentially expressed whereas previous 
techniques required intensive cloning and sequencing efforts.

The two major platforms currently in use for large-scale expression analysis 
are spotted microarrays and synthesized microarrays. Spotted microarrays are 
created by adhering individual species from curated cDNA libraries onto a 
glass slide. Each spotted microarray element is a known cDNA assigned to a 
specific location on a two-dimentional surface. Synthesized oligonucleotide 
microarrays use chemistry to create a grid of unique oligonucleotides (called 
features) complementary to known genes (5)

Each platform has advantages and disadvantages, but all use the basic chem-
istry of sequence-specific hybridization. After a labeled target is hybridized to 
the microarray, the amount of radioactivity or fluorescence at each location on 
the microarray (signal) is determined. Because the intensity of signal at any 
location is dependent on many variables, microarray determination of expression 
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is relative not absolute. Although this is obvious with the dual-hybridization 
approach applied to most spotted arrays, it is equally true for synthesized 
arrays. Thus, detection of a gene on a microarray is almost meaningless unless 
evaluated in the context of a well-designed experiment or previously subjected 
to rigorous analysis to understand the correlation between detected expression 
and absolute expression.

1.4. Microarray Data Analysis

With the high-density organization of spotted elements or features on micro-
arrays, the expression data representing the transcriptome is sizable and 
complex. Successful analysis of data generated from microarrays involves 
(1) an assessment of microarray staining quality, (2) normalization of expres-
sion across microarrays in an experiment to minimize technically introduced 
variation, (3) exclusion of genes not detected as being expressed or without 
expression variation, and (4) expression analysis. Here, expression analysis is 
defined as the application of computational algorithms in order to find struc-
ture within complex expression patterns.

Although the computational approaches applied to expression analysis have 
ranged from the very simple (e.g., fold difference in mean expression of genes 
between classes of samples) to the very complex (e.g., support vector machines), 
there are two basic approaches to expression analysis: supervised and unsuper-
vised analysis. During supervised analysis, sample identifiers are used to assess 
the correlation between gene expression and sample characteristics. In unsuper-
vised analysis, no sample identification is provided during analysis.

The computational tools for microarray analysis have advanced along with 
the technology to measure gene expression. The computational demands engen-
dered by technologies assaying a cell’s transcriptome required the assembly of 
collaborative investigative teams to successfully design, implement, and analyze 
data generated from expression arrays. These multidisciplinary teams create an 
exciting environment within which important discoveries are being made and 
represent a paradigm for the future application of other genomic technologies.

2. Practical Steps Involved in cDNA Microarrays

As outlined above, cDNA microarray analysis involves study design, RNA 
isolation, target synthesis, microarray hybridization and scanning, data 
processing, and data analysis. This section discusses the practical steps of 
cDNA microarray analysis and highlights areas of particular importance to 
foster a strong conceptual foundation. The specifics of each step involved 
in cDNA microarray analysis will evolve along with the continued advance-
ment of technology platforms. However, many of the challenges involved in 
effective study design, such as RNA isolation, target synthesis, microarray 
development, microarray hybridization and scanning, and analysis will remain 
consistent and these are discussed below.

2.1. Study Design

Although there are no hard and fast rules for the successful design of microar-
ray studies, some general guidelines should be kept in mind when planning an 
experiment. First, microarrays include probes for tens of thousands of genes 
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and, thus, create experiments where there are significantly more variables 
(i.e., genes) than experimental samples. This challenges standard methods 
of evaluation and interpretation and requires specific approaches during the 
experimental design (15). Additionally, study design also has to anticipate 
the significant biologic and technical variation inherent to most experimental 
systems and RNA processing. While this topic has been reviewed in detail 
elsewhere (16), the important elements for study design are discussed below.

In general, the number of samples required for expression analysis will be 
dependent on the specific question being addressed and the experimental 
“system” being used (17). As the anticipated difference in gene expression 
across an experiment increases, the number of samples required decreases. 
Similarly, for well-controlled experimental systems where biological vari-
ability can be minimized, fewer samples are required than for experiments 
using primary clinical samples. Other significant factors influencing study 
design are the specific array platform to be used and the anticipated methods 
of analysis (17).

Although methods have been proposed for sample size calculation in clas-
sification models (18,19), there is generally insufficient a priori knowledge 
upon which to base accurate sample size estimates. Practically, it is often most 
helpful to review the literature to determine how many samples were required 
to perform a successful microarray experiment in a similar system.

For in vitro cell-based experiments, triplicate samples for each experimental 
condition are generally sufficient. Collection of samples over a time-course 
can significantly help identify genes with small but reproducible expression 
changes in response to a stimulus but late time-point untreated (or vehicle-
treated) controls are necessary. The best experiments have internal control 
genes that are followed in parallel on the same cells for which expression will 
be measured through a technique independent of microarrays.

For clinical samples, it is often impractical to perform duplicate or triplicate 
analysis on each sample. In addition, the effects of tissue heterogeneity, differ-
ences in specimen handling, and biological variability are likely to affect final 
expression patterns more than technically introduced variation during target 
preparation, and resources are better spent obtaining additional unique samples 
than duplicating samples. All of the factors mentioned can obfuscate expression 
data in clinical samples and, in general, mandate larger sample sizes for experi-
ments using primary samples than those using cell-culture systems.

A critical part of the design of spotted arrays is choosing the appropriate 
control sample that serves as a common reference for all of the test samples. 
There are alternative design schemes for dual-hybridization techniques, but 
the use of a single standard reference is most common. In general, an RNA 
sample pooled from many cell lines or samples is used to provide optimal 
coverage of genes present on the array. Alternatively, it has been suggested 
that pooling a small number samples with diverse expression could result in 
higher-quality expression data (20).

2.2. RNA Isolation

cDNA microarray analysis begins with RNA isolation. Currently, fresh cells or 
rapidly frozen tissue are required for genomewide expression analysis. Great 
care must be taken to minimize RNA degradation, as RNase activity is ubiqui-
tous and introduces uninformative changes in the measured transcriptome.
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Many methods of RNA isolation are compatible with microarray analysis. 
The best methods preserve mRNA transcript length, minimize DNA contami-
nation, and result in relatively concentrated RNA in solution without excessive 
salt or protein contaminants. Prior to target synthesis, if an investigator is rela-
tively new to RNA isolation techniques, it is best to view the RNA (approx 0.5 
µg) after separation on a 1% denaturing agarose gel. Specifically, high-quality 
RNA samples should have clear and sharp 18S and 28S ribosomal RNA bands 
and a diffuse smear representing the less abundant mRNA species of variable 
lengths. Diffuse ribosomal bands or heavy smears close to the gel-loading 
wells can indicate RNA degradation or sample contamination, respectively, 
and the RNA from these samples is likely to yield poor quality expression 
data and should not be used. Although there are alternative means to assess 
RNA quality, there is no gold standard and the simple method mentioned here 
is generally sufficient.

Standardizing the amount of input RNA across experiments is important 
regardless of the microarray platform subsequently used. Additionally, more 
RNA is not always better. Excessive starting RNA can saturate the target 
preparation reactions and negatively affect yield. The amount of total RNA 
required depends on the specific protocol but ranges from as low as approx 
50 ng (21) to as much as 15 µg (22).

There is great interest in applying microarrays to paraffin-embedded tissue 
samples because of the relative scarcity of frozen tissue compared to paraf-
fin-embedded tissue. Formalin fixation of tissue prior to paraffin embedding, 
routinely used to process surgical specimens, crosslinks and fragments RNA. 
As a result, RNA isolated from paraffin-embedded specimens tends to be of 
very short length and would not pass the quality assessment discussed above. 
Standard techniques for labeling RNA prior to microarray analysis are ineffec-
tive and resultant expression data quality is poor. Novel approaches, including 
targeted multiplexed reverse transcription-polymerase chain reaction (RT-PCR), 
redesign of microarrays to bias probes to the 3′ end of gene transcripts, and new 
enzymological approaches, will be tested rigorously over the next few years. If 
these prove successful in generating high-quality expression data, they are likely 
to rapidly replace existing techniques for tissue-based projects.

In the end, prior to starting target synthesis, the required amount of RNA 
should be in a standardized volume of solution. Excessive vacuum concen-
tration should be avoided and an RNA pellet should never be allowed to fully 
air-dry. Although it might seem trivial, beginning with high-quality, contaminant-
free RNA is a critical step in microarray analysis and its importance cannot 
be overstated.

2.3. Target Synthesis

There are a myriad of specific protocols for target preparation. The specific 
protocol used will depend on the amount of starting RNA and the microar-
ray platform used. When relatively unlimited RNA is available, a target 
for spotted arrays is created by directly incorporating aminoallyl into the 
first cDNA strand synthesis from approx 2 µg of mRNA or approx 100 µg 
of total RNA (23). The fluorescent dyes (Cy3 or Cy5) are subsequently 
covalently bound to the aminoallyl linkers to label the product. Oligo-dT or 
random hexamer primers are used to prime cDNA synthesis and second- or 
third-generation reverse transcriptases are used to allow cDNA synthesis at 
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higher temperatures that minimize secondary RNA structure and maximize 
cDNA length. The resulting product is processed and column purified to 
remove RNA and unbound dye and concentrate the labeled cDNA product. 
A detailed description of this protocol can be found at http://cmgm.stanford.
edu/pbrown/protocols/index.html.

Synthesized arrays take advantage of in vitro transcription to amplify the 
RNA transcript number and to create a labeled product of the correct com-
plementation to the designed features on the arrays. Briefly, single-stranded 
cDNA is synthesized from RNA using a oligo-dT primer that also includes 
a T7 polymerase site. Double-stranded cDNA (dscDNA) is created using 
a combination of RNase H to digest the RNA from the RNA/DNA duplex, 
DNA polymerase to create the second strand, and DNA ligase to complete the 
phosphate backbone of the second strand. The dscDNA can subsequently be 
used with T7 mediated in vitro transcription (IVT) to create antisense RNA 
(aRNA). During IVT, biotin-labeled nucleotides (bio-UTP and bio-CTP) 
are incorporated into the aRNA for eventual detection on the microarrays. 
Specifics for this protocol can be found at http://www.affymetrix.com/
support/technical/other/cdna_protocol_manual.pdf.

When RNA is of very limited quantity, methods of RNA amplification can 
be applied to obtain a sufficient target for expression analysis. Again, there are 
a number of methods commercially available and more are in development. 
The most common method of RNA amplification involves sequential rounds 
of dscDNA synthesis and IVT (24). For this protocol, the first round of cDNA 
synthesis and IVT proceeds similar to that outlined above but biotinlabeled 
nucleotides are not incorporated into the aRNA. Instead, the aRNA is used as 
a template for an additional round of cDNA synthesis. Because of the anti-
sense orientation of the aRNA, random hexamers are used to prime first-strand 
cDNA synthesis, and the oligo-dT primer with the T7 polymerase start site is 
used to create the dscDNA. This sequential method significantly increases the 
target yield and makes it feasible to obtain expression data from only 50 ng of 
total RNA. There is some cost to amplification; the lengths of the amplified 
target decrease with each round and the signal intensity diminishes. This cost 
has to be balanced with the practicality of obtaining increased amounts of 
RNA for an experiment.

2.4. Microarray Design

2.4.1. Spotted Arrays
There are significant but surmountable technical challenges to the repro-
ducible creation of cDNA arrays because of sequence specific differences 
between the individual cDNAs, differences in the lengths of cDNA species, 
and the chemistry of fixing cDNA to surfaces. These technical challenges 
necessitate a dual-hybridization approach (test sample and control sample) in 
order to obtain reproducible expression data from cDNA arrays (see the fol-
lowing section).

Most recently, investigators have switched to spotting short oligonucle-
otides of similar length onto glass slides. Spotted oligonucleotide arrays have 
greater specificity and sensitivity (25) than the cDNA arrays but still require a 
dual-hybridization approach.

http://www.affymetrix.com/support/technical/other/cdna_protocol_manual.pdf
http://www.affymetrix.com/support/technical/other/cdna_protocol_manual.pdf
http://cmgm.stanford.edu/pbrown/protocols/index.html
http://cmgm.stanford.edu/pbrown/protocols/index.html
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2.4.2. Synthesized Arrays
The quaternary genetic code allows for the development of small oligonucle-
otide probes that are highly specific to genes of interest. Using complemenary 
sequence hybridization is at the backbone of this technology. As such, the 
chemistry around minimizing secondary structure while maintaining strand 
integrity and minimizing mutational events is critical to cDNA array technol-
ogy. Additionally, incorporating sufficient controls so as to account for non-
specific hybridization (“cross-hybridization”) is also critical for success.

Synthesized oligonucleotide microarrays (i.e., Affymetrix) do not require 
a dual-hybridization approach but are only available commercially. In this 
process, chemical masking is combined with nucleic acid synthesis to create 
a grid of unique 25-mer oligonucleotides (5). The chemical precision of the 
process (adapted from the synthetic process of microprocessors) abrogates the 
need for the hybridization of a control and a test sample on each microarray. 
However, as the detection of each gene is dependent on the success of the 
synthesized probes and primary structure of the gene, expression should still 
be viewed as relative rather than absolute. Although test and control samples 
are not required for the same array, understanding the expression of any single 
gene will require that results from several samples to be compared.

2.5. Microarray Hybridization and Scanning

The labeled target is hybridized to either spotted or synthesized microarrays and 
scanned to generate the expression data. Hybridization occurs at temperatures 
around 60°C in a buffer that minimizes nonspecific binding of target to probe and 
maximizes signal intensity for true hybridization. Hybridization buffer contains a 
combination of competing unlabeled DNA, salts, and serum that minimizes sec-
ondary structure of nucleic acids and saturates sites likely to bind nonspecifically 
with nucleic acids. After several hours of hybridization, the arrays are washed with 
buffers of variable stringency to remove excess, unbound target.

A laser is used to excite and measure the emission of the fluorescent moie-
ties incorporated into the target to determine the amount of target bound to 
each microarray element. For spotted arrays, two-color excitation and emission 
is measured, whereas with synthetic microarrays, only a single emission is 
measured. The end result for both array platforms is a data file with fluorescence 
intensity at each coordinate on the grid of the microarray. These fluores-
cence intensities are subsequently used to calculate expression for each gene 
represented on the array.

2.6. Data Processing

The first step in data analysis is calculating gene expression from the emission 
intensity for each element on the microarray. For spotted arrays, the intensity 
of the test sample dye is divided by the intensity of the reference sample. A 
log2(ratio) value reflects the fold difference in expression for the gene in the 
test sample compared to the reference sample. Because these values can be 
dependent on fluorescence intensity, log2(ratio) are often normalized using a 
locally weighted linear regression (lowess) (26).

For synthetic arrays, dual hybridization is not performed and gene expres-
sion is determined by the difference in staining intensity between matched and 
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mismatched probes. The matched probes are perfectly complementary to the 
gene of interest, whereas the mismatched probe differs by one nucleic acid in 
the 13th position. Staining intensity at the matched probe is used to represent 
specific hybridization and staining at the mismatched probe is considered non-
specific. Currently, the MAS5 software provided with Affymetrix microarrays 
determines gene expression by performing a ranking statistic for the difference 
in hybridization between each of the 11 pairs of matched and mismatched probe 
sets for each gene. Based on the values and consistency between the 11 sets of 
probes, the software will assign a confidence call (Present, Absent, Moderate) 
and a value. Alternative methods have been proposed to obtain expression values 
from synthetic arrays (27) and this remains an active area of research.

Once expression values are assigned for each gene on the array, all of the 
arrays from the experiment are brought together for analysis. Array-to-array dif-
ferences in overall fluorescence intensity are somewhat unavoidable during the 
staining, washing, and scanning of arrays. Because of this, microarrays are often 
scaled together (also referred to as normalized) to minimize the effect of this 
variation on subsequent analysis (reviewed in ref. 28). Most approaches to array 
normalization assume that overall microarray intensity should be equal across 
an experiment and use linear adjustments to make equal median or mean expres-
sion for each array in an experiment. A few examples of alternative strategies to 
normalize microarray data include intensity-based (26) nonlinear (29), and rank-
invariant (30) normalization techniques. Although this process might appear 
trivial, there can be profound effects on subsequent analysis (31) Simple linear 
scaling can decrease true differential expression between samples if cells within 
an experiment differ significantly with respect to their global transcriptional 
activity. Scaling can also artificially accentuate variations in gene expression if 
an array of poor quality and poor overall staining is included because of the high 
scaling factors required (32). Thus, integral to the scaling together of microarrays 
in an experiment is quality assessment (33). Again, there are multiple methods 
with which to assess the quality of each individual microarray (30,34,35). The 
critical element of quality assessment is identifying microarrays (or regions of 
microarrays) that are of poor quality and need to be excluded from subsequent 
analysis. The specific approach and execution of quality assessment is depend-
ent on platform and experimental design.

2.7. Expression Analysis

Expression analysis applies computational methods to find informative struc-
ture within the data generated from microarrays. One of Albert Einstein’s 
quotes anticipated the basic approach of expression analysis: “Out of clutter, 
find Simplicity, from discord, find Harmony. In the middle of difficulty lies 
opportunity.” However research in the field should keep another important 
quote from Einstein in mind: “Make everything as simple as possible but no 
simpler.” Although some experiments can be successfully analyzed with very 
simple analysis, the complexity of the data generated by microarrays often 
mandate sophisticated analytic approaches. Because of this, microarray tech-
nology has forged strong collaborations between biologists and computational 
analysts and has helped foster a new field of computational biology.

As mentioned, there are two basic approaches to expression analysis, super-
vised and unsupervised analysis. Each has its strengths and weaknesses and 
these will be discussed along with specific examples.
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2.7.1. Unsupervised Analysis
Unsupervised analysis imports no knowledge about the samples being ana-
lyzed other than the expression data. This type of analysis is least biased and 
most likely to define structure in a dataset that is novel and not based on a priori 
knowledge or assumptions about the question being addressed. Examples of 
unsupervised analysis include hierarchical clustering (36) and self-organized 
maps (37). Although the least biased, unsupervised methods of analysis are 
the most susceptible to technical variation. Global differences between in vitro 
transcription batches or differences in the cellular components comprising 
clinical samples can dominate the structure detected by unsupervised means. 
Thus, more subtle phenotypes are often lost during unsupervised analysis 
because of competing expression structure.

Initially, most unsupervised analytic techniques lacked a measure against 
which to determine how different the actual results are compared to that 
expected by chance alone. One approach to determining the significance of 
discovered clusters is to annotate each gene on the microarray with char-
acteristics (e.g., gene ontology (GO) information) and then determine the 
likelihood of having a number of genes sharing the same GO terms within any 
specific subcluster (38).

2.7.2. Supervised Analysis
Supervised analysis imports information associated with each sample that is 
used to analyze microarray data. This analysis is less sensitive to technical 
artifact provided the samples were processed together or in a randomized 
manner. However, these methods are also sensitive to overfitting because of 
the large number of variables (genes). Basically, the sample information is 
used to identify genes with correlating expression patterns. Many measures 
of correlation have been applied, including fold change, t-tests, Z-tests, Pearson’s 
correlation coefficient, and a variant of a signal-to-noise (S2N) metric (22), 
just to name a few. While most of these measures of correlation to test for 
statistical significance, alternative means of assessing significance are generally 
required because of multiple hypothesis testing and the lack of independence 
of gene expression between some genes on the microarray.

Permutation testing is one means by which investigators have started to 
assess the significance of associations between gene expression and sample 
characteristics. In this method, after the degree of correlation between gene 
expression and the sample characteristic of interest is established, sample iden-
tification is randomized. Such randomization breaks any true structure between 
gene expression and the characteristic of choice. The same methods are then 
applied to the data after randomized identifications and the degree of correlation 
between gene expression and the same characteristic is again calculated. This 
process is repeated n times. The results are then combined and the experimental 
data are compared to the aggregate results from n random permutations. If the 
experimental correlation is stronger than that found with the randomized data 
at a frequency of 0.05 (or another predetermined level of significance), then 
statistical significance is inferred.

This is one example of a commonly used methodology; alternatives exist 
and there will be continued evolution in the statistical methods used to assess 
the significance between gene expression and sample characteristics to make 
discovery. Whereas the specifics are less important, it is critical to understand 
that sophisticated methods are often required in order to properly account for 
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the multiple-hypothesis testing problem. However, the best test of a finding 
during supervised (or unsupervised) analysis is to determine if the same struc-
ture discovered in an initial dataset is present in an independent dataset, this is 
called validation (see Section 2.8).

Both unsupervised and supervised methods continue to be developed. There 
are very interesting methods being applied to microarray data in order to 
identify gene copy number changes (39), biological pathway activity (10,39), 
drug sensitivity (40), and many other applications. Many recent computational 
approaches use the expression of sets of genes rather than single genes in order 
to limit the effects of biological and technical variability and such approaches 
seem to hold great promise (41). As computational approaches to microarray 
data continue to evolve, it will be very interesting to see if this field continues 
to diversify into a practically limitless number of options or into a relatively 
set number of accepted standards.

2.8. Validation

Once a complex genomic pattern is associated with disease behavior, validat-
ing the model becomes of prime importance (42). If the goal of an experiment 
is to identify specific marker genes associated with an experimental or clinical 
feature, validation confirms differential gene expression independent of the 
microarray analysis. Although there is no “gold standard,” quantitative RT-PCR 
has been widely adopted as the most appropriate method to validate differential 
expression of a single gene. Alternatively, some investigators look at protein 
expression to validate genes identified by microarrays. Although not directly 
confirming the microarray results, finding changes in protein expression for a 
marker gene lends additional support to importance of the identified gene.

If expression analysis develops a model from gene expression predicting 
phenotype or clinical outcome, validation demands that a model, developed 
in a training set, be applied without changes to an independent set of tumors 
(none of which were used during the training of the model) and accurately 
reproduce the preliminary findings (43). Although this represents the ideal, 
investigators often resort to alternative means of validation because of limited 
access to clinical specimens and a desire to maximize the information obtained 
from those that are available (44).

Cross-validation, leave-one-out, and bootstrapping are different mecha-
nisms to perform resubstitution estimates of a model’s error rate and represent 
internal validation (45–47). Routinely used, these methods maximize disease 
sampling by allowing investigators to use all available samples to train and 
test a model (47–51). While decreasing the risk of overfitting, resubstitution 
approaches tend to underestimate the true error rate of a model (44) and further 
validation on independent samples is required prior to clinical application.

Applying internally validated models on independent samples obtained 
from different experiments, laboratories, or locations is a more stringent 
validation test. The application of genomic models across laboratories or clin-
ics help determine if developed models remain accurate despite differences 
in tissue collection, tissue processing, and data acquisition. In addition, with 
many datasets becoming publicly available, investigators can often use these 
datasets to determine if genes associated with a specific phenotype are similarly 
correlated in an independent dataset.
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2.9. Complementary Analysis

Expression analysis is one window through which to view the biology of cells. 
There is intense investigation ongoing to combine the complex data from 
microarrays from that generated using other platforms. Data from methods 
to broadly assay the DNA alterations in an individual (genomic) or in disease 
(somatic), including single-nucleotide polymorphism (52) and comparative 
genomic hybridization microarrays (8), can complement RNA expression data 
and result in novel discoveries. With the evolution and maturation of proteomics, 
certainly combining serum- or tissue-based patterns of protein expression 
with RNA expression holds promise. Finally, other rich sources of complex 
data such as the literature can be used to complement our analysis of microarray 
data (39). These analyses face significant challenges with respect to gene 
annotation and statistical interpretation, but such combined approaches are 
likely to typify the next wave of array-based discoveries.

In conclusion, from start to finish, expression analysis works to identify 
marker genes or gene patterns correlating with cellular biology or disease 
characteristics. Like other methods, microarray analysis requires scientific 
experimental design and rigorous execution. The complexity of data gener-
ated often mandates sophisticated computational analysis previously outside 
the realm of the biological sciences. To handle the complexity of analysis and 
facilitate reproducibility, standards of laboratory practice need to be estab-
lished and some have already been proposed, if not widely accepted (53). 
However, as with past technological advances, the community of scientific 
investigators has risen to meet these challenges. As the challenges of micro-
array analysis discussed above have been met, this powerful investigational 
tool has been focused on addressing basic and clinical questions examples of 
which are discussed below.

3. Applications of cDNA Microarrays (Clinical/Medical)

Microarrays have contributed significantly to the genomics revolution over the 
past decade and will continue to play an important role in our understanding of 
cellular biology. In some settings, cDNA microarrays will be remain a tool for 
basic discovery; in others, microarrays will be directly applied to patient care. 
At this point, it is easy to forecast a lasting role for microarrays but impossible 
to accurately anticipate specific applications. Although a complete review of 
the important literature demonstrating the use of cDNA microarrays in bio-
medical and clinical research is not possible given space limitations, here we 
highlight recent examples of microarrays applications within biomedical and 
clinical research and discuss future directions.

3.1. Biological Discovery

The ability to simultaneously measure tens of thousands of genes in cel-
lular systems offers an unbiased approach to improving our understanding 
of the basic biology underlying important cellular functions or phenotypes. 
Expression analysis has improved our understanding of the molecular 
mechanisms that are necessary and/or sufficient for specific, well-defined 
phenotypes. Early studies applied microarray analysis to describe the global 
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transcriptional activity during replication in yeast (54) synchronized prolifera-
tion of fibroblasts (55), and controlled hematopoietic differentiation (56) and 
identified sets of genes whose coordinate expression were associated with 
basic cellular processes such as mitosis and differentiation. These and many 
additional studies have demonstrated that systems with robust biology, pro-
found domain knowledge, and strong in vitro models can be interrogated and 
analyzed using cDNA microarrays in order to make new discoveries.

Although rigorous scientific methods are required to generate informa-
tive expression patterns, microarray data are often viewed as hypothesis 
generating and significant work goes into validating observations and 
definitively testing novel hypotheses with more standard laboratory meth-
odologies (42). Functional validation of genes identified via microarray 
experiments has become commonplace in laboratories and there are thou-
sands of manuscripts reporting the use of microarrays to identify candidate 
genes in a biological system.

Because of the rigor required to validate even simple associations, many 
unexpected yet intriguing findings lack true validation. Often, the optimistic 
experimental goals of mapping all of the important pathways associated with a 
complex cellular trait are reduced to the identification and further exploration 
of one or a few genes not previously known to be involved with the studied 
phenotype. Initial aspirations of using microarrays to comprehensively map 
the molecular pathways underlying complex cellular phenotypes was not 
immediately realized and continues to be a challenge (57).

As cDNA microarray technology and associated computational analysis 
continue to improve, investigators have focused on more complex systems 
including multicellular organisms. Developmental transcriptional maps of 
Caenorhabditis elegans (58,59), Drosophila melanogaster (60–62), and 
Danio rerio (zebrafish) (63) have been derived using microarrays in order to 
understand the temporal relationships of gene expression in organisms. Data 
from organism-based studies have subsequently been combined to identify 
interspecies transcriptional similarities. For example, Stuart et al. used data 
from 3182 microarrays to identify genes with coordinate RNA expression 
conserved across species and successfully inferred gene function based on 
shared expression (64). In a similar approach, McCarroll et al. identified sets 
of genes with expression commonly associated with aging in both worms 
and flies (65).

Gene expression patterns have also been interrogated to implicate drug 
mechanism. In a seminal paper, Hughes et al. used microarrays to interrogate 
the expression patterns from 300 yeast experiments involving either gene 
mutation or chemical treatment (66). In this work, the function of previ-
ously uncharacterized genes could be inferred from the expression similarity 
between yeasts with these genes mutated and other yeast cultures harboring 
mutations in functionally characterized genes and or exposed to chemicals 
affecting specific pathways (66). The use of global gene expression as a phe-
notype with which to infer function for genes or chemicals is an approach 
that holds great promise (67). In a recent example underscoring the potential 
of this approach, Stegmaier et al. used microarrays to identify a signature for 
therapy-induced differentiation in human leukemia cells and then used the 
signature to identify novel differentiation-causing agents from a screen of 
1,739 compounds (68).
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3.2. Medical/Clinical Applications

Microarrays are now a frequent element of laboratory-based biomedical 
investigation. However, along with biomedical discovery, there is great hope 
that microarrays will improve medical care. Microarrays have been applied 
to clinical medicine in order to better understand the underlying biology and 
physiology, to identify marker genes for specific disease behavior, and to 
improve disease prognosis and treatment response prediction. Here, we will 
review some of the early applications of microarrays to clinical disease. It is 
worth noting that the application of microarrays to cancer currently domi-
nates the literature because of the ability to obtain tumor tissue for analysis. 
However, other fields of medicine are currently applying microarray analysis 
to address fundamental biological, pathological, and clinical questions and a 
more diverse literature will be forthcoming.

3.2.1. Diagnosis
cDNA arrays have been applied to primary human samples of complex phe-
notypes in order to identify candidate marker genes for disease, to discover 
molecular classes of diseases, and to molecularly describe clinical behavior. 
Early on, it became clear that tissue- and cancer-specific patterns of expres-
sion existed. In an early seminal article, Golub et al. found strong expression 
differences between the two major forms of leukemia, acute myeloblastic 
leukemia (AML) and acute lymphoblastic leukemia (ALL), using microarrays 
(22). In that article, the investigators could accurately predict the identity of 
an unknown sample (either AML and ALL) based on gene expression alone. 
This work has been extended in ALL and distinct expression patterns associ-
ated with the common chromosomal abnormalities underlying leukemia have 
been identified (69). Thus, global expression patterns were found to underly 
both histological and genetic distinctions in leukemia.

Large differences in global gene expression also exist between different 
types of solid tumor and lymphoma. For solid tumors, gene expression can 
re-establish histological differences between solid tumors from different organs 
with an accuracy of approx 80% (70,71). The genes found to best discriminate 
between tumor types were often tissue-specific rather than tumor-specific and 
poorly differentiated tumors continue to be difficult to classify (71).

Gene expression can easily classify follicular lymphomas from diffuse large 
B-cell Tymphomas (DLBCL) (72) and can further separate diffuse B-cell 
lymphomas into two classes likely based on their origin within lymph nodes: 
germinal center B-like and activated B-like DLBCL (73).

Investigators also applied microarrays to detect gene expression differ-
ences between normal tissues and cancers derived from those tissues in 
order to identify novel markers for cancer detection or diagnosis. Profound 
differences in gene expression have been found between normal and tumor 
tissue for breast, prostate, ovarian, lung, brain, gastric, esophageal, and 
most other forms of cancer (47,74–78). In a specific example, two groups 
simultaneously used microarrays to identified a gene over expressed in pros-
tate tumors compared to normal tumors called α-methylacyl coenzyme A 
racemase (AMACR) and validated their results using immunohistochemistry 
(79,80). Some clinical pathologists now use AMACR to help diagnose cancer 
in prostate biopsies, representing a successful evolution from microarray 
discovery to clinical application.
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Although other examples exist for microarray-derived diagnostic tissue-
based tests, there have been no novel serological tests yet introduced into the 
clinic based on a gene expression experiment. For any gene, there are many 
biochemical and cellular processes between mRNA expression in a cell and 
protein circulating in the blood. This has likely contributed to the difficulty in 
translating microarray data to novel serological tests but work is ongoing and 
it is likely that some candidates will be successfully translated to the clinic as 
blood-based diagnostic tests.

Investigators have also used microarrays to detect gene expression changes 
associated with the genetics of cancer. As mentioned above, gene expression 
changes have been found that correlate with the major chromosomal abnor-
malities in ALL (69). Similarly, breast cancer tumors harboring mutations in 
the BRCA1 and BRCA2 cancer predisposition genes also have distinct gene 
expression signatures measured by microarrays (81).

In addition to recapitulating known histological or genetic traits of disease, 
microarrays have identified previously unrecognized molecular subclasses 
for some solid tumors. Gene expression not only separates the different 
major types of lung cancer (e.g., small cell vs adenocarcinoma) but can also 
subclassify the most common form of lung cancer, adenocarcinoma of the 
lung (82,83). Specifically, gene expression analysis identified a subgroup 
within adenocarcinomas that expressed neuroendocrine marker genes and had 
worse survival compared to the other groups (83). In a similar example, gene 
expression identified a new subgroup of tumors (MLL) from within cases 
of leukemia with very similar morphology but remarkably different clinical 
behavior (84).

There are also very good examples of investigators using microarrays to 
assess gene expression differences between normal and diseased tissues that 
do not focus on cancer. Investigators have used microarrays to identify gene 
expression changes associated with heart failure (85). diabetes (10), inflam-
matory diseases mellitus (86), diabetic nephropathy (87), multiple sclerosis 
(88,89), and many others. Most of these studies apply microarrays in order 
to better understand the biology underlying disease and to identify potential 
diagnostic markers of disease. Often, a major challenge is determining the 
most appropriate “normal” tissue with which to compare the diseased tissue. 
For example, whereas the robust immune response causes damage to normal 
tissues in some inflammatory diseases, the gene expression changes caused 
by the inflammation is likely to overwhelm expression changes because of 
the root cause of the disease. Similarly, the cellular archictecture of diseased 
tissues is often different than the corresponding normal tissue (i.e., atheroscle-
rotic plaques vs normal arterial intima) and expression changes might be more 
related to the tissue composition than disease pathogenesis. In analyzing this 
literature, it is very important to keep these points in mind.

Mootha et al. combined excellent design with novel computation in order to 
investigate the metabolic implications of diabetes mellitus (10). These inves-
tigators processed skeletal muscle biopsies from normal and diabetic patients 
for microarray analysis. On the first analysis, there were little differences 
between the sets of muscle biopsies with respect to histology and supervised 
analysis of gene expression. Specifically, there were no individual genes with 
statistically significant expression differences between normal or diabetic 
muscle. However, when a novel computational method was applied called 
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gene set enrichment analysis (GSEA), there was a significant decrease in the 
expression of genes involved in oxidative phosphorylation which are also high 
at sites of glucose disposal.

Be it cancer or other human disease, microarray analysis can redefine 
diseases from clinical and pathological collections of findings to molecular 
entities. Thus, differentiating disease diagnosis based on organ site might 
start to hold less weight than common underlying biology. The potential for 
this approach might be realized in anticipating disease outcome and choosing 
therapy. Diagnosing cancers based on specific pathway activation rather than 
tissue of origin might allow more effective prognosis and treatment than the 
diagnostic classifications used currently. While provocative, such musing is 
preliminary and what has been demonstrated with respect to disease prognosis 
and treatment choice using microarrays will be discussed below.

3.2.2. Prognosis
Diagnosis and prognosis often are related in medicine. However, whereas 
diagnosis focuses on the current disease state, prognosis focuses on the future 
behavior of disease in the context of the individual. Investigators have applied 
microarray analysis to assess if gene expression patterns correlate with disease 
outcome and have met with some success.

Oncologists remain optimistic that by understanding the biology and genet-
ics of an individual’s tumor, they will be able to accurately predict outcome. 
Microarrays have identified gene expression patterns that are associated with 
disease progression and/or patient survival in breast cancer (90–93), prostate 
cancer (47,94), lymphoma (95,96), lung cancer (83), and some brain tumors 
(50) among others. Outcome can be defined as recurrence following definitive 
surgery, development of metastasis, or death from disease. Regardless, the 
preliminary success of the studies mentioned above suggests that gene expres-
sion changes within localized tumors can anticipate recurrence, metastasis, 
and possibly death from disease.

Interestingly, although most studies focused on specific types of cancer, 
expression differences between local and metastatic tumors (of multiple can-
cer types) were also used to predict outcome (97). In this report, Ramaswamy 
et al. applied a gene expression signature comprised of genes differentially 
expressed between local and metastatic tumors to successfully predict out-
come in breast, prostate, and a type of brain tumor but not in lymphoma, again 
supporting the idea that some local tumors are preprogrammed for recurrence 
or progression following local therapy and that microarray analysis can meas-
ure this programming and anticipate outcome.

Breast cancer is the disease furthest along with respect to the clinical appli-
cation of microarrays. As touched upon above, two independent groups have 
found that microarray analysis can predict the development of metastasis and 
survival in women initially diagnosed with localized disease (90,92) and one 
group has validated their results in a larger cohort of women with disease (93). 
Today, clinical trials are ongoing that test how these predictive models derived 
from microarrays compare to standard risk stratification using clinical and 
pathological features of breast cancer. Even without clinical trials demonstrating 
the usefulness of these genomic tests, at least two companies are now offering 
microarray-based testing for women diagnosed with localized breast cancer 
(http://www.genomichealth.com). These tests are expensive and need to be 

http://www.genomichealth.com
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 compared to standard prognostic methods before they should be used broadly, 
but they have the potential to significantly improve our ability to identify patients 
with high- or low-risk disease so as to optimize management.

Noncancer diseases have been studied with respect to the ability of micro-
arrays to anticipate the disease course, although this area of investigation 
remains less well developed. There is some evidence that expression analysis 
can model the progression of heart failure (98,99), Parkinson’s disease (100), 
kidney disease (101), and lung injury (102), among others, but these studies 
largely involve laboratory models of disease and little has been directly tested 
on human disease. That being said, strong expression patterns associated with 
a variety of diseases are being identified and subsequently tested on specimens 
collected from patients in clinical trials.

3.2.3. Treatment Choice
For a patient diagnosed with a disease, it is helpful for physicians to be 
able to anticipate the severity and natural history of the disease. However, 
for patients found to have aggressive disease by conventional or molecular 
means, it becomes critical for investigators to optimize therapy. Microarrays, 
by assaying the underlying biology of disease processes, have the potential to 
anticipate response to specific therapies.

The best examples to date are also in oncology. As cancer chemotherapy 
is toxic and has profound side effects, only those patients likely to respond 
would ideally be treated. Breast cancer expression patterns were found to cor-
relate with sensitivity to two different types of chemotherapy: a taxane (103) 
and anthracyclines (104). The subclass of leukemia detected by microarrays 
(MLL) was subsequently found to be sensitive to agents inhibiting one of the 
genes (FLT3) detected as over expressed by microarrays (105).

In the future, it is possible that treatment choice will be determined by the 
molecular biology of the disease as measured by microarrays and other genomic 
techniques rather than clinical or histopathological features. It is premature to 
feel confident that microarray-based tests will be used to determine individual-
ized treatment but the work performed so far supports this possibility.

4. Future Directions

As cDNA microarray technology and analysis continue to improve, it is 
important to understand the critical steps that currently limit our ability to map 
complex cellular phenotypes using expression analysis and apply microarrays 
clinically as biomedical assays. Initially, the number of genes analyzed was 
thought to be critical, with more genes denoting better microarrays. However, 
current cDNA technologies are very close to comprehensively covering the 
approx 25,000–30,000 genes in the human genome and current technolo-
gies likely represent a sufficient sampling of the human transcriptome. Also, 
the ability to measure thousands of genes simultaneously initially outpaced 
our analytic tools. However, after recruiting scientists from fields outside of 
biology, the development of tools for expression analysis is now in step with 
microarray technology.

It is more likely that our inability to use microarrays for disease diagnosis, 
prognosis, and treatment has more to do with sampling size, gene annotation, 
and the onerous work of functional validation than with any single technical 
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limitation. Microarray experiments remain expensive and, as such, experimental 
designs have to be limited. Access to less expensive technologies and the ability 
to combine data from different microarray platforms will add significantly to our 
ability to identify important mechanisms active in complex phenotypes.

However, even with great annotation and larger experiments, RNA 
expression alone might not sufficiently assay a disease state to allow accu-
rate disease prediction. For a comprehensive picture of disease, it is likely 
that multiple genomic technologies will have to be brought together. It is 
clear that the developing proteomic technologies together with the DNA-
based arrays measuring allelic loss or gain will provide complementary 
information to expression analysis. Data from disease tissues (i.e., tumors) 
as well has the host will be combined in the future in order to obtain a full 
description of disease state.

Microarrays are now a fundamental part of basic biomedical laboratory 
practice. Early evidence suggests they have a role in clinical medicine, and 
work over the next decade will test the full potential of this novel technique to 
influence how we treat patients.
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1. Introduction

In 1920, German botanist Hans Winkler first used the term genome, reputedly 
by the fusion of GENe and chromosOME, in order to describe the complex 
notion of the entire set of chromosomes and all of the genes contained within 
an organism. A great deal of progress has since been made in the elucidation 
of the complex molecular interactions that underlie cellular functioning and 
the syntenic relationship between organisms at a nucleotide level.

The basis for these advances was the characterization of the structure of 
DNA by Watson and Crick in 1953 (1) and the realization that DNA could 
be decoded to provide a guide to genetic inheritance. This underpinned the 
concept of genetics and provided scientists with the opportunity to explore 
and quantify the nature and extent of the biological information passed on 
from one generation to the next. The characterization of biological inheritance 
permitted the elucidation of what it was that was being encoded and how it 
could determine biochemical function. Finally, extending from elucidation 
of the mechanisms behind inheritance of monogenic diseases, scientists are 
beginning to grasp how sequence is also involved in complex interactions, 
occasionally under the influence of environmental factors, to contribute to 
many (but still not all) diseases.

The speed at which the vast amount of human sequence data were generated 
can be attributed to the evolution of strategies and techniques developed to 
map and sequence organisms such as bacteria (2) yeast (3) and the nematode 
worm (4) The availability of such an evolutionary diverse collection of spe-
cies, with the addition of the mouse (5) and other complex multicellular organ-
isms, has also enabled comparisons to be made at a nucleotide level.

The first genomes that were characterized were relatively small by current 
standards, bacteriophage ΦX174, 5 kb (6,7) and bacteriophage λ, 48 kb (8) – 
but they provided the underlying techniques and strategies that are being used 
for the more complex organisms currently being studied. Chain termination 
sequencing, developed by Sanger (8) is a synthetic method in which nested 
sets of labeled fragments are generated in vitro by a DNA polymerase reaction. 
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Because the method is highly sensitive and robust, it has been  amenable to 
biochemical optimization, producing long, accurate sequence reads, and also 
to automation, which was necessary for large-scale application of the tech-
nique. In these respects, it differed from the method of Maxam and Gilbert (9) 
which necessitated production of all of the labeled material prior to chemical 
degradation to form the sequence ladders of nested fragments. As a result, the 
Sanger method has remained the technique by which the majority of genomic 
sequence from a variety of complex organisms is presently being generated 
(see Fig. 20.1). However, neither method is capable of generating single reads 
of greater than 2–300 nucleotides, limited in part by the sequence production 
itself and partly by the ability to separate the sequence by gel electrophoresis 
at single-base resolution (even today, sequencing read lengths approaching 
1 kb are rare).

The assembly of larger tracts of DNA therefore required the development 
of methods to reassemble a consensus sequence from multiple individual 
reads. Two approaches were adopted for this; first, the construction of physi-
cal maps of restriction fragments using sequence-specific restriction enzymes 
to order and orientate large segments of DNA from which individual units 
were selected for sequencing; second, the use of the information gained from 
each individual sequence read to order and orient each segment relative to 
overlapping neighbors, which required the development of advanced computer 
programs to make the task possible on all but the smallest scale.

A further modification of the latter was made by Anderson (10) who devel-
oped the random shotgun strategy to elucidate the mitochondrial genome, 
involved using a random fragmentation process by partial DNAse I digestion 
(11). This removed the dependence on sequence-specific restriction enzymes 
while still relying on sequence-based assembly of contiguous tracts of over-
lapping reads. The random shotgun approach, in which genomic DNA is 
randomly sequenced in similarly sized segments and then assembled simul-
taneously to provide a representation of the genomic template, provided the 
basis of the strategies used to assemble sequences of large inserts cloned in 

Fig. 20.1. A plot of the near-logarithmic increase in the complexity of genomic map-
ping and sequencing; from the first full genomic sequence of bacteriophage φK174 in 
1977 to the completed human genome in April 2003
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plasmids, lambda phage, and cosmid vectors (12), and also the later bacterial 
artificial chromosome (BAC) and P1-derived artificial chromosome (PAC) 
clones (13). The same random shotgun strategy was adopted to sequence the 
1.8-Mb genome of the bacterium Haemophilus influenzae (14). Although 
the whole-genome shotgun sequencing approach has proven itself to be a 
successful strategy for the rapid assembly of smaller genomes, there are 
doubts as to whether this strategy is suitable for assembling the sequence of 
complex organisms.

The generation of a physical map, in which the genome is divided into 
bacterial clone units of 40–200 kb and assembled into contiguous stretches 
(contigs) of overlapping clones, is a process analogous to the sequence contig 
assembly process. In contrast to sequence assembly, however, the informa-
tion used to compare individual clones and identify overlaps of a physical 
map (e.g., the Caenorhabditis elegans (4) and Saccharomyces cerevisiae (3) 
genome projects) use a one-dimensional fingerprint prepared by separating 
restriction fragments from a limit digest of each cloned DNA by electro-
phoresis. Overlaps between clones were detected on the basis of partially (or 
completely) shared fingerprint patterns. An alternative approach to identify 
overlapping relationships between clones was to test clones for the presence 
of characterized markers. Overlaps between clones could be identified on the 
basis that they shared a single copy sequence. The presence of the sequence 
was identified using a specific hybridization probe or polymerase chain reac-
tion (PCR) assay. Given a physical map of overlapping clones, individual 
clones can then be selected from the map to provide maximum genomic 
coverage with minimal redundancy. These clones permit specific regions to 
be targeted for further investigation and, in particular, for the determination of 
the complete DNA sequence separately from other clones within the physical 
map. Because the source of the genomic sequence is limited to an individual 
clone, problems encountered with sequence assemblies are greatly reduced 
compared to the corresponding whole-genome assemblies.

At the time of their inception, the physical maps of the C. elegans (4) and 
S. cerevisiae (3) genomes were constructed to enhance the molecular genetics 
of the respective organisms by facilitating the cloning of known genes and to 
serve as an archive for genomic information. However, the data associated 
with the construction of the clonal physical maps–even with good alignment 
to the genetic map—carried only a tiny proportion of information present (16) 
within the genome. Consequently, a minimum tile path of the 30-kb cosmid 
and 15-kb lambda clones, used to build the physical maps of the C. elegans 
and S. cerevisiae, respectively, were subcloned into M13 phage vectors (1.3–2 
kb insert size) and sequenced on a per-clone basis. The physical maps of the 
two genomes (2)(15), and subsequently of Drosophila melanogaster (17), and 
human (12), used restriction enzyme fragments in various ways to overlap 
clonal units for the construction of genomewide physical maps.

2. Mapping the Human Genome

The human genome is contained within 22 autosomes (numbered from 1–22, 
largely according to size) and two sex chromosomes, X and Y (female XX and 
male XY). Chromosomes are punctuated with centromere structures that are 



294 S. G. Gregory

either located close to chromosome ends (acrocentric), toward a  chromosome 
end (submetacentric), or centrally between ends (metacentric). The initial 
size estimate of the genome, 3,200 Mb, was based largely on cytometric 
 measurements (18) and has since been revised to 2,900 Mb in light of the higher-
resolution human draft sequence analysis (19) and is supported by observed 
sizes of completed chromosome sequences that suggested that the earlier figures 
were overestimates (20–22). The construction of a map of the human genome 
was an important step toward understanding and characterizing the sequence 
contained within it, as it provided a means by which all of the  features could be 
ordered and partitioned, and the task of detailed characterization and sequencing 
could be divided up into manageable segments.

2.1. Cytogenetic Mapping

The treatment of metaphase chromosome spreads with trypsin digestion 
and Giemsa staining creates differential chromosome banding patterns. The 
generation of light (R-bands) and dark (G-bands) bands by Giemsa staining 
is reliant on nucleotide content, and the staining pattern therefore reflects 
the base composition and correlates other  properties of the different regions 
(see Fig. 20.2). However, the maximum genome-wide resolution was limited 
to an 850-genomewide banding pattern (23) The recognition of characteristic 
banding patterns of chromosomal regions  provided the basis for much of the 
early characterization of chromosome aberrations (duplications, deletions, and 
translocations) that were associated with clinical phenotypes (24–26).

Fig. 20.2. Giemsa staining of human metaphase chromosomes (G-banding)
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The ability to hybridize labeled probes containing specific sequences, and 
to detect their location on metaphase chromosome by autoradiographic or flu-
orescent detection techniques (fluorescence in situ hybridization (FISH)) (27) 
revolutionized cytogenetic mapping. Typically, FISH has used cloned DNA 
as the template for the generation of a fluorescently labeled PCR probe for 
hybridization to genomic DNA. The signal emitted by the fluorescent nucle-
otide contained within the probe is detected by using epifluorescence micro-
scopy. Initially, the location of the probe relative to the metaphase banding 
pattern provided an approximate map position for the sequence represented 
by the probe. Pairs of markers, labeled with different fluorochromes, could be 
simultaneously placed relative to the cytogenetic banding and also ordered 
with respect to each other. The use of pairs of differentially labeled markers 
in combination with a third reference marker enabled FISH to be applied to 
chromosomal DNA in a less condensed state (in interphase nuclei). Although 
no banding pattern can be obtained in interphase DNA, the decondensed state 
of the chromatin relative to metaphase chromosomes means that increased 
levels of resolution could be obtained, as probes were better separated. An 
interprobe distance of 1–5 Mb can be resolved using metaphase FISH, 0.1–1.0 
Mb by interphase FISH (28), and 5 kb by FISH using mechanical pretreatment 
to extend DNA into fibers (29).

2.2. Genetic Mapping

Genetic maps use the likelihood of recombination between adjacent markers 
during meiosis to calculate intermarker genetic distances, and from this to 
infer a physical distance. The closer two landmarks are together on a chromo-
some, the less likelihood there is of a recombination event occurring between, 
with the opposite being true for markers that are further apart. The calculation 
of distance and, therefore, the metric on which the genetic map is based is the 
length of the chromosomal segment that, on average, undergoes one exchange 
with a sister chromatid during meiosis, the Morgan (M). Therefore, a 1% 
recombination frequency is equivalent to 1 centimorgan (cM), and because 
the human genome covers 3,000 cM and contains approx 3,000 Mb, 1 cM is 
approximately equivalent to 1 Mb. However, recombination is known to be 
nonrandom, which can lead to a level of inaccuracy (30) in inferring physical 
distances from measurements of genetic recombination.

The inherent limitation of primary genetic maps was the lack of availability 
of polymorphic markers between which genetic distances could be calculated. 
This was ameliorated in part by the suggested use of restriction fragment 
length polymorphisms (RFLPs), identified by Kan and Dozy (31) for the con-
struction of a genomewide genetic linkage map (32). The first such map (33) 
was limited in its usefulness, however, because of RFLPs have a maximum 
heterozygosity of 50% and the low level of resolution of the 403 character-
ized polymorphic markers, including 393 RFLPs, covering the genome. The 
identification of hypervariable regions, which showed multiallelic variation 
(34) provided a new source of markers for genetic mapping. The variable 
regions contained short (11–60 bp) variable number tandem repeats (VNTRs) 
which showed allelic variation. However, these minisatellite markers (35) 
and VNTRs (36) were shown to cluster at chromosome arms and were 
not inherently stable (37). The identification of microsatellite  markers 
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(containing dinucleotide, trinucleotide or tetranucleotide repeats) greatly 
facilitated the generation of genetic maps. They were proven to be widely 
distributed throughout the genome, showed allelic variation (38,39), and were 
amenable to PCR amplification (40) by sequence-tagged-site screening (41). 
In a relatively short period of time, a number of genetic maps were published 
with increasing marker density and resolutions, culminating in the most recent 
deCODE genetic map that contains 5,136 markers genotyped across 1257 
meioses (42) (see Table 20.1).

2.3. Radiation Hybrid Mapping

The utilization of somatic cell hybrids to maintain human genomic fragments, 
such as whole chromosomes or chromosomal regions, permits the generation 
of another form of mapping resource to be generated the radiation hybrid map. 
The modification of a technique that fragmented human chromosomes by irra-
diation and that were then rescued by fusion to rodent cells (47) prompted Cox 
et al. (48) to propose that radiation hybrid (RH) mapping could be applied to 
the construction of long-range maps of mammalian chromosomes.

The premise of the technique is similar to that of the genetic map; that is, 
the more closely related two markers are within the genome, the less likeli-
hood there is of a radiation-induced break between them in a reference panel 
of cell lines and, hence, the less likely is their segregation to different chromo-
somal locations based on the association of the markers to different sets of 
fragments. As the presence of two markers within a radiation fragment gives 
no indication to their physical distance, a panel of radiation hybrids was 
required. By estimating the frequency of breakage and, thus, the distance 
between two markers, it is possible to determine their order. The unit of map 
distance is the centiray (cR) and represents a 1% probability of breakage 
between two markers for given a radiation dose. Unlike the level of infor-
mation garnered from a genetic marker, which may or may not be informa-
tive within a varying number of meioses, the RH marker is either positive 
or negative for a DNA fragment, effectively digitizing PCR results. Any 
amplifiable single-copy sequence can therefore be placed in a RH map. The 
RH mapping technique has been used for the construction of high-resolution 
gene maps (49,50) and has also been used to supplement the construction of 
 chromosome physical maps (51).

Table 20.1. A comparison of 
marker content within genetic 
maps.

No. of markers Ref.

 100 (43)

 813 (44)

2066 (45)

5840 (46)

5264 (30)

5136 (42)
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2.4. Physical Mapping

The generation of a physical map relies upon the construction of an ordered 
and orientated set of clone-based contigs. The term contig was coined by 
Staden (52) to refer to a contiguous set of overlapping segments that together 
represent a consensus region. These segments can be sequence, or clones, 
whose overlapping relationship is defined by information in common to each 
pair of overlapping segments. Performing a pairwise comparison of the data-
set associated with each segment identifies the overlaps. Similarities that are 
statistically significant indicate the presence, and sometimes the extent, of 
overlap. Bacterial clone contigs are the most convenient route for the sequence 
generation of larger genomes. They present a means of coordinating physical 
mapping and, because of the way in which they are constructed, provide an 
optimal set of clones (the tile path) for sequencing.

2.4.1. YAC Maps
The main benefit of using yeast artificial chromosomes (YACs) for the 
construction of a physical map is that the insert size (up to 2 Mb) results in the 
coverage of large regions of the genome with relatively few clones. Green and 
Olson (53) used YACs to construct a physical map across the cystic fibrosis 
region on human chromosome 7 by overlapping YACs by sequence-tagged 
sites (STS) content data. Chromosome-specific (54,55) and genome wide 
YAC maps have also been published (56,57). Although STS content mapping 
is the most frequently used method to generate YAC contigs, techniques such 
as repeat-mediated fingerprinting, either by Alu-PCR (58) or by repeat content 
hybridization (43), have also been used. The advantages of using YACs are, 
however, offset by the relative difficulty of constructing YAC libraries and 
analyzing the cloned DNA compared to the use of bacterial cloning systems. 
Many YAC clones have also been found to be chimeric (i.e., to contain frag-
ments derived from noncontiguous parts of genomic DNA being cloned) 
(59–61) Rather than being used as a primary sequence resource, YACs came 
more generally to be used to support the construction of detailed landmark 
maps and to underpin sequence-ready bacterial clone maps (62,63). Recently, 
YACs have been used to facilitate gap closure in the bacterial clone maps by 
linking contigs (64) The links are identified by STS content mapping. In these 
cases, the YACs have been sequenced directly.

2.4.2. Bacterial Clone Maps
In contrast to YACs, bacterial clone libraries are easier to make and the 
cloned DNA is more easily manipulated. Chimerism is low (65,66) and the 
supercoiled recombinant DNA can be purified readily from the host DNA. An 
important factor influencing the construction of bacterial clone contigs is the 
available genomic resources. Whereas the C. elegans and S. cerevisiae maps 
utilized total genomic 30-kb cosmid and 15-kb lambda libraries, in sevenfold 
and five-fold coverage, respectively, current bacterial clone contig construc-
tion uses large-insert P1-derived artificial chromosome (PAC) (66) and 
bacterial artificial chromosome (BAC) (65) libraries. Each BAC or PAC clone 
typically contains an insert of 100–300 kb and maps have been constructed 
from a greater than 15-fold genomic clone coverage.

Two types of strategy were used for the construction of sequence-ready 
 bacterial maps of the human genome: the hierarchical strategy and the 
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whole-genome fingerprinting approach. The hierarchical strategy was based 
on the use of well- characterized publicly available markers at a target density 
along the length of a chromosome, 15 markers/Mb. The use of RH and/or 
genetic mapped markers, in the form of gene fragments (expressed sequence 
tags (ESTs)), polymorphic microsatellite markers used for genetic mapping, 
and markers designed from flow-sorted small insert libraries, allowed for a 
region or chromosome-specific strategy for map construction and sequence 
generation (see Fig. 20.3A–D). The whole-genome fingerprinting approach of 
map construction relied on the in silico assembly of fingerprints generated from 
the restriction digest of large-insert bacterial clones from total-genomic PAC or 
BAC libraries. This process generated substantial amounts of genomic cover-
age, but contigs lacked order and orientation without the supplementation of a 
subset of the publicly available markers used in the hierarchical strategy (see 
Fig. 20.3E–F). Ultimately, it was a combination of both techniques that were used 
for the construction of sequence-ready maps of the human genome. The assimi-
lation of both sets of data generated an estimated >98% coverage of the coding 
(euchromatic) portion of the human genome and acted as the resource for the 
generation of high-quality finished sequence data (see Fig. 20.3G).

Fig. 20.3. A representation of the two strategies used to construct sequence-ready bac-
terial clone maps of the human genome. The hierarchal method utilizes polymorphic 
genetic markers (CA)n (A), expresses sequence tags (ESTs) (B), and markers generated 
by sequencing small insert libraries (FS) (C) that have been RH mapped and screened 
across genomic libraries. Restriction fingerprinting and STS assignment is performed 
in parallel prior to data assimilation in FPC (D). The whole-genome fingerprinting 
approach uses restriction digest fingerprinting of a 15-fold redundant genomic library 
(E), including some marker data, to establish bacterial clone coverage (F). Data from 
both of these techniques is combined to generate contiguous map coverage (G), to 
provide a resource for the selection of a minimum tile path clones (bold lines)
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The relative uniformity of the physical map, coupled with the use of markers 
from the RH and genetic maps in its construction, permits a high-resolution 
comparison to be made among the three types of map. Algorithms used to con-
struct the RH map assume random distribution of breaks along the length of 
the chromosome. However, experimental data (50) have shown that the high 
retention rate, coupled with variation of DNA fragment sizes (in comparison 
to the rest of the chromosome), results in an overestimation of the centiray 
distances between markers adjacent to chromosome centromeres. From the 
perspective of the genetic map, it has been proven that there are large varia-
tions in the rate of recombination along the length of a chromosome (19). For 
example, recombination rates at telomeres are greater than within chromo-
some arms, which are, in turn, greater than regions adjacent to the centromere. 
The improved resolution of markers on the physical map therefore enables 
correct ordering of markers with respect to their locations on the RH map and 
permits the separation of markers previously binned within the same genetic 
interval on the genetic map (see Fig. 20.4).

Fig. 20.4. A comparison of marker distribution among genetic, physical, and RH maps 
in a 12-Mb region of chromosome 1. Only markers that were present on all three maps 
have been represented
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The next phase in the evolution of physical map construction was driven by 
the availability of ordered genomic sequence. Conservation of sequence and 
long-range order between organisms that are sufficiently closely related means 
that the genome of one species can act as the template upon which a physical 
map of another can be built and, in doing so, elucidate the homologous rela-
tionship between them (67). The success of the comparative physical mapping 
approach was demonstrated by the construction of a clone map of the mouse 
genome using the assembled human genome sequence as a template (68). In 
this study, the human genomic sequence was used to align stringently assem-
bled BAC fingerprint contigs by matching mouse BAC end sequences (BESs) 
to their corresponding locations in the human genome. Ordered and orientated 
contigs (previously assembled by fingerprinting) were subsequently joined 
following further fingerprint analysis and the addition of available genetic 
and RH markers (see Fig. 20.5). The availability of BESs from a highly 
redundant fingerprint assembly of BAC clones and using the strategy outlined 
above, greatly simplified the process of contig assembly, as the majority of 
the 7,500 contigs generated in the first fingerprinting phase were juxtaposed 
correctly relative to each other on the basis of homology between the two 
genomes. As a result, 7,500 × 7,500 possible joins (more than 56 million) was 
reduced to analysis of <10,000 putative joins. This permitted the construction 
of a physical map covering 98% of the 2,500 Mb mouse genome, contained 
within 296 contigs, in approx 12 mo. The same approach could be adopted for 
any genome for which there is sufficient sequence homology to allow align-
ment of BESs (or equivalent sequence tags), plus sufficient homology between 
the template genome and the genome under study. The approach has important 

Fig. 20.5. Construction of the physical map of the mouse genome using the human 
genomic sequence. The generation of finished sequence from large-insert bacterial 
clones (C), originating from the physical map (B) of human chromosome 6 (A) pro-
vided the template for the alignment of end sequences of mouse BACs (D) that had pre-
viously been assembled into fingerprint contigs. Contig assembly using the described 
strategy resulted in rapid assembly of sequence-ready contig coverage (E) of the mouse 
genome, including mouse chromosome 4 (F)
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applications for genomes where the full genome sequence is  anticipated and 
also (perhaps even more importantly) it is a cost-effective way to provide access to 
regions of a genome for which there are no plans to generate genomic sequence 
on any scale.

Although the construction of a physical map, and therefore a clone-by-
clone approach, proved successful for the generation of human sequence, 
are physical maps required given the possible contribution of a whole-
genome shotgun (WGS) approach to sequencing complex organisms? The 
main advantages of WGS are that the production of data is very rapid, can 
be highly automated, avoids cloning biases of BAC systems, and is very 
cost-effective. The assembly inherent from the sequence alignment also 
provides important mapping information that is unbiased by additional 
experimental mapping systems or procedures. Although it remains true that 
WGS in isolation has disadvantages that prevent completion of either the 
map or finished sequence of a large genome, the possibility of combining 
the advantages of both approaches has been explored. A hybrid strategy 
emerged from the Drosophila project, and has since been adopted for the 
mouse genome. Sevenfold WGS coverage was generated from subcloned 
plasmids of varying sizes, which, when assembled with BESs, generated 
96% coverage of the euchromatic portion of the mouse genome. This 
estimate was derived by assessing the amount of WGS coverage provided, 
which matched 187 Mb of finished mouse sequence. For a second, inde-
pendent estimate, a genomic alignment of a curated collection of cDNAs to 
the WGS assembly was also used. This alignment included 96.4% of cDNA 
bases. Paired-end reads from large-insert plasmids and BACs provided 
the scaffold upon which the assembled whole-genome shotgun sequence 
was ordered and orientated, and it simultaneously integrated BAC clones 
into the sequence. A tiling path of BAC clones from the physical map is 
 currently being used for directed finishing of the draft genomic sequence. 
The physical map helped to assemble the sequence scaffold, and the WGS 
data increased the rate of clone-based finishing (5).

If WGS sequence data can accurately place BACs via their BESs within 
the sequence assembly, is a restriction fingerprint database actually required? 
The answer is probably yes. Whereas BES localization within a WGS assem-
bly facilitates a more optimal minimum tiling path selection, overlaps within 
fingerprinting contigs can link sequence assemblies (as reported by the 
assembly of the mouse WGS sequence (5). Assembling plasmid and BAC 
end sequences in the WGS assembly generated 377 anchored ‘supercontigs’. 
This number was reduced to 88 when two or more sequence supercontigs 
were localized within a single restriction fingerprint contig. The overlaps 
generated by fingerprint analysis may also be able to resolve errors in the 
genomic assembly, where, for example, low copy repeats may have resulted 
in a compression of the sequence assembly. The proven success of assembling 
genomewide physical maps, the cost of constructing a >15-fold genomic BAC 
library, and the ease with which genomewide fingerprint databases can be 
assembled has led to the construction of several genomic fingerprint databases 
(see Table 20.2). Whereas genomewide fingerprint maps will facilitate the 
large-scale characterization of many varied species, the construction of small 
region-specific sequence-ready maps will continue to be important for detailed 
interspecies sequence comparisons (67).
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3. Computational Genomics

3.1. In Silico Gene Prediction

The in silico prediction of genes within the genomic sequence utilizes 
 characteristic sequence motifs associated with genes. Unlike prokaryotic 
organisms, in which genes are located as a single tract of DNA, complex 
organisms, from yeast onward, contain genes that are usually segmented by 
introns of noncoding sequence (71,72). The spliceosome recognizes sequence 
motifs within the intron that leads to their excision, usually a GT dinucleotide 
at the 5′ end of an intron (splice donor), an AG dinucleotide at the 3′ end 
(splice acceptor), and an internal branch point (73). Localizing the site of 
translation initiation within genomic sequence, unlike the transcription start 
sites, which are predicted on the basis of the combined occurrence of CpG 
islands and TATA boxes flanked by regions of C-G motifs, has been facili-
tated by the identification of a consensus motif within the genomic sequence. 
The translation start site, usually an ATG, is typically found in a consensus 
(GCCA/GCCATGG), which includes the two bases that exert the strongest 
effect: a G at the first base after the translation start, ATG, and a purine (pref-
erably an A) that is located three nucleotides upstream (74). The identification 
of stop codons (TGA, TAA, or TAG) and polyadenylation signals (75), most 
commonly as AATAAA (76) has helped define the 3′ ends of genes within 
genomic sequence.

Whereas initial computer programs were developed to identify single 
exons (e.g., GRAIL (77) and HEXON (78)), more recently developed 
programs attempt to identify complete gene structures. These programs, 
GENSCAN (79) and FGENESH (80) predict individual exons based on 
codon usage and sequence signals and assemble these putative exons into 
candidate gene structures. The greatest problem associated with using in silico 
gene prediction programs to identify coding structures within genomic 
sequence is the number of over predictions that are generated. Although 

Table 20.2. Species-specific genomic fingerprint databases.

Organism Ref.

A. thaliana (69)

Rice (70)

H. sapiens (15)

M. musculus (68)

R. rattus http://www.bcgsc.ca/lab/mapping

C. neoformans http://www.bcgsc.ca/lab/mapping

Bovine http://www.bcgsc.ca/lab/mapping

G. aculeatus http://www.bcgsc.ca/lab/mapping

Porcine http://www.nps.ars.usda.gov/

D. rario http://www.sanger.ac.uk/Projects/D_rerio/

Soybean http://hbz.tamu.edu/soybean.html

http://www.bcgsc.ca/lab/mapping
http://www.bcgsc.ca/lab/mapping
http://www.bcgsc.ca/lab/mapping
http://www.bcgsc.ca/lab/mapping
http://www.nps.ars.usda.gov/
http://www.sanger.ac.uk/Projects/D_rerio/
http://hbz.tamu.edu/soybean.html
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 setting low prediction thresholds might identify all genes, the gene structures 
will be generated with low specificity (81). The estimated total number of 
genes contained within the human genome has varied considerably accord-
ing to the technique that was used to evaluate it and the data that were avail-
able at the time. Estimates have been based variously on average genome 
and gene size, the number of observed CpG islands (and the proportion 
associated with genes), redundant and nonredundant EST sequences and, 
finally, chromosome specific totals, comparative analysis and genomewide 
sequence analysis (see Table 20.3).

3.2. Sequence Analysis

Although computer programs have been written to predict a number of 
features associated with coding sequences, the alignment of experimental 
data is critical to the validation of predicted structures. Programs such as 
CLUSTALW (87), which is used to align multiple nucleotide or protein 
sequences, DOTTER (88), which uses pairwise local sequence alignment 
strategy, and PipMaker (89), which graphically represents the percentage 
identify between two sequences, are useful for inferring structural and func-
tional conservation by sequence homology. Sequence homology searching can 
also be performed using SSAHA (90), Exonerate (Slater, unpublished), and 
BLAT (91), which permits homology sequences to be identified within giga-
bases of DNA. BLAST (basic local alignment search tool), which measures 
the local similarity between two sequences (92,93), is the primary method for 
identifying protein and DNA sequence similarities prior to incorporation of 
the features into project-specific AceDB databases (http://www.acedb.org/) or 
genome browsers. One of the major advantages of using BLAST for sequence 
alignment is the flexibility with which nucleotide and amino acid sequences 
can be aligned (see Table 20.4).

Whereas BLAST alignment of human mRNA, EST, and protein sequences 
to predict coding structures provides a primary level of support, predicted 
features can also be supported by alignments with sequence from other organ-

Table 20.3. Genes in the human genome.

Dataset Gene no. Date Ref. or source

Hypothetical 100,000 1992 (72)

CpG islands 80,000 1993 (82)

EST clusters 60,000–70,000 1994 (83)

Unigene clusters 92,000 1996 (49)

Gene sequences 140,000 1999 IncyteGenomics a

Chromosome 22 sequence 43,000–61,000 1999 (20)

Chromosomes 22 and 21 sequence 44,000 2000 (21)

Tetraodon sequence 28,000–34,000 2000 (84)

ESTs in dbEST 120,000 2000 (85)

EST and mRNA 35,000 2000 (86)

Draft sequence 31,000 2001 (19)
a Press release available at http://incyte.com/company/news/1999/genes.shtml.

http://www.acedb.org/
http://incyte.com/company/news/1999/genes.shtml
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isms for comparison (comparative sequence analysis). The identification of 
sequences that are conserved between species is important because sequences 
that contain elements that are potentially functional are more likely to retain 
their sequence than nonfunctional segments, under the constraints of natural 
selection during evolution. The evolutionary distance between species is an 
important consideration. Sequence comparisons between closely related spe-
cies may facilitate the identification of gene structures and regulatory ele-
ments but if the evolutionary distance between the species is relatively small, 
these sequences may be obscured by nonfunctional sequence  conservation. 
Therefore, a variety of species, including more distantly related  species, 
might be required to identify potential functional sequences using the 
 comparative approach.

The identification of conserved sequences by comparative analysis has 
focused on the identification of noncoding regions (94–96) and protein 
 coding regions (97–99) between human and mouse genomes. The align-
ment of sequence from multiple organisms has also been used to identify 
upstream regions that may affect gene expression (100). Although comparative 
sequence analysis may not identify all control regions associated with a gene, 
conserved regions may be identified that would be a candidate for further 
experimental investigation (101). The availability of large tracts of human 
genomic sequence has necessitated the development of databases (genome 
browsers) that provide a framework upon which the enormous amount of 
data associated with the human genome can be stored and displayed. The 
three main databases, Ensembl, developed at the Wellcome Trust Sanger 
Institute and the European Bioinformatics Institute (http://www.ensembl.
org/Homo_sapiens/), the University of California Santa Cruz (UCSC) genome 
browser (http://genome.cse.ucsc.edu/), and the NCBI browser (http://www.
ncbi.nlm.nih.gov/mapview/map_search.cgi?taxid=9606) each contain infor-
mation pertaining to physical maps, chromosome-specific sequence assem-
blies, aligned mRNAs and ESTs, cross-species homologies, single-nucleotide 
polymorphisms (SNPs), and repeat elements. The development of generic 
genome browsers, as such as those hosted by Ensembl, makes possible the 
rapid identification of homologous sequences between comparative organisms 

Table 20.4. Sequence queries available using BLAST 
alignment.

Program Query Database Comparison

blastn DNA DNA DNA level

blastp Protein Protein Protein level

blastx DNA Protein Protein level

tblastn Protein DNA Protein level

tblastx DNA DNA Protein level
Source: Adapted from Brenner, S. E., Chothia, C., and Hubbard, T. J. 
(1998) Assessing sequence comparison methods with reliable structur-
ally identified distant evolutionary relationships. Proc. Natl. Acad. Sci. 
USA 95, 6073–6078.

http://www.ensembl.org/Homo_sapiens/
http://www.ensembl.org/Homo_sapiens/
http://www.ncbi.nlm.nih.gov/mapview/map_search.cgi?taxid=9606
http://www.ncbi.nlm.nih.gov/mapview/map_search.cgi?taxid=9606
http://genome.cse.ucsc.edu/
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and, in doing so, assist in identifying conserved features that might be of some 
functional significance.

4. Conclusions

The generation of genetic, RH and physical maps of the human genome 
have provided a means by which the genome’s various components can be 
partitioned and characterized, in addition to acting as the basis for identifying 
 segregating regions of inheritance that are associated with disease-causing genes. 
The construction of a sequence-ready physical map of the human genome has 
been central to the production of a high-quality finished genomic sequence, an 
essential facet of the complete identification all coding and regulatory features 
contained within.

In the future, substantial efforts will be made to fully characterize all of 
the genes in the human genome. These studies will result in a fuller under-
standing of the specificity and range of biochemical structures and functions 
that are encoded in the human genome sequence. In general, there is likely 
to remain a distinction between the study of functions encoded at the DNA 
level, which affect gene expression via transcriptional control, and the study 
of functions reflected at the protein level following translation, taking into 
account posttranslational modifications (processes which are largely geneti-
cally determined). Without a genic catalog, functional studies are necessarily 
limited to the investigation of a specific target a gene, a protein, or a disease. 
These approaches are an essential part of fully interpreting the genome, as 
they provide a means by which hypotheses can be experimentally tested and 
which produce valid and supplementary results. However, the production of 
a complete gene catalog (if completion can indeed be measured or achieved) 
will provide the raw material for modeling whole systems. The extensive use 
of computational biology to suggest how such complex systems are made up 
of their interacting components will, in itself, enable predictions to be made 
of the system model. These predictions can be tested, both to determine the 
validity of the modeled system and to test the success of the methods used to 
derive the system.

A more complete knowledge of biochemical processes will yield a better 
understanding of complex disease and how it should be treated. At present, 
our knowledge is primarily based on monogenic diseases. As the problem is 
reduced to a single gene, hypotheses for function can be tested by biochemi-
cal assays, protein structural studies, experimental knockouts, or the study 
of naturally occurring mutants. The approach to complex disease centers on 
a similar approach (i.e., trying to identify the one or few dominant genetic 
factors that contribute the most significant effect to the overall phenotype). 
However, there is a realization that these genetic factors might not fully 
explain the observed phenotype and that a proportion of the remaining factors 
might not be identified. In t111hese instances, a comprehensive knowledge of 
the systems involved will be more informative than the approach of complex 
disease genetics, both in how the phenotype arises and how it might be pos-
sible to intervene more effectively. This is potentially a true long-term value 
of the genome sequence and its interpretation in a biochemical, biological, and 
genetic context, for the advancement of medicine in the future.
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1. Introduction

The particular order of the 4 different bases: adenine (A), thymine (T), cytosine 
(C), and guanine (G) that are present in DNA, arranged along the sugar-
phosphate backbone of DNA is called its sequence; the DNA sequence specifies 
the exact genetic instructions required to create a particular organism with 
its own unique traits. The complete set of instructions for making an organism 
is called its genome. The size of the genome varies from several thousand bases 
in yeast to 3 billion in human. Genomes of individuals from same species are 
highly similar with minor variations, e.g., human genomes are known to differ 
in 1 basepair per 1,000 basepairs (1). A variation that occurs when a single 
nucleotide in a genome is altered is called single nucleotide polymorphism 
(SNP). An alteration of the sequence ACCCGGTACT to AACCGGTACT 
consists of 1 SNP at position 2 where base C is altered to base A. Each indi-
vidual has many SNPs creating a unique DNA pattern for that person. This 
fact is being used in DNA testing which has revolutionized forensic science 
for crime solving. SNPs are of particular interest for expanding our under-
standing of human disease and henceforth development of drugs. Huge efforts 
are ongoing for identification of SNPs that are cause of a disease or make an 
individual genetically predisposed to a disease. With current high throughput 
technologies it has become possible to sequence genomes or parts of genome 
of large number of healthy and diseased population. Comparison of SNPs from 
different population groups will enable the scientific community to identify 
SNPs that are disease causative mutations from millions of SNPs, of which 
majority are normal variations. In addition, SNPs are used extensively in efforts 
to study the evolution of microbial populations in the newly emerging area of 
environmental genomics. Rest of the section reviews few definitions that are 
essential in understanding underlying theory of application of SNPs.

Crossing-over—Source of majority of SNPs is crossing-over. Crossing-over 
is part of a complicated process which can occur during meiosis. During meio-
sis, the precursor cells of the sperm or ova must multiply and at the same time 
reduce the number of chromosomes to one full set. During the early stages 
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of cell division in meiosis, when homologous chromosomes pair up, exchange 
of DNA segments between them may occur. This exchange or recombination 
produces genetic variations in germ cells.

Genotype—The genotype is the specific genetic makeup (the specific genome) 
of an individual, in the form of DNA sequence. It could refer to only one locus 
or to an entire genome.

Haplotypes—Genetic variants in close proximity tend to be inherited together. 
For example, any individual with base A on chromosome 7 at location 300 
instead of G will always have base T on chromosome 7 at location 4,000 and 
base G on chromosome 7 at location 4,500. Given the base at chromosome 7 at 
location 300, it is possible to infer bases at other two locations. These regions 
of linked variants are known as haplotypes. Haplotype may refer to the whole 
genome or a part of it. Different parts of genomes have different number of 
haplotypes in a given population but this number in reality is orders of magni-
tude smaller than the total number of theoretically possible haplotypes.

Linkage Disequilibrium (LD)—Linkage disequilibrium describes a situation 
in which some combinations of alleles or genetic markers occur more or less 
frequently in a population than would be expected from a random formation 
of haplotypes from alleles based on their frequencies. Nonrandom associa-
tions between genes at different loci are measured by the degree of linkage 
disequilibrium (LD).

2. SNP Detection Techniques

There are numerous methods and variety of platforms available for SNP detec-
tion ranging from detecting few SNPs to genome-wide detection.

2.1. Restriction Fragment Length Polymorphism (RFLP)

RFLP technique is generally used to test presence of certain known disease 
associated risk alleles or in forensic science for identification. DNA of every 
individual consists of small DNA sequences known as restriction sites. 
Restriction enzymes are endonucleases that can identify particular restriction 
sites and they cut the DNA at these sites generating restriction fragments. 
The restriction fragments are then separated according to length by agarose 
gel electrophoresis which provides a pattern of bands. The resulting gel may 
be enhanced by Southern blotting. As DNAs from different individuals rarely 
have the same array of restriction sites and intersite distances, a unique pattern 
of bands is generated. Presence of disease risk alleles is tested by comparing 
the band pattern with patterns of known alleles.

2.2. The SNPlex™ Genotyping System (Applied Biosystems)

The SNPlex system (http://docs.appliedbiosystems.com/pebiodocs/04360856.
pdf) combines multiplex PCR amplification and genotyping into a single reac-
tion enabling simultaneous genotyping of up to 48 SNPs against a single bio-
logical sample. In order to specify which DNA to amplify, “primers” are 
used. The primers are DNA sequences that recognize a nonrepeated sequence 
at 5' and 3' ends of the DNA region that is to be amplified, and which are used 

http://docs.appliedbiosystems.com/pebiodocs/04360856.pdf
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by the DNA polymerase that does the actual copying. For PCR  amplification, 
one probe, i.e., single-stranded oligonucleotide complementary to a segment 
of 20–60 nucleotides between the two primers is added to the reaction. For 
genotyping two probes that have discriminating nucleotide at 3' end that can 
hybridize to a given polymorphic sequence in an allele-specific manner are 
added to a single PCR reaction. A fluorescent reporter or fluorophore (e.g., 6-
carboxyfluorescein, acronym: FAM, or tetrachlorofluorescin, acronym: TET) 
and quencher (e.g., tetramethylrhodamine, acronym: TAMRA, of dihydro-
cyclopyrroloindole tripeptide “minor groove binder,” acronym: MGB) are 
covalently attached to the 5' and 3' ends of each of the probes, respectively. 
The close proximity between fluorophore and quencher attached to the probe 
inhibits fluorescence from the fluorophore. During PCR, as DNA synthe-
sis commences, the 5' to 3' exonuclease activity of the DNA polymerase 
degrades that proportion of the probe that has annealed to the DNA template. 
Degradation of the probe releases the fluorophore from it and breaks 
the close proximity to the quencher, thus relieving the quenching effect and 
allowing fluorescence of the fluorophore. After the DNA has been copied, the 
new DNA molecules are separated by size, by gel electrophoresis. The geno-
type of that SNP is determined by comparing the fluorescent signal for each 
of the two allele-specific reporter dyes.

2.3. iPLEX Assay (Sequenom)

iPLEX genotyping assay from Sequenom is based on single-base extension 
(SBE) technique (http://www.sequenom.com/Assets/pdfs/appnotes/8876-006.
pdf). The SBE method begins by amplifying an area of DNA containing a 
known or suspected SNP. Then a primer is synthesized directly upstream from 
the SNP. After the primer has been synthesized, then the SBE method is per-
formed. The primer anneals to the amplified template and is extended by one 
terminating base that may or may not be labeled depending on the platform 
used. iPLEX uses molecular weight differences of single base extension prod-
ucts. In this case, the single base extension reaction, outlined above, is run with 
unlabeled ddNTPs, resulting in two extension products of different molecular 
weights based on the allele incorporated. The reaction is analysed by MALDI-
TOF mass spectrometry analysis and peak heights are indicative of the geno-
type. Multiplexing of up to 29 polymorphic sites is possible on this system.

2.4. GoldenGate Genotyping Assay (Illumina)

The GoldenGate Assay allows for a high degree of multiplexing, up to 1536 
SNPs during the extension and amplification steps (http://www.illumina.com/
downloads/GOLDENGATEASSAY.pdf). The DNA sample used in this assay 
is activated for binding to paramagnetic particles. Assay oligonucleotides, 
hybridization buffer, and paramagnetic particles are then combined with the 
activated DNA in the hybridization. Three oligonucleotides are designed for 
each SNP locus. Two oligos are specific to each allele of the SNP site, called 
the Allele-Specific Oligos (ASOs). A third oligo that hybridizes several bases 
downstream from the SNP site is the Locus-Specific Oligo (LSO). All three 
oligonucleotide sequences contain regions of genomic complementarity and 
universal PCR primer sites; the LSO also contains a unique address sequence 
that targets a particular bead type. During the primer hybridization process, 

http://www.sequenom.com/Assets/pdfs/appnotes/8876-006.pdf
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the assay oligonucleotides hybridize to the genomic DNA sample bound to 
paramagnetic particles. Because hybridization occurs prior to any amplifica-
tion steps, no amplification bias can be introduced into the assay. Following 
hybridization, several wash steps are performed, reducing noise by removing 
excess and mis-hybridized oligonucleotides. Extension of the appropriate 
ASO and ligation of the extended product to the LSO joins information about 
the genotype present at the SNP site to the address sequence on the LSO. 
These joined, full-length products provide a template for PCR using universal 
PCR primers P1, P2, and P3. Universal PCR primers P1 and P2 are Cy3- and 
Cy5-labeled. After downstream-processing the single-stranded, dye-labeled 
DNAs are hybridized to their complement bead type through their unique 
address sequences. The genotypes are determined by the relative fluorescence 
of the two labels observed for each bead.

2.5. SNPStream Assay (Orchid Cellmark/Beckman Coulter)

The SNPStream genotyping assay is based on the technique of SBE described 
above. In this assay dideoxy nucleotides are added with each ddNTP for each 
SNP allele labeled with a different fluorescent color. For example, for a C/T 
SNP, the ddCTP is labeled with Bodipy-Fluorescein and the ddTTP is labeled 
with the fluorophore TAMRA. The mix containing the hybridized primers and 
labeled dideoxy nucleotides are extended one base into the target SNP. These sin-
gle-base extended products are hybridized to a plate that contains, in each well, 
an array of oligonucleotides complementary to each of the extension primer 
tags used. Upon hybridization of the extension product to its complementary 
tag, the 2-color fluorescence of each spot within each well is determined. Each 
SNP is identified by its position within the array and genotypes are determined 
by the relative 2-color fluorescence observed at each position.

2.6. Genome-Wide Human SNP Array 5.0 (Affymetrix)

With the Affymetrix Genome-Wide Human SNP Array 5.0 it is possible to 
genotype 500,568 SNPs (http://www.affymetrix.com/products/arrays/spe-
cific/genome_wide/genome_wide_quickprodinfo.affx). For genome-wide 
genotyping multiplex PCR becomes technically difficult as the number of 
SNPs increases. An alternative approach is to reproducibly amplify a subset 
of the human genome through a genome complexity reduction step. The 
reduced genome is of sufficient complexity to contain thousands of SNP loci, 
yet not so complex as to prevent the analysis of these SNPs. Affymetrix uses 
adaptor-PCR method to create a reduced-complexity genome for SNP analy-
sis. Briefly, genomic DNA is digested with restriction endonuclease XbaI. 
Adaptors are ligated to all size fragments, but after adaptor PCR, only frag-
ments in 400–800 bp size range are preferentially amplified. This amplified 
product represents about 2% of the whole human genome. These are biotin 
labeled by TdT (terminal deoxyribonucleotide transferase) mediated end-labe-
ling, followed by array hybridization and scanning. Twenty-five mer-probes 
are synthesized corresponding to both of the two possible alleles at each SNP 
within amplified XbaI fragments. Owing to the nature of the genome-
complexity reduction approach, it can be scaled to higher levels of SNP geno-
typing by simply altering the restriction enzyme or PCR conditions to create a 
higher complexity subset and a greater number of amplified SNPs.

http://www.affymetrix.com/products/arrays/specific/genome_wide/genome_wide_quickprodinfo.affx
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2.7. Infinium Genotyping Assay (Illumina)

Currently, the Infinium assay is capable of analysing over 550,000 SNPs dis-
tributed in an exon-centric manner across the genome (http://icom.illumina.
com/General/Products/SNP/pdf/INFINWKFLOW.pdf). The Infinium Whole-
Genome Genotyping Assay is designed to interrogate a large number of SNPs 
at unlimited levels of loci multiplexing. The DNA sample used for this assay 
is isothermally amplified, a non-PCR approach. The amplified product is then 
fragmented by a controlled enzymatic process. After alcohol precipitation and 
resuspension, the BeadChip is prepared for hybridization in the capillary flow-
through chamber; samples are applied to BeadChips and incubated overnight. 
The amplified and fragmented DNA samples anneal to locus-specific 50-mers 
(covalently linked to 1 of over 200,000 bead-types) during the hybridization 
step. One of two bead-types corresponds to each allele per SNP locus. After 
hybridization, allelic specificity is conferred by enzymatic extension. Products 
are subsequently fluorescently stained. The intensities of the beads’ fluorescence 
are detected by the Illumina BeadArray Reader, and the relative signal observed 
for each pair of beads is used to determine the genotype of each SNP.

2.8. Resequencing

Completion of a single version of the human genome (2,3) has now provided 
the substrates for direct comparison of individuals in both health and disease. 
Ideally, to better understand the genetic contributions to severe diseases, one 
would obtain the entire human genome sequence for all disease-carrying indi-
viduals for comparison to unaffected control groups. While these complete 
data sets are not readily obtainable today, a strategy that is currently approach-
able is the re-sequencing of a large set of appropriate candidate genes in 
individuals with a given disease to screen for potential causative/susceptibility 
alleles. This technique is specifically used to detect unknown SNPs. Pros and 
cons of different SNP detection techniques are described in (4).

3. Applications

Major application areas in which SNPs are used are disease understanding and 
identity and paternity tests in forensic science.

3.1. Linkage Studies

Linkage studies are done to identify regions of the genome linked with a 
particular disease by genotyping individuals of families with diseased mem-
bers. During meiosis there is crossing-over between maternal and paternal 
homologous chromosomes. If the material that is exchanged has different 
alleles then the resultant product is a recombination of those alleles. Alleles in 
close proximity are likely to be inherited together, i.e., co-segregate. Linkage 
studies exploit the fact that as the disease-related gene segregates through 
a family, alleles in its close proximity co-segregate in affected individuals. All 
family members are genotyped for polymorphic markers distributed across the 
genome. Family members tend to share large fragments of inherited DNA, as 
a result of which as less as 500 markers may be enough for gross mapping 
of the chromosomal region associated with the disease. Segregation of the 

http://icom.illumina.com/General/Products/SNP/pdf/INFINWKFLOW.pdf
http://icom.illumina.com/General/Products/SNP/pdf/INFINWKFLOW.pdf
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disease in a family is compared to the segregation of each marker. Depending 
on the model of the disease, a logarithm of the odds (LOD) score is computed 
for each marker to assess if it co-segregates with the disease. A good review 
of statistical methods to estimate linkage is presented in (5). Finer mapping 
of the region can then be obtained by placing additional markers in the linked 
region (6) or candidate genes within the linked region can be selected for 
further analyses.

Linkage studies have been more successful in identifying genes in Mendelian 
diseases (chronic granulomatous disease, the X-linked muscular dystrophies, 
cystic fibrosis, Fanconi anemia etc. (7)), which are rare, high risk diseases than 
in finding disease loci in complex multifactorial genetic disorders. One of the 
largest genetic linkage studies till date was done to identify autism risk loci 
(8). The Autism Genome Project Consortium collected samples from ~1400 
families comprising of different ethnicities that had at least two individuals with 
autism spectrum disorder (ASD). They performed 18 linkage analyses using 
all samples and 18 using families of European ancestry. Two major risk loci 
identified in subsets of the dataset were 11p12-p13 region and gene NRXN1 
which functions in cell recognition and cell adhesion and may play a role in 
formation or maintenance of synaptic junctions and may mediate intracellular 
signaling. DNA samples were genotyped using Affymetrix 10 k SNP arrays.

3.2. Association Studies

Association studies test for linkage which measures the relative frequency with 
which a particular SNP occurs together with (i.e., is associated with) the disease 
of interest in a population. Association studies in which unrelated individuals 
are genotyped are fundamentally different in design from linkage studies.

3.2.1. Direct Association Studies
In direct association studies, putative SNPs are genotyped in a population 
with a particular disease and each SNP is tested for association to disease risk. 
Typically, the genotyped SNPs are in the coding region (cSNPs) and cause 
an amino acid to change, there by possibly changing the protein structure. 
SNPs could also be in the regulatory region of the gene which may affect 
gene expression. To conduct this type of studies it is essential to have a com-
prehensive list of functional variants of candidate genes. This information can 
be obtained from existing SNP databases or performing re-sequencing of the 
candidate genes. A genetic polymorphism in Catechol O-methyltransferase 
(COMT) gene, which plays an important role in the metabolism of catecho-
lamines, catecholestrogens and catechol drugs, has been implicated as a pos-
sible risk factor for neuropsychiatric disease. Shield et al. (9) resequenced the 
human COMT gene using DNA samples from 60 African-American and 60 
Caucasian-American subjects to comprehensively identify SNPs associated 
with the disease. Candidate genes can be identified using linkage analysis, 
microarray gene expression analysis, comparative genomics, knowledge of 
development and physiology, etc. Majority of the SNPs linked with Mendelian 
diseases are found in the coding regions that make the resultant protein a 
functional variant or nonfunctional, which is a direct cause for the disease. 
Based on this knowledge and the possibility of SNPs for complex multi-gene 
disorders showing a similar trend (7), this study design has intriguing poten-
tial. Number of possible cSNPs is several orders of magnitude smaller than 
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the total number of SNPs. Recent public efforts to comprehensively identify 
cSNPs have made it possible to conduct genome-wide direct association stud-
ies. A recent genome-wide association study was performed using 19,779 
cSNPs in 735 individuals with Crohn disease and 368 controls (10) using 
SNPlex arrays. Disease association was found to a SNP in the autophagy-
related 16-like 1 gene (ATG16L1).

Identification of SNPs in promoter region of genes that controls the gene’s 
expression is also a promising pursuit, which is still in its infancy. A recent 
study (11) considered association of two promoter variants of the gene lipo-
protein lipase (LPL), a pivotal enzyme in lipoprotein metabolism, to obesity 
and type 2 diabetes. The SNPs were genotyped in population in southern 
India using RFLP. They identified 1 variant to be associated with obesity and 
another to be protective against both obesity and type two diabetes.

3.2.2. Indirect Association Studies
Indirect association studies differ from direct ones in the fact that identified 
SNPs may not be the direct cause for the disease. Polymorphic markers for 
such studies are placed densely in the region of interest. The hypothesis is that 
if the risk SNP exists then it will either be directly genotyped or in strong LD 
with one of the genotyped markers. One of the caveats of this method is that 
you may miss an association if none of the genotyped SNPs are in LD with 
the risk SNP. This is becoming less of a concern with the expanding HapMap, 
which is a catalog of common genetic variants that occur in human beings. 
The HapMap provides information on tag SNPs, the SNPs when genotyped 
will uniquely identify a haplotype so that one can infer alleles at other loca-
tions. The advantage of this method is no prior knowledge of functionally 
important SNPs is required and it is easy to obtain large number of case sam-
ples from unrelated individuals with the particular disease. The disadvantage 
is higher number of polymorphic markers is required as unrelated individuals 
are unlikely to share a large number of contiguous alleles. With advancement 
in SNP array technology and completeness of publicly available databases, 
advantages will far outweigh disadvantages of indirect association studies.

Genes responsible for regulating life span and aging are suspected for their 
tumorigenic contribution based on the resemblance of high risk of developing 
cancer to accelerated aging. A recent study speculating the association of WRN 
gene, responsible for regulating life span and aging, with breast tumorigenesis 
examined SNPs in 935 primary breast cancer patients and 1,545 healthy con-
trols (12). All the samples were obtained from Taiwanese population, which 
was selected because of its homogenous genetic background providing advan-
tages for studying the effects of subtle genetic variations, SNPs. They used 
data from HapMap to identify markers to be genotyped in the candidate gene. 
The data showed three blocks to be genetically homogenous in Taiwanese 
population, and linkage disequilibrium between SNPs was much stronger than 
that in other populations. Five markers from three blocks, evenly distributed 
throughout the entire gene, were genotyped. Genotyping was carried out using 
Taqman assays from Applied Biosystems. One SNP in WRN was identified as 
significantly associated with breast cancer risk.

Genome-wide association studies have now become feasible with availabil-
ity of high density SNP arrays. A systematic search for the variants associated 
with Type 2 diabetes mellitus, a common complex disease was recently done 
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by testing 392,935 single-nucleotide polymorphisms in a French case–con-
trol cohort (13). They used Illumina Infinium Human1 BeadArrays, which 
assay 109,365 SNPs chosen using a gene-centred design; and Human Hap300 
BeadArrays, which assay 317,503 SNPs chosen to tag haplotype blocks identi-
fied by the Phase I HapMap. There were 59 SNPs, showing significant asso-
ciation with the disease in genome-wide study, which were tested on a larger 
cohort using the Sequenom iPlex assay. They identified four SNPs containing 
variants that confer type 2 diabetes risk. These loci include a nonsynonymous 
polymorphism in the zinc transporter SLC30A8, which is expressed exclu-
sively in insulin-producing β-cells, and two linkage disequilibrium blocks 
that contain genes potentially involved in β-cell development or function 
(IDE–KIF11–HHEX and EXT2–ALX4).

Even when genome-wide studies are possible, there are statistical difficul-
ties arising due to multiple hypotheses testing. A good review of this issue and 
possible solutions are presented in (14).

3.2.3. Pool-Based Genome-Wide Association Studies
Genotyping of individual samples for genome-wide association (GWA) stud-
ies may be cost-prohibitive. A low cost alternative is to use pooled DNA 
samples of disease and control groups for genotyping. Success of this method 
depends on whether the associated alleles are major or modest risk. A recent 
study suggests that pooling-based GWA studies can be used as a first step for 
determining whether major genetic associations exist in diseases with high 
heritability (15). In their study, the authors report the development and valida-
tion of experimental methods, study designs, and analysis software for pooling
-based genome-wide association (GWA) studies that use high-throughput 
single-nucleotide-polymorphism (SNP) genotyping microarrays. They apply 
these methods to data with known associated risk alleles and successfully 
identify associations for rare single gene disease (sudden infant death with 
dysgenesis of the testes syndrome), common complex disease (Alzheimer 
disease) and rare complex disease (progressive supranuclear palsy) across 
multiple genotyping platforms. Comparisons of different types of studies and 
their suitability for performing genome-wide associations studies is presented 
in (16).

3.3. Functional Analysis

Once disease-risk associated alleles in functional regions of genes or in 
conserved noncoding regions that might cause significant changes in gene 
expression are identified, the next logical step is to understand how these 
variants change the transcript leading to changes in protein expression and 
structure. This understanding can provide insight into how functions of bio-
chemical pathways are affected by disease-causative genetic variants. Two 
recent studies performed functional analysis of mutations found in SOS1 
gene (encodes a RAS-specific guanine nucleotide exchange factor) associ-
ated with Noonan syndrome, which is a developmental disorder character-
ized by short stature, facial dysmorphia, congenital heart defects and skeletal 
anomalies (17,18). Noonan syndrome is caused by dysregulated RAS-MAPK 
signaling. Based on the knowledge of biochemistry of RAS-MAPK signal-
ing SOS1 gene was a suspect in both studies. Putative disease-causative 
SNPs in this gene were identified using re-sequencing and its functional 
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implications were studied. In both studies gain-of-function mutations in this 
gene were implicated in the disease. The functional analysis revealed a new 
mechanism by which  upregulation of the RAS pathway profoundly changes 
human development.

3.4. SNPs in Forensic Science

SNP patterns across the whole of human genome are unique to an individual. 
It is not practical to sequence the whole genome for the purpose of identi-
fication or kinship test done in forensic science but what is approachable is 
genotyping a few (from 10 to a few hundred) highly polymorphic SNPs that 
makes misidentification highly unlikely or impossible in reality. In addition, 
SNPs are better suited for the analysis of highly degraded DNA, since the 
distance between the primer binding sites can be designed to be very short. 
Finding such polymorphic SNPs for assessment purposes is not a problem 
because of the public SNP databases. With advancement in technologies 
for obtaining DNA and genotyping, the throughput potential of SNPs offers 
significant time and cost advantages. Study by Lee et al. reports selection of 
24 highly informative SNP markers for human identification and paternity 
analysis in Korean population and gives insight into the methods for select-
ing such markers (19).

3.5. Environmental Genomics

Our oceans, soil and air contain thousands of microbes about which we 
know nothing. Microbial communities are vital in the functioning of all 
ecosystems; however, most microorganisms are uncultivated, and their roles 
in natural systems are unclear. Earlier it was not possible to sequence an 
environmental sample but with advent of shotgun sequencing it is possible 
to do so (20,21). Analysis of such data can provide insight into complex 
ecosystems and discovery of new species. Such knowledge can then be 
extended to devise better treatments for environmentally hazardous sub-
stances. In this newly emerging area called environmental genomics, SNPs 
are analyzed to study the evolution of co-occurring microbial populations. 
Study by Tyson et al. sequenced a sample taken from an acid mine drain-
age (outflow of acidic water) site and identified presence of various species 
and genes. Analysis of the gene complement for each organism revealed 
the pathways for carbon and nitrogen fixation and energy generation, and 
provided insights into survival strategies in an extreme environment. SNPs 
analysis of the Ferroplasma type II genome revealed it to be a composite 
from three ancestral strains that have undergone homologous recombination 
to form a large population of mosaic genomes.

4. Additional Resources

4.1. Online Learning about SNPs Research

1. http://snp.wustl.edu/
2. http://www.ncbi.nlm.nih.gov/About/primer/snps.html

http://snp.wustl.edu/
http://www.ncbi.nlm.nih.gov/About/primer/snps.html
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4.2. Databases

1. NCBI dbSNP http://www.ncbi.nlm.nih.gov/projects/SNP/
2. The SNP consortium Ltd. http://snp.cshl.org/about/
3. JG SNP http://www.tmgh.metro.tokyo.jp/jg-snp/english/E_top.html
4. The International HapMap Project http://www.hapmap.org/
5. OMIM™ - Online Mendelian Inheritance in Man™ http://www.ncbi.nlm.nih.

gov/entrez/query.fcgi?db=OMIM
6. Human Genome Mutation Database (HGMD) http://www.hgmd.cf.ac.uk/

ac/index.php
7. Cancer Genome Anatomy Project Genome Annotation Initiative (CGAP-

GAI) http://lpgws.nci.nih.gov/cgap-gai/

4.3. Statistical Methods for Genome-Wide Association Studies

1. A tutorial on statistical methods for population association studies (22).
2. Detection of Gene x Gene Interactions in Genome-Wide Association 

Studies of Human Population Data (23).
3. Detecting multiple associations in genome-wide studies (14).

4.4. Online Resources on Forensic Science

1. http://www.isfg.org/
2. http://www.snpforid.org/
3. http://snp.wustl.edu/snp-research/forensics/

4.5. Online Resources on Environmental Genomics

1. http://www.venterinstitute.org/research/
2. http://www.jgi.doe.gov/whoweare/microbialecology.html
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1. Introduction

The advent of automated high throughput DNA sequencing methods has 
strongly enabled genome sequencing strategies, culminating in determination of 
the entire human genome (1,2). An enormous amount of DNA sequence data 
are available and databases still grow exponentially (see Fig. 22.1). Analysis 
of this overwhelming amount of data, including hundreds of genomes from 
both prokaryotes and eukaryotes, has given rise to the field of bioinformatics. 
Development of bioinformatic tools has evolved rapidly in order to identify 
genes that encode functional proteins or RNA. This is an important task, 
considering that even in the best studied bacterium Escherichia coli more than 
30% of the identified open reading frames (ORFs) represent hypothetical genes 
with no known function. Future challenges of genome-sequence analysis will 
include the understanding of diseases, gene regulation, and metabolic pathway 
reconstruction. In addition, a set of methods for protein analysis summarized 
under the term proteomics holds tremendous potential for biomedicine and 
biotechnology (141). The large number of bioinformatic tools that have been 
made available to scientists during the last few years has presented the 
problem of which to use and how best to obtain scientifically valid answers 
(3). In this chapter, we will provide a guide for the most efficient way to 
analyze a given sequence or to collect information regarding a gene, protein, 
structure, or interaction of interest by applying current publicly available soft-
ware and databases that mainly use the World Wide Web. All links to services 
or download sites are given in the text or listed in Table 22.1; the succession 
of tools is briefly summarized in Fig. 22.2.

2. Software Tools for Bioinformatics

In the first part of this chapter, software tools will be described that mainly use 
algorithms and are based either on very short-sequence comparisons, physical 
or chemical properties of molecules, or statistics. A second group of software 
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relies mainly on databases and will be discussed below. As so-called integrated 
methods are evolving and becoming more and more popular, it is difficult to 
divide programs into these two groups.

There are many programs routinely used to generate contiguous DNA 
sequences from raw data obtained from high- throughput sequencers, to assign 
quality scores to each base, remove contaminating sequences (such as vector 
DNA), and provide the means to link sequences containing applications. First, 
base- callers like Phred (4,5) extract raw sequences from raw data. There are 
also contig assemblers like Phrap (University of Washington, http://bozeman.
mbt.washington.edu/phrap.docs/phrap.html) or CAP3 (6) that assemble frag-
ments to contigs and packages like consed (7) or GAP4 (8), which are used to 
finish sequencing projects. These programs are not explained in detail here.

Any DNA region that can be assigned a function is of special interest. 
The sequence elements that can be found within them include promoters 
and various transcription factor-binding sites, ribosome-binding sites, start 
and stop codons, splice sites, and so forth. These are referred to as signals. 
Methods to detect them are termed signal sensors. In contrast, extended 

Fig. 22.1. Development of stored DNA-sequence information in GenBank from 1982 
to 2002 (•, base pairs; °, sequences) (From http://www.ncbi.nlm.nih.gov/Genbank/
genbankstats.html)

http://www.ncbi.nlm.nih.gov/Genbank/genbankstats.html
http://www.ncbi.nlm.nih.gov/Genbank/genbankstats.html
http://bozeman.mbt.washington.edu/phrap.docs/phrap.html
http://bozeman.mbt.washington.edu/phrap.docs/phrap.html
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Table 22.1. Compilation of links to bioinformatic services and software.

Program Link

Gene Finding
 AMIGene http://www.genoscope.cns.fr/agc/tools/amigene/index.html
 Critica http://www.ttaxus.com
 EasyGene http://www.cbs.dtu.dk/services/EasyGene
 EUGENE’HOM http://genopole.toulouse.inra.fr/bioinfo/eugene/EuGeneHom/cgibin/

  EuGeneHom.pl
 GeneFizz http://pbga.pasteur.fr/GeneFizz
 GeneMark.hmm2 http://opal.biology.gatech.edu/GeneMark/gmhmm2_prok.cgi
 GeneMarkS http://opal.biology.gatech.edu/geneMark/genemarks.cgi
 GeneScan http://genes.mit.edu/GENSCAN.html
 Genie http://www.soe.ucsc.edu/∼dkulp/cgi-bin/genie
 Glimmer http://www.cs.jhu.edu/labs/compbio/glimmer.html
 GlimmerM http://www.tigr.org/tdb/glimmerm/glmr_form.html
 Grail http://compbio.ornl.gov/Grail-1.3
 HMMgene http://www.cbs.dtu.dk/services/HMMgene

ORF-Finder http://www.ncbi.nlm.nih.gov/gorf/gorf.html

 Procrustes http://www-hto.usc.edu/software/procrustes
 Veil http://www.cs.jhu.edu/labs/compbio/veil.html
 ZCURVE http://tubic.tju.edu.cn/ZCURVE

Signal Finding
 MatInspector http://transfac.gbf.de/cgi- bin/matSearch/matsearch.pl
 PromotorScan http://bimas.dcrt.nih.gov/molbio/proscan
 SignalScan http://bimas.dcrt.nih.gov/molbio/signal
 TRANSFAC http://transfac.gbf.de/TRANSFAC

Sequence Alignment
 CLUSTALW ftp://ftp-igbmc.u-strasbg.fr/pub/ClustalW
  http://www.ebi.ac.uk/clustalw
 CLUSTALX ftp://ftp-igbmc.u-strasbg.fr/pub/ClustalX
 DbClustal http://igbmc.u- strasbg.fr/DbClustal/dbclustal.html
 HMMER http://hmmer.wustl.edu
 T-COFFEE http://www.ch.embnet.org/software/TCoffee.html

Phylogeny
 PAUP http://onyx.si.edu/PAUP
 GCG package http://www.gcg.com
 PHYLIP http://evolution.genetics.washington.edu/phylip.html
 Phylodendron http://iubio.bio.indiana.edu/treeapp
 Tree View http://taxonomy.zoology.gla.ac.uk/rod/treeview.html

Protein Properties and Structure
 DAS http://www.sbc.su.se/∼miklos/DAS
 ExPASy http://www.expasy.org
 META PP http://cubic.bioc.columbia.edu/predictprotein/submit_meta.html
 PredictProtein http://cubic.bioc.columbia.edu/predictprotein
 TMHMM http://www.cbs.dtu.dk/services/TMHMM-2.0
 TMpred http://www.ch.embnet.org/software/TMPRED_form.html

Database Searching
 NCBI BLAST http://www.ncbi.nlm.nih.gov/BLAST
 WUBLAST http://blast.wustl.edu

Protein Families and Motifs 
 BLOCKS http://www.blocks.fhcrc.org
 InterPro http://www.ebi.ac.uk/interpro/scan.html

(continued)

http://www.genoscope.cns.fr/agc/tools/amigene/index.html
http://www.ttaxus.com
http://www.cbs.dtu.dk/services/EasyGene
http://genopole.toulouse.inra.fr/bioinfo/eugene/EuGeneHom/cgibin/EuGeneHom.pl
http://pbga.pasteur.fr/GeneFizz
http://opal.biology.gatech.edu/GeneMark/gmhmm2_prok.cgi
http://opal.biology.gatech.edu/geneMark/genemarks.cgi
http://genes.mit.edu/GENSCAN.html
http://www.soe.ucsc.edu/~dkulp/cgi-bin/genie
http://www.cs.jhu.edu/labs/compbio/glimmer.html
http://www.tigr.org/tdb/glimmerm/glmr_form.html
http://compbio.ornl.gov/Grail-1.3
http://www.cbs.dtu.dk/services/HMMgene
http://www.ncbi.nlm.nih.gov/gorf/gorf.html
http://www-hto.usc.edu/software/procrustes
http://www.cs.jhu.edu/labs/compbio/veil.html
http://tubic.tju.edu.cn/ZCURVE
http://transfac.gbf.de/cgi- bin/matSearch/matsearch.pl
http://bimas.dcrt.nih.gov/molbio/proscan
http://bimas.dcrt.nih.gov/molbio/signal
http://transfac.gbf.de/TRANSFAC
ftp://ftp-igbmc.u-strasbg.fr/pub/ClustalW
http://www.ebi.ac.uk/clustalw
ftp://ftp-igbmc.u-strasbg.fr/pub/ClustalX
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http://evolution.genetics.washington.edu/phylip.html
http://iubio.bio.indiana.edu/treeapp
http://taxonomy.zoology.gla.ac.uk/rod/treeview.html
http://www.sbc.su.se/%E2%88%BCmiklos/DAS
http://www.expasy.org
http://cubic.bioc.columbia.edu/predictprotein/submit_meta.html
http://cubic.bioc.columbia.edu/predictprotein
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http://www.ch.embnet.org/software/TMPRED_form.html
http://www.ncbi.nlm.nih.gov/BLAST
http://blast.wustl.edu
http://www.blocks.fhcrc.org
http://www.ebi.ac.uk/interpro/scan.html
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and variable-length regions, such as exons and introns, are termed contents. 
These are recognized by methods that can be called content sensors (9). It is 
a major challenge to find the functional sites responsible for gene structure, 
regulation and transcription. Computational methodology for finding genes 
and other functional sites in genomic DNA has evolved significantly over the 
past years (10–20).

2.1. Gene-Finding Methods

The most basic signal sensor is a simple consensus sequence or an expres-
sion that describes a consensus sequence together with allowable variations. 
Sophisticated types of signal sensor, such as neural nets, are extensively used 
(21,22). The most important content sensors are programs that predict coding 
regions (23). In prokaryotes, genes are identified simply by looking for long 
ORFs. However, these relatively simple methods cannot be transferred to 
higher eukaryotes. In order to discriminate coding against noncoding regions 
in eukaryotes, exon content sensors use statistical models of the nucleotide 
frequencies (24) and dependencies present in codon structures. The most 
commonly used statistical models are known as Markov models. Neural nets 
are used to combine several coding hints together with signal sensors for the 
flanking splice sites in exon detectors (22). Other content sensors include those 
for CpG sites (regions that often occur at the beginning of genes, where the 
dinucleotide CG appears more frequently than in the rest of the genome and 

 Pfam http://www.sanger.ac.uk/Software/Pfam
 PRINTS http://www.biochem.ucl.ac.uk/bsm/dbbrowser/PRINTS
 PROSITE http://www.expasy.org/prosite
 SMART http://smart.embl-heidelberg.de

Protein Structure
 CATH http://www.biochem.ucl.ac.uk/bsm/cath
 PDB http://www.pdb.org
 SCOP http://scop.mrc-lmb.cam.ac.uk/scop

Structure Modeling 
 CPHmodels http://www.cbs.dtu.dk/services/CPHmodels
 ESyPred3D http://www.fundp.ac.be/urbm/bioinfo/esypred
 Geno3D http://www.geno3d-pbil.ibcp.fr
 SWISS-MODEL http://swissmodel.expasy.org

Protein Interaction 
 BIND http://binddb.org
 CAPRI http://capri.ebi.ac.uk
 DIP http://dip.doe-mbi.ucla.edu/dip/Main.cgi

Genome Analysis 
 COG http://www.ncbi.nlm.nih.gov/COG
 NCBI Genomes http://www.ncbi-nlm.nih.gov/genomes

SNPs and Expression Profiling 
 cSNP http://csnp.unige.ch
 dbSNP http://www.ncbi.nlm.nih.gov/Entrez
 GEO http://www.ncbi.nlm.nih.gov/geo

Table 22.1. (continued)

Program Link

http://www.sanger.ac.uk/Software/Pfam
http://www.biochem.ucl.ac.uk/bsm/dbbrowser/PRINTS
http://www.expasy.org/prosite
http://smart.embl-heidelberg.de
http://www.biochem.ucl.ac.uk/bsm/cath
http://www.pdb.org
http://scop.mrc-lmb.cam.ac.uk/scop
http://www.cbs.dtu.dk/services/CPHmodels
http://www.fundp.ac.be/urbm/bioinfo/esypred
http://www.geno3d-pbil.ibcp.fr
http://swissmodel.expasy.org
http://binddb.org
http://capri.ebi.ac.uk
http://dip.doe-mbi.ucla.edu/dip/Main.cgi
http://www.ncbi.nlm.nih.gov/COG
http://www.ncbi-nlm.nih.gov/genomes
http://csnp.unige.ch
http://www.ncbi.nlm.nih.gov/Entrez
http://www.ncbi.nlm.nih.gov/geo
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sensors for repetitive DNA such as human ALU sequences (25). The latter 
sensors are often used as masks or filters that completely remove the repetitive 
DNA, leaving the remaining DNA to be analyzed.

The statistical signals that signal and content sensors try to localize are 
usually weak, and there are usually dependencies between signals and con-
tents, such as the possible correlation between splice-site strength and exon 
size (26). During the past decade, several systems that combine signal and 
content sensors have been developed in an attempt to identify complete gene 
structures. The first program using linguistic rules and a formal grammar for 
the arrangement of certain signals required for gene prediction was GenLang 
(27). As with most integrated gene-finders to date, GenLang uses dynamic 
programming to combine potential exon regions and other scored regions 
and sites into gene prediction with a maximal total score (13,16,28). These 
models are called hidden Markov models (HMMs). Gene-finding HMMs 
can be viewed as stochastic versions of the gene structure grammars. Early 
gene-finding HMMs included EcoParse for E. coli (29)–also recently used in 
the annotation of the Mycobacterium tuberculosis genome (30)–and Xpound 
(31), Veil (32), and HMMgene (16) for the human genome (13). More recent 
programs include GeneMark HMM (33), GLIMMER (34), and Critica (35). 

Fig. 22.2. Succession of programs during assignment of function to DNA or proteins. 
Arrows indicate action of bioinformatic tools, detailed descriptions can be found in the 
chapter given in brackets
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Different programs specializing in special detectable differences between 
coding and noncoding regions have been developed recently. EasyGene (20) 
and AMIGene (36) apply statistical methods on predicted ORFs of prokaryotes, 
ZCURVE (19) concentrates on nucleic acid distribution for bacterial or 
archaeal genomes. GeneMarkS is an improved version of GeneMark, which 
has been applied to identify genes in the genomes of Bacillus subtilis and 
E. coli with the highest accuracy described to date (37). Even physical properties 
of DNA are used to predict genes: GeneFizz (38) compares the physics-based 
structural segmentation between helix and coil domains. Measuring the 
spectral rotation based on a process termed discrete Fourier transform (DFT) 
has proven to be capable of predicting genes in Saccharomyces cerevisiae 
(39). A slightly more general class of probabilistic models, called generalized 
HMMs or (hidden) semi- Markov models, has roots in GeneParser (40) and is 
more fully developed in Genie (41) and, subsequently, GenScan (42). The above 
gene-finders predict gene structure based only on general features of genes, 
rather than using explicit comparisons to known genes and their correspond-
ing proteins, or auxiliary information such as expressed sequence tag (EST) 
matches. Some gene-finding systems combine multiple statistical measures 
with protein database homology searches performed using the predicted gene 
or deduced protein (11,15,43). This homology approach was developed by 
Gelfand et al (44) and is used by EUGENE’HOM (45) or Procrustes (15), 
which uses a “spliced alignment” algorithm, similar to a Smith–Waterman 
algorithm (46), to derive a putative gene structure by aligning the DNA to a 
partial protein homolog of the gene to be predicted. Instead of inventing and 
approving yet another gene-finding program, there are several approaches to 
combining different existing algorithms using advantages of each program 
to eliminate disadvantages inherent to each single method (47).

2.2. Signal-Finding Bioinformatics Methods

There is a tremendous variety of software exploiting various ways to identify 
structural genes in a DNA sequence, and as already outlined, there are more 
elements present than just structural genes. Some gene-finding approaches 
presented above already consider bases outside the start and stop codons, but 
there are specialized resources, namely MatInspector (48) and SignalScan 
(49), to find transcription factor-binding sites using a relatively small data-
base called TRANSFAC (50). Another program designed to find putative 
eukaryotic polymerase II promoter sequences in primary sequence data is 
PromotorScan (51).

2.3. Sequence-Alignment Methods

An alignment refers to the procedure of comparing two or more sequences by 
looking for a series of individual characters or character patterns that are found 
in the same order in the sequences. To align sequences, identical or similar 
characters are grouped in the same column, whereas nonidentical characters 
can either be placed in the same column, resulting in a mismatch, or opposite 
a gap in one of the other sequences. In an optimal alignment, mismatches and 
gaps are distributed in such a way that matches are maximized. Two types of 
sequence alignment have been recognized. In a global alignment, an attempt 
is made to align the entire sequences with as many characters as possible. 
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In a local alignment, stretches of sequence with the highest density of 
matches are given the highest priority, thus generating one or more islands 
of matches in the aligned sequences and producing totally mismatching 
regions. Alignments are the working principle of programs (e.g., BLAST) 
that search similar sequences by successively aligning a query with an entire 
sequence database; they are also useful for determining the evolutionary distance 
between homologous sequences of different origin.

2.3.1. Multiple-Sequence Alignment
Comparison of multiple sequences can reveal gene functions that are not 
evident from simple sequence homologies. As a result of genome-sequencing 
projects, new sequences are often found to be similar to several uncharacter-
ized sequences, defining whole families of novel genes with no obvious func-
tion. However, such a family enables the application of efficient alternative 
similarity search methods. Software packages are now available that derive 
profiles from multiple-sequence alignments. Profiles incorporate position-
specific scoring information that is derived from the abundance of a given 
residue in an aligned column. Because sequence families preferentially con-
serve certain critical residues and motifs, this information should allow more 
sensitive database searches. Most new profile software are based on statistical 
HMMs. Much more comprehensive reviews of the literature on profile HMM 
methods are available elsewhere (12,28,52–55). ClustalW is a well-supported 
and frequently used free program capable of dealing with large numbers of 
sequences at high processing speeds as compared to other alignment algo-
rithms, and it is available for Macintosh, Windows, and various UNIX sys-
tems (56). There is also a graphical user interface–ClustalX (57). However, 
for sequences with less than 30% identity, the program T-COFFEE might be 
used, which is more accurate than the progressively aligning ClustalW, but 
slower. Once the family is defined, obtaining an acceptable multiple-sequence 
alignment is usually straightforward. Multiple alignments can either be gener-
ated from FASTA format files (using a ClustalW supporting website) or from 
DbClustal, which produces a BLAST output in which the family members can 
be selected and the multiple alignment subsequently produced. It is important 
to inspect the alignment in the graphical display of ClustalX to make sure that 
it appears  consistent. The alignment can also be saved in multiple-sequence 
format (MSF), which can be read by other software for further analysis (e.g., 
careful editing, trimming, coloring, shading, and printing). GeneDoc available 
for Windows (www.psc.edu/biomed/genedoc) offers many of these editing 
features (58).

2.4. Phylogenetic Analysis

Phylogenetic trees can be constructed based on multiple alignments. In rooted 
trees, the ancestral state of the organisms, or genes, being studied is shown at 
the bottom of the tree, and the tree branches, or bifurcates, until it reaches the 
terminal branches, tips, or leaves at the top of the tree. An unrooted tree is a 
less intuitive, more abstract concept. Unrooted trees represent the branching 
order, but do not indicate the root, or location, of the last common ancestor. 
Ideally, rooted trees are preferable, but almost every phylogenetic reconstruc-
tion algorithm provides an unrooted tree. Molecular sequence analysis is a field 
in its infancy and an inexact science in which there are few analytical tools that 

www.psc.edu/biomed/genedoc
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are truly based on general mathematical and statistical principles. Consequently, 
many phylogenetic trees reconstructed from molecular sequences are incorrect. 
This is mainly caused by the following:

1. Incorrect sequence alignments.
2. The failure to properly account for site-to-site variation (all sites within 

sequences can evolve at different rates).
3. Unequal rate effects (the inability of most tree-building algorithms to pro-

duce good phylogenetic trees when genes from different taxa in the tree 
have evolved at different rates).

Of the three pitfalls, alignment artifacts are potentially the most serious. 
A new algorithm, paralinear (logdet) distances (59,60), provides a simple, 
but rigorous, mathematical solution for the third pitfall. For a discussion of 
many other useful algorithms currently available, including maximum parsi-
mony likelihood and other distance methods, see refs. 61 and 62. Sequence 
 alignments should be carefully checked before calculating evolutionary 
trees. There are several programs to help calculate trees from genome data. 
The best known software for reconstructing trees is the program PAUP 
(phylogenetic analysis using parsimony), which is part of the GCG sequence 
analysis package that supports logdet analysis. PAUP is user friendly and 
comprehensive. PHYLIP/Phylodendron are further well-known packages 
that contain a large variety of routines, including several that incorporate the 
latest theoretical developments. A stand-alone software package available 
for many computer platforms for viewing, editing, rearranging, and printing 
trees is TreeView (63, 64).

2.5. Protein Properties and Structure Prediction

Protein sequences allow extensive calculations that help to assign function, 
to predict topology (subcellular localization, spanning of membranes) and 
structure, and to find sites that are likely to be cleaved or modified; interac-
tion or catalytic mechanisms can be simulated. Bioinformatic resources on 
the WWW range from the determination of the molecular weight to complex 
threading and three-dimensional (3D) prediction algorithms. A huge list of 
tools can be found on the ExPASy proteomic tools homepage (65). Because 
of the great variety of programs available, several of these single tools have 
been integrated into one interface. Examples are PredictProtein (66) or META 
PP (67). These integrate resources such as SignalP (68), which predicts the 
presence and location of signal peptide cleavage sites in amino acid sequences 
from different organisms–NetOglyc [predictions of mucin type O-glycosylation 
sites in mammalian proteins (69–71), NetPhos [predicting potential phospho-
rylation sites at serine, threonine or tyrosine residues in protein sequences, 
(72), NetPico [predictions of cleavage sites of picornaviral proteases (73), 
and ChloroP [predicting chloroplast transit peptides and their cleavage sites 
(74). Secondary structure prediction is performed by JPRED (75); transmem-
brane helices are identified using TMHMM (76), TopPred (77,78), and DAS 
(79). Structural databases are searched to detect similarities between remote 
homolog proteins too weak to be inferred from simple sequence alignment 
techniques by FRSVR (80,81) and SAM-T02 (82) but the detection of remote 
homologs represents a problem to be solved because most of the results 
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returned are supposedly wrong. Results should be checked very carefully. 
Homology modeling is also covered by META PP, applying both SWISS-
MODEL (83–85) and CPHmodels (86) described in the following section.

3. Databases

A database is any collection of data or information that is specially organized 
for rapid search and retrieval by a computer. To cope with not only the vast 
amount of sequence information but also other experimental data, biological 
databases have been set up and are updated continuously. For biological data 
such as information about a protein’s sequence, structure, modification, or 
interaction, software tools have been developed that enable searching, compar-
ing, and retrieving these stored data.

3.1. Matching Algorithms

Basic queries like finding a key word in an article employ simple pattern-
matching algorithms that do not need a statistical evaluation of the result. 
Bioinformatic tools started like this and most tools apply algorithms that 
match a query against all targets in a database, taking into account the degree 
and type of mismatches or gaps (87). Deciding whether the observed degree 
of structural likeness is significant and, therefore, a hint toward functional 
identity is a task for statistical methods based on special biological matrices 
(88,89). These matrices are crucial to considering the biological nature of the 
data. According to structural relevance, varieties in certain amino acid resi-
dues, for example, are decisive, whereas other differences can be negligible.

Sequence database matching has proven to be a remarkably useful method 
for assigning a function to an unknown sequence. If sequence similarity to one 
or more database sequences, whose function is already known, is obtained, 
the unknown sequence can be inferred to have the same function, biochemical 
activity, or structure. The strength of these inferences depends on the strength 
of the similarity. As a rough rule, if more than 25–30% of a protein sequence is 
identical in an alignment, then the sequences are homologous (90). RNA genes 
are usually much more conserved, which is the reason why they  represent 
suitable markers for phylogenetic analyses. Functional DNA sequences like 
promoters or other regulatory regions are significantly shorter than genes 
encoding enzyme proteins or RNA, making them hard to identify by means 
of sequence comparison or alignment. Identification and assignment of genes, 
as well as the functional and structural classification of proteins, is performed 
based on similarity of sequence and/or properties such as motifs or structur-
ally conserved regions. Because DNA sequences are variable in the third 
base position of the codon, protein-sequence analysis is the more valuable 
approach. In general, sequence analysis requires the comparison of sequences 
from unknown genes or proteins with those of known function deposited in 
databases. However, the sequences of homologous proteins can diverge greatly 
over time, whereas the structure or function of the same proteins has diverged 
only slightly. Conversely, proteins with similar folds can exhibit completely 
different functions. However, much can be deduced about an unknown protein 
when significant sequence similarity is detected with a well-studied protein. 
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Alignment provides a powerful tool to compare related sequences, and the 
alignment of two residues could reflect a common evolutionary origin or 
represent common structural and/or catalytic roles, not always reflecting an 
evolutionary process.

3.1.1. Substitution Matrices and Alignment Scores
To identify the most valuable alignments, the standard procedure is to assign 
scores to them. For each pair of letters that can be aligned, a substitution score 
is chosen. The complete set of these scores is called a substitution matrix 
[PAM (91) and BLOSUM (92)]. Additionally, scores are chosen for gaps, 
which consist of one or more adjacent nulls in one sequence aligned with let-
ters in the other. Because a single mutational event can insert or delete more 
than one residue, a long gap should be penalized only slightly more than a 
short gap. Accordingly, affined gap costs, which charge a relatively large 
penalty for the existence of a gap and a smaller penalty for each residue it con-
tains, have become the most widely used gap-scoring system. The quality of 
sequence comparison depends very much on the choice of appropriate substi-
tution and gap scores. In brief, for ungapped alignments, the alignment score 
of a given pair of residues i and j depends on the fraction qij of true alignment 
positions in which these paired residues tend to appear (88). Accordingly, the 
design of a good substitution matrix is based on estimating the target frequen-
cies qij accurately. However, the target frequencies depend on the degree of 
evolutionary divergence between the related sequences of interest. Therefore, 
a series of matrices tailored to varying degrees of evolutionary divergence 
are required (88,91,92). This was the intention in constructing the PAM and 
BLOSUM series of amino-acid-substitution matrices. These matrices are 
generally used unmodified for gapped local and global alignment. There is 
no widely accepted theory for selecting gap costs that requires adjustment for 
individual similarity searches (93).

3.1.2. Alignment Scores and E Values
To test the biological relevance of a global or local alignment of two sequences, 
one needs to know how the value of an alignment score can be expected to 
occur by chance. Current versions of the FASTA and BLAST search programs 
report the raw scores of the alignments they return, as well as assessments 
of their statistical significance based on the extreme value  distribution. Most 
simply, these assessments take the form of E values. The E value for a given 
alignment depends on its score, as well as the lengths of both the query 
sequence and the database sequence searched. It represents the number of 
distinct alignments with equivalent or superior scores that might have been 
expected to occur only by chance. The smaller the E value, the more likely that 
the alignment is significant and not occurring by chance (88,89,94).

3.1.3. Filtering Database Sequences
Many DNA and protein sequences contain regions of highly restricted nucleic 
acid and amino acid compositions and regions of short elements repeated many 
times. The standard alignment models and scoring systems were not designed 
to capture the evolutionary processes that led to these low-complexity regions. 
As a result, two sequences containing compositionally biased regions can 
receive a very high similarity score that reflects this bias alone. For many 
purposes, these regions are not relevant and can obscure other important 
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similarities. Therefore, programs that filter low-complexity regions from 
query or database sequences will often turn a useless database search into a 
valuable one. For this reason, the NCBI BLAST server will remove such sections 
in proteins using a program termed SEG (95). Although these programs auto-
matically remove the majority of problematic matches, some problems invari-
ably occur. Furthermore, masking might preclude interesting hits. Therefore, it 
is useful to adjust the masking parameters or turn filtering off completely.

3.1.4. Database Searching
Fundamentally, performing a database search is a very simple operation: 
A query sequence is aligned with each of the sequences in a database and a 
score describing the degree of likeness is calculated using a suitable matrix. 
Nevertheless, sequence comparison procedures should be applied carefully. 
The design of a BLAST database search requires consideration of the kind 
of information one hopes to obtain about the query sequence of interest (96). 
A major constraint of database searching is that it only reveals similarity and 
might not indicate function. Therefore, it is better to use data that describe the 
natural situation as accurately as possible (e.g., comparing 3D structures of 
proteins with each other). This is because 3D structures rather than the primary 
sequence is conserved during evolution processes. However, in most cases, the 
information will consist of a primary sequence alone. One should, nonethe-
less, compare deduced protein sequences rather than DNA if the query DNA 
is likely to encode for a protein. This also enables the detection of remote 
homologs (97). In DNA comparisons, there is noise from the rapidly mutated 
third-base position in each codon and from comparisons of noncoding frames. 
In addition, amino acids have chemical characteristics that allow degrees of 
similarity to be assessed, rather than simple recognition of identity or noniden-
tity. DNA versus DNA comparison (BLASTN program) is typically used to 
find identical regions of sequence in a database. One should apply this search 
to find RNA-encoding or regulatory regions and/or to discover whether a 
protein-encoding gene has been previously sequenced or contains splice junc-
tions. Briefly, protein-level searches are valuable for detecting evolutionarily 
related genes, whereas DNA searches are best for locating nearly identical 
regions of sequence. The following should be considered when designing a 
database search:

1. Search a large current database (SWISS-Prot, EMBL, and Genebank).
2. Compare relevant data.
3. Filter query for low-complexity regions.
4. Interpret scores with E values.
5. Recognize that most homologs are not found by pairwise sequence 

comparison.
6. Consider slower and more powerful methods, but use iterative programs 

with great caution (iterative programs might indicate homology, which is 
not related to function).

3.2. Sequence Databases

Protein-homology searches are usually performed employing the nr (nonre-
dundant) sequence database at the NCBI (National Center for Biotechnology 
Information) website. The nr database combines data from several sources, 
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removes redundant identical sequences, and yields a collection with nearly all 
known proteins. A frequent update of the NCBI nr database guarantees that the 
most recent and complete database is used. Obviously, a search will not iden-
tify a sequence that has not been included in the database and, as databases are 
growing so rapidly, use of a current database is essential. Several specialized 
databases are also available, each of which is a subset of the nr database. One 
might also wish to search DNA databases at the protein level. Programs can do 
so automatically by first translating the DNA in all six reading frames and then 
making comparisons with each of these translations. The nr database, which 
contains the most publicly available DNA sequences, is useful to search when 
hunting for new genes; identified genes in this database would already be in 
the protein nr database. Because of the different combinations of queries and 
database types, there are several variants of BLAST (87,89,90). The BLAST 
programs can be run via the Internet or they can alternatively be downloaded 
from an ftp site to run locally. Another option is to use the FASTA package 
(97). The FASTA program is slower but can be more effective than BLAST. 
The package also contains SSEARCH, an implementation of the rigorous 
Smith–Waterman algorithm, which is slow but the most sensitive. Iterative 
programs such as PSI-BLAST require extreme care in their operation because 
they can provide misleading results; however, they have the potential to find 
more homologs than purely pairwise methods. The effectiveness of any align-
ment program depends on the scoring systems it employs (88,92,93).

3.3. Protein Family and Motif Databases

There are several collections of amino-acid-sequence motifs that indicate par-
ticular structural or functional elements. Web-based searches of these collec-
tions with a newly identified sequence allow reasonably confident functional 
predictions to be made. A variety of genome- and cDNA-sequencing projects 
is producing raw sequence data at a breathtaking speed, creating the need for 
a large-scale functional classification effort. On a smaller scale, the average 
molecular biologist can also be faced with a new sequence without any a 
priori functional knowledge. Any hint as to whether the newly identified gene 
encodes a transcription factor, a cytoskeletal protein, or a metabolic enzyme 
would certainly help to interpret the experimental results and would suggest a 
direction for subsequent investigations.

3.3.1. Protein versus Domain Classification
The first step is usually a database search with BLAST or a similar program. 
Optimally, the BLAST output would show a clear similarity to a single, 
well-characterized protein spanning the complete length of the query protein. 
However, in the worst case, the output list would fail to show any significant 
hit. In reality, the most frequent result is a list of partial matches to assorted 
proteins, most of them uncharacterized, with the remainder having dubious or 
even contradictory functional assignments. Much of this confusion is caused 
by the modular architecture of the proteins involved. An analysis of known 
3D protein structures reveals that, rather than being monolithic, many of them 
contain multiple folding units. Each unit (domain) has its own hydrophobic 
core and has most of its residue–residue contacts internally. In order to fulfill 
these conditions, independent domains must have a minimum size of approx 
50 residues unless stabilized by metal ions or disulfide bridges. Analysis of 
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protein sequences contradicts this structural observation. Sequence pairs frequently 
exhibit localized regions of similarity, whereas the rest of the proteins are 
totally dissimilar. Folding independence for all of these so-called homology 
domains has not been demonstrated experimentally. For protein classifica-
tion, it is important to note that the homology domains also frequently harbor 
independent functions. Some domains have enzymatic activity, others bind to 
small messenger molecules, and others specifically bind to DNA, RNA, or 
proteins. A multidomain protein can, therefore, have more than one function 
and belong to more than one protein family or class. For this reason, most of 
the current approaches to protein functional classification focus on domains 
rather than complete proteins.

3.3.2. The Protein Superfamily Assignment
Efforts have been undertaken to group protein sequences into families and 
superfamilies. The various approaches differ in their degree of automation, 
their comprehensiveness, their focus on complete proteins or protein domains, 
and the methodology applied. Some of these efforts are aimed exclusively at 
the classification of existing sequence data. Others go one step further and aim 
to extract the essential features from sequence families and to store them in the 
form of domain or motif descriptors, which can then be used for searches with 
user-supplied protein sequences. These searches exert high sensitivity, which 
has proven to be most useful for the functional assignment of unknown pro-
teins. A parallel development, which will be discussed later, is the classifica-
tion of protein 3D structures. A comprehensive discussion of this topic can be 
found in refs. 98 and 99. Some of the most popular collections, which consider 
the modular nature of proteins, are briefly discussed. The PROSITE pattern 
library was one of the pioneering efforts in collecting descriptors for important 
protein motifs with biological relevance (100,101). A PROSITE pattern does 
not describe a complete domain or even protein, but just tries to identify the 
functionally most important residue combinations, such as the catalytic site of 
an enzyme. All motifs are accompanied by extensive documentation, includ-
ing references. However, the short patterns do not contain enough information 
to yield statistically significant matches in the large and growing protein data-
bases. Consequently, a certain number of false-positive hits is to be expected 
when carrying out a database search, and any hit reported after scanning the 
PROSITE database with a sequence has to be treated with appropriate caution. 
To solve these restrictions, the PROSITE pattern library has been supple-
mented since 1995 by the PROSITE profile library (101). Generalized profiles 
are at an intermediate position between a sequence-to-sequence comparison 
and the matching of a regular expression to a sequence (102). The ProDom 
database was the first comprehensive collection of complete protein domains 
(103,104). It is derived from SWISS-PROT, and the domains are denoted only 
by cluster numbers and do not contain any biological annotation. Moreover, 
the automatically determined domain boundaries are unreliable and the asso-
ciated search methods are not very sensitive. Pfam, which is derived from 
ProDom, contains HMMs, which are conceptually related to the PROSITE 
profiles (53,105). The Pfam models typically span complete protein domains 
and can be searched with the HMMER package or on a web-based server. 
The current release of Pfam (10.0) contains 6,190 families (106). Similar to 
the PROSITE profiles, the Pfam models are refined iteratively, starting from 



336 B. H. A. Rehm and F. Reinecke

clear homologs and incorporating increasingly distant family members in the 
process. Because of their information-rich descriptors, both collections are 
able to detect even very distant instances of a protein motif that are rarely 
found by any other method. Because Pfam models and PROSITE profiles 
can be interconverted (102) combination searches are available at InterPro 
(107,108). The current release of InterPro (7.0) contains 8547 entries describing 
6416 families, 1902 domains, 163 repeats, 26 active sites, 20 binding sites, 
and 20 posttranslational modifications. The use of this integrated service is 
therefore recommended, although there are still some specialized databases 
that are not covered. MEROPS (109) is a catalog and classification system of 
enzymes with proteolytic activity (peptidases or proteases).

NIFAS is a Java applet, which retrieves domain information from the Pfam 
database and uses ClustalW to calculate a tree for a given domain and to enable 
visual analysis of domain evolution in proteins. Consideration of the evolution 
of certain domains might be important for functional annotation of modular 
proteins and for understanding the function of individual domains (110). 
SMART (simple modular architecture research tool) allows the identification 
and annotation of genetically mobile domains and the analysis of domain 
architectures. The SMART database is an independent collection of HMMs 
(domain families)–660 in version 3.5–focusing on protein domains related to 
signaling, extracellular, and chromatin-associated proteins (111–113). These 
domains are extensively annotated with respect to phyletic distributions, functional 
class, tertiary structure, and functionally important residues. Domains found 
in the nr protein database as well as search parameters and taxonomic information 
are stored in a relational database system. User interfaces to this database 
allow searches for proteins containing specific combinations of domains in 
defined taxa. BLOCKS (114) and PRINTS (63,115) are two motif databases 
that represent protein or domain families by several short, ungapped multiple 
alignment fragments. The current release of BLOCKS (13.0) contains 8,656 
blocks representing 2,101 groups, which are derived from PROSITE patterns. 
The blocks for the BLOCKS database are made automatically by looking 
for the most highly conserved regions in groups of proteins documented in 
the PROSITE database. The Internet-based versions of the PROSITE and 
SWISS-PROT databases that are used are located at the ExPASy molecular 
biology web-server of the Geneva University Hospital and the University of 
Geneva. The blocks created by Block Maker are created in the same manner 
as the blocks in the BLOCKS database but with sequences provided by the 
user. Results are reported in a multiple-sequence alignment format and in the 
standard Block format for searching. PRINTS is a compendium of protein 
fingerprints. A fingerprint is a group of conserved motifs used to character-
ize a protein family; its diagnostic power is refined by iterative scanning of 
a composite of SWISS-PROT+SP-TrEMBL. Usually the motifs do not over-
lap, but are separated along a sequence, although they might be contiguous 
in 3D space. Fingerprints can encode protein folds and functionalities more 
flexibly and powerfully than can single motifs, their full diagnostic potency 
deriving from the mutual context afforded by motif neighbors. BLOCKS and 
PRINTS can be searched with the same programs at the website InterPro (see 
above). Domains important in signal transduction are likely to be found with 
the PROSITE profiles or SMART; Pfam emphasizes extracellular domains, 
and the PROSITE patterns are good at identifying enzyme classes by their 
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active-site motif. Recently, a unified protein family resource, MetaFam, was 
generated to support the general classification efforts (116). MetaFam is a pro-
tein family classification built up from 10 publicly accessible protein family 
databases (Blocks + DOMO, Pfam, PIR-ALN, PRINTS, PROSITE, ProDom, 
PROTOMAP, SBASE, and SYSTERS). Meta-Fam’s family “supersets” are 
created automatically by comparing families between the databases. However, 
the number of available single and combined domain descriptors should not be 
overestimated as a quality criterion, as the databases and the associated search 
methods differ in generality and sensitivity. The most promising approach to 
predicting the exact function of a protein is to find its characterized ortholog 
from a different species or a well-conserved paralog that fulfills a related but 
different function (117). In addition, the databases contain large amounts of 
incorrect annotated sequences.

3.4. Protein Structure Databases

The complexity and sophistication of biological molecular interactions are 
astonishing. In this context, it is essential to develop bioinformatic tools that 
reliably allow the prediction of protein structure, as the structure determines 
interaction with all kinds of small molecules (substrates, activators, repressors, 
drugs) and other proteins (either specific as in natural multiprotein complexes 
or unspecific), consequently revealing the protein’s function. In the near future, 
representative structures for most water-soluble protein domains will be availa-
ble, which will allow modeling and classification of related sequences to provide 
structures for all gene products. However, elucidating the function of all gene 
products in vivo will be a long-term challenge for biologists. The emphasis will 
shift to understanding of principles and control of biological function and the 
interactions between molecules. A 3D model of a protein can help one to under-
stand the “docking” of ligands and proteins, which is essential to enable their 
rational design or modification to efficiently discover drug targets or design new 
drugs targeting both proteins in pathogens and disease-related human proteins.

3.4.1. Structure Classification
The Protein Data Bank, a computer-based archival file for macromolecular 
structures, was founded under the term “Brookhaven National Laboratory 
Protein Data Bank” (BNL PDB) in 1977 (118). Today, the PDB repository for 
the processing and distribution of 3D biological macromolecular structure data 
contains over 22,053 entries in a standardized file format that can be browsed 
and searched online (119). There are several projects taking data from PDB for 
further analysis. The SCOP (120) database aims to provide a detailed and com-
prehensive description of the structural and evolutionary relationships among all 
proteins whose structure is known, including all entries in PDB. It is available 
as a set of tightly linked hypertext documents, which make the large database 
comprehensible and accessible. SCOP uses three different major levels of hier-
archy: family (clear evolutionarily relationship), superfamily (probable common 
evolutionary origin), and fold (major structural similarity). A similar approach 
is realized in the CATH database (121,122), which is also a hierarchical domain 
classification of protein structures in the PDB but only crystal structures solved 
to resolution better than 3.0 Å are considered, together with nuclear magnetic 
resonance (NMR) structures. CATH employs four major levels in this hierarchy: 
class, architecture, topology (fold family), and homologous superfamily.
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3.4.2. Structure Modeling
Three-dimensional structure prediction (modeling) of proteins produces reli-
able results only using the “homology modeling” approach, which generally 
consists of four steps:

1. Data banks searching to identify the structural homolog.
2. Target-template alignment.
3. Model building and optimization.
4. Model evaluation.

SWISS-MODEL is a server for automated comparative homology modeling 
of 3D protein structures. It pioneered the field of automated modeling starting 
in 1993 (123) and is the most widely used free web-based automated mod-
eling facility today. In 2002, the server computed 120,000 user requests for 
3D protein models. SWISS-MODEL provides several levels of user interac-
tion through its Internet interface (124). In the “first approach mode,” only an 
amino acid sequence of a protein is submitted to build a 3D model. Template 
selection, alignment, and model building are performed completely automated 
by the server. In the “alignment mode,” the modeling process is based on a 
user-defined target–template alignment. Complex modeling tasks can be han-
dled with the “project mode” using Deep View (125), the Swiss-PdbViewer 
(available for PC, Macintosh, Linux and SGI, downloadable from http://www.
expasy.org/spdbv), an integrated sequence-to-structure workbench. All models 
are sent back via e-mail with a detailed modeling report. WhatCheck analyses 
and ANOLEA evaluations are provided optionally. Similar homology model-
ers are CPHmodels (86), Geno3D (126), and ESyPred3D (127).

3.5. Protein Interaction Databases

Protein-protein interactions play important roles in nearly every event that 
takes place in a cell. The Biomolecular Interaction Network Database (BIND) 
is a database designed to store full descriptions of interactions, molecular 
complexes, and pathways (128). An Interaction record is based on the interac-
tion between two objects. An object can be a protein, DNA, RNA, ligand, or 
molecular complex. The description of an interaction encompasses cellular 
location, experimental conditions used to observe the interaction, conserved 
sequence, molecular location of interaction, chemical action, kinetics, thermo-
dynamics, and chemical state and can be accessed through a BLAST search 
against the database to gather information on the interactions of the query 
sequence stored in BIND (128). The DIP database (129) catalogs experi-
mentally determined interactions between proteins. It combines information 
from a variety of sources to create a single, consistent set of protein–protein 
interactions.

3.5.1. Protein–Protein Interaction Prediction and Docking
The protein–protein or protein–ligand docking problem started to fascinate 
biophysical chemists and computational biologists almost 30 yr ago (130,131). 
Given the 3D structures of two interacting proteins, a docking algorithm aims 
to determine the 3D structures of the complex by rotating and translating the 
proteins, generating a large number of candidate complexes in the computer, 
and to select favorable ones. Docking procedures are tested first on protein–
protein complexes taken from the Protein Data Bank, mostly protease-inhibitor 

http://www.expasy.org/spdbv
http://www.expasy.org/spdbv
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and antigen-antibody complexes. The CAPRI experiment (132), inspired by 
the CASP (Critical Assessment of Structure Prediction) algorithm was given 
atomic coordinates for protein components of several target complexes. The 
predicted interactions were assessed by comparison to x-ray structures and 
show significant success on some of the targets. However, the prediction failed 
with others, and progress is still needed before large-scale predictions of pro-
tein–protein interactions can be made reliably. The docking of small molecules 
and proteins is reviewed in ref. 133

4. Bioinformatics Genomics and Medical Applications

4.1. Genome Analysis and Databases

Most software tools and databases presented above can be used with any kind 
of DNA or protein sequence. The availability of complete genome sequences 
of hundreds of more or less related organisms (mainly prokaryotes) allows 
additional approaches leading the assignment of function to thus far unknown 
genes and proteins that are not possible with just a subset of a genome. There 
are also a number of medically related databases such as OMIM (Online 
mendelian inheritance in man), which contains information regarding inher-
ited and other diseases. Furthermore, attempts to correlate data regarding 
particular diseases are also being developed, such as the Cancer Genome 
Anatomy Project, which is a database of known mutations in genes arising 
in particular tissues.

4.2. Comparative Genomics

Methods requiring complete genome sequences include 1) mapping and 
alignments of entire genomes of closely related organisms to identify clusters 
and functional units. 2) metabolic pathway reconstruction to identify miss-
ing links and assign function (which is of special biotechnological interest), 
and 3) comparison of entire genomes of closely related organisms with a 
different phenotype. The latter technique is suitable for detecting genes that 
might contribute to virulence toward humans or plants. It is, therefore, of 
special interest for medical science, the pharmaceutic industry, and agriculture. 
By means of subtracting the entire genome of a harmless bacterium (e.g., 
a Bacillus strain) from the genome of a closely related virulent bacterium 
(e.g., Bacillus anthracis), genes that are not related to virulence are eliminated. 
This procedure yields candidates that are probably responsible for the patho-
genic phenotype of B. anthracis (134,135) or might be suitable for use as 
vaccines (136). As a consequence, these genes represent promising targets for 
specific drugs against the virulence system of B. anthracis without affecting 
apathogenic strains. The described comparison can be performed using pre-
dicted genes only; more accurate results are obtained comparing expression 
profiles or applying proteomics.

Comparisons of entire genomes reveal clusters that are conserved. Clusters 
of orthologous groups of proteins (COGs) were delineated by comparing 
protein sequences encoded in 43 complete genomes, representing 30 major 
phylogenetic lineages. Each COG consists of individual proteins or groups 
of paralogs from at least three lineages and, thus, corresponds to an ancient 
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conserved domain. The COG database (137,138) provides a phyletic pattern 
search web page that is available to facilitate the creation of a specific filter 
that, as being applied to the COGs, can filter out a COG set that will comply 
with the condition specified in the query.

4.3. Pharmacogenomics

Pharmacogenomics is the study of how an individual’s genetic inheritance 
affects the body’s response to drugs. The term comes from the words phar-
macology and genomics and is, thus, the intersection of pharmaceuticals and 
genetics. Pharmacogenomics holds the promise that drugs might one day be 
tailor-made for individuals and adapted to each person’s own genetic makeup. 
Environment, diet, age, lifestyle, and state of health can influence a person’s 
response to medicines, but understanding an individual’s genetic makeup is 
thought to be the key to creating personalized drugs with greater efficiency 
and safety. Pharmacogenomics combines traditional pharmaceutical sciences 
such as biochemistry with annotated knowledge of genes, proteins, and single-
nucleotide polymorphisms.

The anticipated benefits of pharmacogenomics are as follows:

1. More powerful medicines (by a therapy more targeted to specific diseases).
2. Better, safer drugs (doctors will be able to analyze a patient’s genetic profile 

and prescribe the best available drug therapy from the beginning).
3. More accurate methods of determining appropriate drug dosages (dosages on 

weight and age will be replaced with dosages based on a person’s genetics).
4. Advanced screening for disease (knowledge of a particular disease suscep-

tibility will allow careful monitoring, and treatments can be introduced at 
the most appropriate stage to maximize their therapy).

5. Better vaccines (vaccines made of genetic material, either DNA or RNA, 
promise all the benefits of existing vaccines without all the risks).

6. Improvements in the drug discovery and approval process (pharmaceutical 
companies will be able to discover potential therapies more easily using 
genome targets),

7. Decrease in the overall cost of health care.

The explosion in both single-nucleotide polymorphism (SNP) and microarray 
data generated from the human genome project has necessitated the develop-
ment of a means of cataloging and annotating (briefly describing) these data 
so that scientists can more easily access and use it for their research. Database 
repositories for both SNP (dbSNP) and microarray (GEO) data are available 
at the NCBI. These databases include either descriptive information about 
the data within the site itself (GEO) or links to NCBI and external information 
resources (dbSNP). Access to these data and information resources allows 
scientists to more easily interpret data that will be used not only to help 
determine drug response but to study disease susceptibility and conduct basic 
research in population genetics.

4.3.1. SNP Databases
A key aspect of human genome research and pharmacogenomics is asso-
ciating sequence variations with heritable phenotypes. The most common 
variations are SNPs, which occur approximately once every 100–300 
bases. Because SNPs are expected to facilitate large-scale association 
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genetics studies, there has recently been great interest in SNP discovery and 
detection. The cSNP database specializing on human chromosome 21 is a 
joint project between the Division of Medical Genetics of the University of 
Geneva Medical School and the Swiss Institute of Bioinformatics, which 
offers BLAST and text searches to explore their data. In collaboration with 
the National Human Genome Research Institute, the National Center for 
Biotechnology Information has established the dbSNP database (139) to serve 
as a central repository for both single-base nucleotide subsitutions and short 
deletion and insertion polymorphisms. Once discovered, these polymorphisms 
could be used by additional laboratories, using the sequence information 
around the polymorphism and the specific experimental conditions. The data 
in dbSNP are integrated with other NCBI genomic data and are accessible by 
the same tools as other NCBI databases.

4.3.2. Expression Profiling
The Gene Expression Omnibus (GEO) is a gene expression and hybridization 
array data repository, as well as a curated, online resource for gene expres-
sion data browsing, query, and retrieval. GEO was the first fully public high-
throughput gene expression data repository and became operational in July 
2000 (140). There are several ways to deposit and retrieve GEO data. The 
search facilities “Gene profiles,” “Dataset,” and “Sequence BLAST” are pow-
erful and link to the well-known Entrez-Interface, including accession links to 
relevant genes and proteins.
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1. Introduction

Amino acid side-chains of proteins (as well as some groups added by posttrans-
lational modification, e.g., phosphates) confer charge characteristics. Only at the 
pH value represented by their isoelectric point (pI) do proteins lack charge. In 
fact, this charge is responsible for protein solubility in aqueous solution. When 
placed in an electric field of field strength E, proteins will freely move towards 
the electrode of opposite charge. However, they move at quite different and 
individual rates depending on their physical characteristics and the experimental 
system used (Fig. 23.1). The velocity of movement, v, of a charged molecule 
under these conditions depends on variables described by Eq. 1;

 
v

E q
=

⋅
f  

(1)

The frictional coefficient, f, describes frictional resistance to mobility and 
depends on factors such as protein mass (Mr), degree of compactness, matrix 
porosity and buffer viscosity. The net charge, q, is determined by the number 
of positive and negative charges in the protein arising from charged side-
chains and post-translational modifications such as deamidation, acylation, or 
phosphorylation. Equation 1 implies that molecules will move faster as their 
net charge increases, the electric field strengthens or as f decreases (a function 
of molecular mass/shape). Molecules of similar net charge separate due to dif-
ferences in frictional coefficient whereas molecules of similar mass/shape may 
differ widely from each other in net charge. Consequently, electrophoresis is 
a high resolution technique.

The electric field is established by applying a voltage, V, to a pair of electrodes 
separated by a distance, d (Fig. 23.1), resulting in an electrical field of strength E;

 E
V

d
=  (2)

Current is carried between the electrodes by the buffer that also maintains 
constant pH. The most commonly-used buffer systems in protein electrophoresis 
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are Tris-Cl or Tris-glycine. Buffers are held in reservoirs connected to each 
electrode and provide a constant supply of ions to the electrophoresis system 
throughout the separation.

Ohm’s law relates V to current, I, by electrical resistance, R;

 V = R × I (3)

We might predict that increasing V would result in much faster migration of 
molecules due to greater current. However, large voltages result in significant 
power generation mainly dissipated in the form of heat. The power (in Watts) 
generated during electrophoresis is given by Eq. 4.

 W = I 2 × R (4)

Heat generation is undesirable because it leads to loss of resolution (convection 
of buffer causes mixing of separated proteins), a decrease of buffer viscosity 
(decreases R) and, in extreme cases, structural breakdown of thermally-labile 
proteins. A decrease in R means that, under conditions of constant voltage, 
I will increase during electrophoresis in turn leading to further heat generation 
(Eq. 3). In practice, constant voltage conditions are used in most electrophore-
sis experiments but, for certain applications, a constant power supply may 
be used that maintains W during the experiment allowing V to change (Eq. 4). 
In general, conditions are selected that are adequate to separate samples in a 
reasonable time-frame but that avoid extensive heating.

Because E may vary widely among different experimental formats, the 
electrophoretic mobility, m, of a sample is defined as;

 m n=
E

 (5)
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Fig. 23.1. Physical basis of electrophoresis. Molecules move in an electric field 
(strength E) as determined by their net charge, Mr, and shape. Smaller and more heav-
ily charged species move with a greater velocity whereas proteins of identical charge 
separate because of their differing shape
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Combining this with Eq. 1 shows that;

 
m =

×
×

E q

E f

q

f
=

 
(6)

That is, proteins migrate based on the ratio of net charge to frictional coef-
ficient. Because f is strongly mass-dependent for classes of biopolymers of 
similar shape (e.g., globular proteins), differences in m approximate closely to 
differences in charge/mass ratio.

This is an incomplete description of protein electrophoresis because it 
excludes possible interaction of proteins with the support medium (e.g., gels), 
charge suppression on the protein surface or effects of the buffer composition. 
Thus, protein electrophoresis is largely an empirical technique. High resolu-
tion mobility data can be obtained by comparison with standard molecules of 
similar charge-density and shape. However, it is not usually possible to make 
direct measurements (as compared to comparative measurements) of Mr or 
shape from electrophoretic mobilities alone due to lack of detailed information 
on variables involved in the process. Although most proteins behave predict-
ably in electrophoresis, there are examples of proteins of different charge/mass 
comigrating or of similar charge/mass separating due to differences in their 
electrophoretic mobility.

2. Methods

Electrophoresis was originally performed in solution, but most modern pro-
tein electrophoresis is performed in gel networks (1). Hydrated gels allow 
a wide variety of mechanically-stable experimental formats such as vertical 
electrophoresis in slab gels or electrophoresis in tubes or capillaries. Their 
mechanical stability also facilitates postelectrophoretic manipulation making 
further experimentation possible. Gels used in protein electrophoresis are chem-
ically unreactive and interact minimally with proteins during electrophoresis 
 allowing separation based on physical rather than chemical  differences among 
sample components. Highly-controlled procedures allow formation of gels of a 
narrow range of porosity that will allow only molecules of a defined maximum 
mass to pass through whereas excluding proteins with larger Mr. Increasing/
decreasing the size of these pores alters the mass that can be selected by the 
gel. The most common gel used in protein electrophoresis is formed by polym-
erisation of acrylamide (Fig. 23.2). Inclusion of a small amount of acrylamide 
crosslinked by a methylene bridge (N,N ′-methylene bisacrylamide) forms 
a crosslinked gel with a highly-controlled porosity that is mechanically strong 
and chemically inert. For separation of proteins, the ratio of acrylamide: 
N,N '-methylene bisacrylamide is usually 40:1. Such gels are suitable for high 
resolution separation of proteins across a large mass range (Table 23.1). 
A wider range of Mr in an individual gel is achieved with gradient gels, in 
which a gradient of polyacrylamide (e.g. 5–20%) is formed.

In practice, protein samples are loaded into “wells” formed in polyacryla-
mide that are approximately 1 cm deep. If electrophoresis was performed 
at a continuous pH, protein bands at the end of the experiment would be 
at least 1 cm thick i.e., resolution would be extremely low. High resolution 
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in polyacrylamide gel electrophoresis (PAGE) arises from the fact that the 
experiment is performed in a “discontinuous” system consisting of two gels 
(stacking and resolving) held at pH 6.9 and 8–9, respectively (Fig. 23.3). 
The stacking gel concentrates samples into thin bands or “stacks” that then 
accumulate at the interface between the two gels before separation. This gel 
has a low polyacrylamide concentration (3–5%), low ionic strength and a pH 
near neutrality. The resolving gel, by contrast, has a higher polyacrylamide 
concentration (8–20%), higher ionic strength and an alkaline pH. This gel 
achieves separation of sample molecules stacked at the interface. The lower 
ionic strength of the stacking gel causes higher electrical resistance and hence 
higher E in this gel compared to the resolving gel. At a given V, samples have 
higher mobility in the stacking compared to the resolving gel (Eq. 1).

Sample is applied to the stacking gel in sample buffer containing Tris-gly-
cine at pH 8–9. At this pH, glycine exists in the form of a mixture of anion and 
zwitterion because the pK for deprotonation of −NH3

+ is approx 9.6;

 NH3
+ – CH2– COO– ↔ ΝΗ2–CH2– COO– + H+ (7)

Table 23.1. Range of separation of proteins in polyacrylamide 
gels of differing polyacrylamide concentration.

Acrylamide conc. (%) Separation range (kDa)

 5 > 1,000

 8 300–1,000

12 50–300

15 10–80

20 5–30

Fig. 23.2. Acryalide polymerises in the presence of persulphate radicals to form polyacry-
lamide. N,N ′-methylene bisacrylamide introduces crosslinks between the polyacrylamide 
strands
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Zwitterion form Anion form
As the sample enters the stacking gel at pH 6.9, the balance of this equilib-

rium shifts strongly towards the uncharged zwitterion form that has no elec-
trophoretic mobility. To maintain a constant I, a flow of anions is necessary. 
At pH 6.9, most proteins are anionic and these, together with chloride, replace 
glycinate as mobile ions. In practice, proteins become “sandwiched” between 
chloride (high mobility) and a small amount of glycinate ions (low mobility) 
as they move quickly through the stacking gel, unimpeded by the large pores. 
This phenomenon of “sandwiching” among ions of different electrophoretic 
mobility is called “isotachophoresis.” Chlorine is a strongly electronegative 
atom that moves towards the anode with much greater velocity than any other 
species present. This band of anions leaves behind it a zone of low conduc-
tivity. As this passes through the rest of the sample, molecules in the sample 
become sorted on the basis of their charge from most to least negatively charged. 
Simultaneously, they are concentrated based on this charge discrimination. 
This stacks the sample into a number of thin layers. When this front of ions 
reaches the interface with the resolving gel (pH 8–9) however, the glycinate 
ion concentration increases dramatically (Eq. 7) and now carries the bulk of 
the current. At the same time, protein ions encounter a higher concentration 
of polyacrylamide with a narrow pore size and a more alkaline pH. The thin 
stacks of protein therefore separate in this gel depending on their mass/charge 
and shape characteristics.

Once separated in an electrophoresis experiment, the gel can be stained in 
a variety of ways (2). Coomassie blue is a standard stain that detects most 
proteins. Silver staining is more sensitive and detects low-abundance bands. 
Examples of more specific staining are represented by activity stains (see the 
following) and stains specific for particular categories of proteins such as 
glycoproteins. A further set of applications is made possible by transferring 
proteins from the gels to membranes producing a protein “blot” that can be 
probed with antibodies, stained or otherwise processed.

STACKING GEL 
pH 6.9,  
5% polyacrylamide 

RESOLVING GEL 
pH 8-9,  
5-20% polyacrylamide 

PROTEINS “STACK” BY 
ISOTACHOPHORESIS 

Cl
-

 

Proteins

ELECTROPHORESIS
TIME 

PROTEINS
SEPARATE

IN
RESOLVING GEL 

Fig. 23.3. Discontinuous polyacrylamide gel electrophoresis. Sample is loaded in a 
small “well” in the polyacrylamide stacking gel. It is concentrated into a thin layer 
by isotachophoresis through the stacker and concentrates at the intergel interface. The 
proteins then separate from each other in the resolving gel as sharply defined bands
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2.1. Native Electrophoresis

Polyacrylamide is a suitable environment for the electrophoretic separation 
of proteins under native conditions in which proteins are regarded as being 
in their natural, biologically-active form. They separate based on intrinsic 
charges of groups located on the protein surface (1). Each protein has a char-
acteristic mobility in a nondenaturing system determined by a combination of 
these charges combined with physical characteristics such as Mr and shape.

2.2. SDS Polyacrylamide Gel Electrophoresis

Proteins are held together by noncovalent, interactions such as hydrogen 
bonds and salt bridges. These can be disrupted to denature proteins and then to 
separate them electrophoretically by denaturing electrophoresis. Such experi-
ments are useful with proteins because they have an especially varied range 
of tertiary structures. Electrophoretic mobility in denaturing conditions is altered in 
comparison to that in nondenaturing conditions. This results from altered 
charge and/or shape because the polypeptide now migrates as an unstructured 
monomer through the gel. Any biological activity or quaternary structure asso-
ciated with the sample components is lost in denaturing electrophoresis.

A possible denaturation strategy is offered by the chaotropic agent, urea (3), 
which has the useful property that, whilst itself possessing zero net charge, it 
is nonetheless a polar molecule with unequal internal charge distribution. High 
concentrations of urea interrupt protein hydrogen bonds, leading to complete 
disruption of secondary, tertiary and quaternary structure. Urea renders polypep-
tides highly water-soluble but, because it is uncharged, it does not migrate in 
electric fields. Proteins therefore migrate in urea as determined by their net 
intrinsic charge, despite the fact that they are denatured under these conditions.

The detergent sodium dodecyl sulphate (SDS) contains a 12-carbon hydro-
phobic chain and a polar sulphated head and is also a powerful denaturant of 
protein structure. The hydrophobic chain intercalates into hydrophobic parts 
of the protein by detergent action, disrupting tertiary structure. The sulphated 
head remains in contact with water, maintaining the solubility of the detergent-
protein complex. This disrupts the folded structure of single polypeptides as 
well as subunit–subunit (i.e., quaternary structure) and protein-membrane 
interactions. SDS coats proteins more or less uniformly with a “layer” of negative 
charge. They therefore always migrate towards the anode when placed in 
an electrical field, regardless of their original intrinsic charge. The negative 
charge gives a charge-density largely independent of the primary structure or 
Mr of the polypeptide. For this reason, there is a close relationship between 
mobility of SDS-protein complexes in polyacrylamide gels and the protein 
Mr. This is called SDS PAGE, the most widely-used form of protein electro-
phoresis (4).

SDS PAGE has a number of important limitations. It is assumed that proteins 
migrate as perfect spheres with a uniform charge-distribution. Proteins deviating 
from a globular shape (e.g., fibrous proteins) or proteins binding above- or 
below-average amounts of SDS may behave nonideally and inaccurate Mr 
estimates might result. It is therefore important to compare unknown proteins 
to appropriate standards in SDS PAGE (i.e., globular unknowns with globular 
standards and fibrous unknowns with fibrous standards). Mr values estimated 
by this technique are often referred to as “apparent Mr” because they depend 
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on comparison with other proteins rather than on direct measurement. Post-
translational modifications can also alter protein mobility in SDS PAGE gels 
(e.g., SDS does not bind to sugar so glycoproteins migrate slower in SDS PAGE).

2.3. Isoelectric Focusing

The net charge on a protein varies with pH. This is a reflection of differences 
in amino acid sequence and/or post-translational modification. Under standard 
experimental conditions and in the absence of extensive chemical modification, 
pI may be regarded as a constant property of a protein. We can determine pI 
experimentally by isoelectric focusing (IEF). This involves formation of a sta-
ble pH gradient (5). It is technically difficult to achieve this with buffer compo-
nents because they would simply diffuse together in free solution. Ampholytes 
are synthetic, low Mr heteropolymers of oligoamino and oligocarboxylic acids. 
Various combinations of amino and carboxylic acid groups allow synthesis of a 
wide range of polymers each possessing a slightly different pI. When a mixture 
of ampholytes is placed in an electric field, each migrates to its individual pI 
value where it acts as a local buffer, thus forming a pH gradient.

An alternative to the use of free ampholytes is provided by immobilized pH 
gradients (6). This involves the use of acrylamide derivatives (immobilines) 
that contain weak acid or base groups. The acid groups have pK values of 
3.6–4.6 whereas basic groups have pKs of 6.2, 7.0, 8.5, or 9.3. At least one 
each of the acid and alkaline immobilines are mixed together in the presence 
of acrylamide monomers to form a polyacrylamide gel. By varying the iden-
tity and number of immobilines from the two categories available, a variety 
of pH gradients may be generated. A particular advantage of these gradients 
over those formed with free ampholytes is that they can cover a very narrow 
pH-range allowing finer resolution among similar pI values. Such gradients 
can now be localised on plastic strips that are commercially available and that 
result in highly reproducible pH gradients.

2.4. Capillary Electrophoresis

It was pointed out above that high values of V lead to considerable heat 
generation in electrophoresis and this places an effective upper limit of 300–500 V 
on most protein electrophoresis separations. However, performance of elec-
trophoresis in very thin capillaries, with small internal volumes and relatively 
large surface areas, enables use of V up to values of 5–50 kV because heat 
is efficiently dissipated. This is the basis of capillary electrophoresis (CE), a 
major analytical application of protein electrophoresis (7). The glass capil-
lary used in CE has an inner-diameter of 10–100 µm, an external diameter 
of 300 µm and a typical length of 10–100 cm. This gives an included volume 
for separation that is approximately a thousand times smaller than that of a 
conventional protein electrophoresis gel. The capillary may be filled with a 
buffer (free solution CE) with a polyacrylamide gel or a noncrosslinked linear 
polymer (gel electrophoresis CE or capillary gel electrophoresis). All of the 
electrophoresis applications so far described in this chapter such as IEF, non-
denaturing electrophoresis, and SDS PAGE are possible in CE. Small sample 
volumes (nL) and loadings (Attomoles) are typical of CE.

Because a major component of glass used in capillaries is negatively-
charged silica, a layer of counter-ions such as Na+ and H+ assemble along 
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its interior surface that, in turn, attracts a hydration layer of water. During 
electrophoresis, the positively-charged Na+/H+ ions are electrophoretically 
attracted towards the cathode carrying the hydration layer with them. This 
phenomenon, called electroosmotic flow, has a particular significance in CE 
due to the extremely small internal volume of the capillary (7). The hydration 
layer represents a major fraction of the water contained within the capillary. 
Electroosmotic flow is therefore quantitatively particularly important in CE. 
It is strongly pH-dependent being up to ten times faster at low than at high 
pH. Simultaneously, samples also experience electrophoretic flow (i.e., posi-
tively charged ions are attracted to the cathode, negatively charged ions to the 
anode). The precise mobility of an individual ion will therefore be the result 
of a combination of these two flows. Positively charged ions will tend to flow 
toward the cathode as a result of both electroosmotic and electrophoretic flow 
whereas uncharged components will move towards the cathode in response to 
electroosmotic flow only. Negatively charged ions will move either towards 
the cathode or the anode depending on the relative strength of the two flows.

This gives rise to some apparent paradoxes because uncharged molecules 
move in a CE system (in most electrophoresis systems they experience no 
movement) and negatively-charged ions can move towards the cathode in 
such systems (which seems to contradict electrostatic attraction). By varying 
pH and hence the strength of electroosmotic flow, separation of individual 
components can be optimised in CE. If it is desired to carry out separations on 
the basis of differences in electrophoretic flow alone, it is possible to coat the 
inner surface of the capillary to remove ionic interactions. Such interactions 
may be undesirable in separation of proteins.

3. Applications

3.1. Native Electrophoresis

3.1.1. Protein Mass Determination by Nondenaturing Electrophoresis
Nondenaturing electrophoresis allows determination of protein native Mr. 
Because mobility is strongly affected by mass and shape, it is possible to 
compare the mobility of a protein of unknown mass with a series of standards 
of similar shape but known Mr. This mobility is measured in nondenaturing 
gels of differing polyacrylamide concentration. The mobility of each protein 
is measured and expressed as Rf. A plot of log Rf for each standard protein 
versus % polyacrylamide is then made (it is necessary to use a minimum of 
five different polyacrylamide concentrations for accurate results) (Fig. 23.4). 
The negative slope of these plots is the retardation coefficient, Kr, for that 
protein as;

 Kr = – (slope) (8)

In the case of globular proteins, there is a linear relationship between Kr 
and the Stokes radius. A plot of Kr versus Mr generates a standard curve from 
which native Mr may be estimated. These data complement mass estimates 
from other techniques (e.g., gel filtration) and are especially useful when only 
small amounts of protein are available. Combining such measurements with 
Mr estimates from SDS PAGE (see below) allows protein quaternary structure 
to be determined.
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3.1.2. Activity Staining
Proteins generally retain biological activity in nondenaturing electrophoresis. 
Thus, catalytic activity of enzymes can be used as a specific stain, a process 
called “activity staining.” An artificial substrate is converted to an insoluble, 
coloured product by the enzyme-catalysed reaction. The location of the pro-
tein in the gel can be visualised by observation of the insoluble (and therefore 
precipitated) product. Because a single enzyme may go through many thou-
sands of catalytic cycles in a few minutes, very tiny amounts of enzyme can 
be visualised.

Particular activity stains are available for groups of enzymes sharing a 
common catalytic process such as dehydrogenases (they reduce tetrazolium to 
produce formazan that is insoluble) (8). By selecting substrates specific for a 
particular dehydrogenase (e.g., succinate for succinate dehydrogenase, malate 
for malate dehydrogenase) highly individual staining for dehydrogenases can 
be achieved with essentially the same staining procedure. This can be useful 
in identifying which band among several visible on a nondenaturing gel is 
the band representing the enzyme of interest and is especially useful in dem-
onstrating the presence of multiple enzymes catalysing a particular chemical 
reaction in biological extracts. Activity-stained nondenaturing gels are called 
zymograms and these may be used to characterise cell-types, tissues, individuals 
and populations on the basis of isoenzyme expression.

3.1.3. Counting Protein Thiols
Protein thiols react quantitatively with iodoacetic acid. This confers an extra 
negative charge on each cysteine. Conversely, reaction with iodoacetamide 
results in no net charge change (Fig. 23.5). By treating a protein with an 
increasing ratio of iodoacetic acid:iodoacetamide, progressively more nega-
tive charges can be introduced to the protein ranging from 0 to n, the number 
of protein thiols. Mixing all the samples together across this ratio generates a 
“ladder” of bands with the number of bands equating to n +1.
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Fig. 23.4. Determination of native Mr by nondenaturing electrophoresis. (A) The mobility 
(Rf) of proteins of known Mr are estimated in nondenaturing gels of differing percent-
ages. The retardation coefficient (Kr) is calculated as the negative slope of this line for 
each protein. (B) Kr is plotted against Mr to generate a standard curve. Based on the Kr 
of the unknown protein (arrow) a value for Mr can be calculated
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3.2. SDS PAGE

3.2.1. Mr Determination by SDS PAGE
SDS PAGE allows determination of subunit Mr by comparison with standard 
proteins because a plot of mobility versus log Mr forms a standard curve (4). 
Insights to aspects of protein structure can be obtained by varying this simple 
experiment (Fig. 23.6). Two subunits linked by disulphide bridges will migrate 
as a single species under nonreducing conditions while migrating as indi-
vidual subunits in reducing conditions. Inclusion of a reducing agent (e.g., 
2-mercaptoethanol) in sample and running buffer facilitates this comparison. 
The reducing gel might reveal two subunit Mr values, whereas the nonreducing gel 
would give a larger Mr corresponding to that of the intact protein, the sum of 
the values for the individual subunits. Pretreatment of proteins with crosslink-
ing agents such as dimethyl suberimidate allows crosslinking between adjacent 
subunits containing the common amino acid lysine (Fig. 23.6). Such crosslink-
ing experiments can reveal structural associations among subunits in oligomeric 
proteins by comparing Mrs of crosslinked to noncrosslinked subunits.
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Fig. 23.5. Counting protein thiols in native gels. (A) Iodoacetic acid reacts with pro-
tein thiols to introduce a negative charge. This species will migrate further towards the 
anode than the original protein. Iodoacetamide reacts with thiols but does not add an 
extra negative charge. (B) Treating protein with 1 mM iodoacetic acid introduces four 
negative charges whereas treatment with 1 mM iodoacetamide introduces no negative 
charges. Altering the ratio of iodoacetic acid to iodoacetamide generates a series of 
charge variants dependant on n. Electrophoresis of samples from across this gradient 
reveals a “ladder” of these variants. Counting the bands gives n +1
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3.2.2. Determination of Disulphide Bridge Patterns by Diagonal Gels
Some proteins contain disulphide bridges that are formed in the endoplasmic 
reticulum in a reaction catalysed by protein disulphide isomerase. This is a 
key aspect of protein folding. The pattern of protein disulphides in a protein 
extract can be altered by processes such as oxidative stress. A means of study-
ing this is offered by first carrying out SDS PAGE in nonreducing conditions 
(Fig. 23.7). The entire gel track is excised, exposed to reducing buffer and 
electrophoresed orthogonally under reducing conditions (9). Proteins lacking 
disulphides migrate identically under reducing and nonreducing conditions 
forming a diagonal. Proteins with intermolecular disulphide bridges migrate in 
the second dimension as individual polypeptides and therefore migrate below 
the diagonal. Proteins with intramolecular disulphide bridges have a less 
compact molecular structure and migrate more slowly in reducing conditions 
appearing as bands above the diagonal. In this way, it is possible in a single 
experiment to distinguish nondisulphide bridged proteins with those containing 
intrachain or interchain disulphides.

3.2.3. Two-Dimensional SDS PAGE
SDS PAGE and IEF can be combined in a technique called 2 - dimensional 
electrophoresis (2D SDS PAGE) (6,10). This avails of the fact that proteins 
may have identical Mr or identical pI but rarely share the same value for both 
parameters. In modern practice, pH gradients immobilised on plastic strips 
are used for the IEF dimension. After focusing, the strips are equilibrated in 
SDS PAGE sample buffer and electrophoresed orthogonally through an SDS 
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Fig. 23.6. Insights to protein structure from SDS PAGE. A protein consisting of 50 and 
30 kDa subunits linked by a disulphide bridge will migrate as 80 kDa under nonreducing 
conditions (–ME; 2-mercaptoethanol absent) and as two bands of 50 and 30 kDa, 
respectively, under reducing conditions (+ME; 2-mercaptoethanol present). Similarly, 
two subunits (80 and 40 kDa) that are structurally associated can be chemically 
crosslinked (+XL) so a single polypeptide of 120 kDa is visible in SDS PAGE. In the 
absence of crosslinker (–XL) two bands of 80 and 40 kDa, respectively are visible
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PAGE gel. When stained, the gel usually contains hundreds of distinct spots, 
each corresponding to a single protein. 2D SDS PAGE is a key technique 
in  proteomics because it allows comparison of the protein complement of 
matched biological sample. Thus, a protein present in one sample but absent 
in the other can be recognised. New staining and image analysis technologies 
allow quantitative data to be obtained from such comparisons. Spots of interest 
can be further characterised and identified by direct N-terminal sequencing or 
by mass spectrometry techniques. See p 367 for a typical 2-D gel.
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1. Introduction

Protein blotting, also known as Western blotting refers to the transfer of elec-
trophoresed proteins from the polyacrylamide gel electrophoresis (SDS-PAGE 
or 2-dimensional PAGE [2D-PAGE]) to an adsorbent membrane that binds the 
eluted macromolecules (“the blot”). This method was first described in 1979 
by Towbin et al. (1).

Electrophoretic transfer uses the driving force of an electric field to elute 
proteins from gels. This method is fast, efficient and maintains the high reso-
lution of the protein pattern. Different probes can be used to react with the 
transferred proteins on the blot:

● antibody for the identification of the corresponding antigen,
● lectin for the detection of glycoproteins,
● ligand for the detection of blotted receptor components, etc.

Western transfer with subsequent immunodetection has found wide appli-
cation in the fields of life sciences and biochemistry. The blotted proteins 
can efficiently be detected and characterized, especially those that are of low 
abundance.

The blot is also widely used with various techniques of protein identifi-
cation, from which the measurement of protein mass (mass spectrometry) 
or determination of the protein sequence (N-terminal Edman degradation, 
C-terminal sequence or amino acid analysis).

The power of protein blotting lies in its ability to provide simultaneous resolu-
tion of multiple immunogenic proteins within a sample. The blot analysis generally 
requires small amount of reagents, the transferred proteins on membrane can be 
stored for many weeks before their use and the same blot can be used for multiple 
successive analyses.

This chapter summarizes the different methods (1) to transfer proteins from 
gel to membrane (Section 2.1) and (2) to detect proteins on blots (Section 2.2). 
Several applications of the protein blotting technique are presented in Section 
3 of this chapter.
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2. Methods

2.1. Efficiency of Protein Blotting

Two principal factors affect the efficiency of protein blotting: (1) the elution 
efficiency of proteins out of the gel matrix and (2) the efficiency of binding 
by the membrane.

2.1.1. Elution Efficiency of Proteins and Techniques Used
The efficient transfer of proteins from the gel to a solid membrane support depends 
greatly on the acrylamide concentration of the gel, the ionic strength and the pH of 
the buffer, the additional constituents of the transfer buffer such as sodium-dodecyl-
sulfate (SDS) and methanol (2), and the molecular mass of the proteins transferred. 
In a general way, the lower the percentage of acrylamide and cross-linker, the 
easier the transfer will be. The use of thinner gels allows a faster and more com-
plete transfer. Methanol increases the binding capacity of matrix presumably by 
exposing hydrophobic protein domains, so that they can interact with the matrix. 
When there is SDS in transfer buffer (up to 0.1% w/v), the proteins are negatively 
charged and elute efficiently from the gel. High molecular-weight (MW) proteins 
blot poorly from SDS-PAGE or 2D-PAGE, which leads to low levels of detection 
on immunoblots. However, the transfer of high MW proteins can been facilitated 
with heat, special buffers and partial proteolytic digestion before transfer (3,4).

Protein transfer from gel electrophoresis to membrane has been achieved in 
three different ways: simple diffusion, vacuum-assisted solvent flow and elec-
trophoretic elution (5). This later method is the most common and efficient and 
will be summarized here below. There are currently two main configurations 
of electroblotting apparatus (6):

1.  tanks of buffer with vertically placed wire or plate electrodes (wet 
transfer) and

2.  semi-dry transfer with flat-plate electrodes (see Fig. 24.1). The name semi-
dry transfer refers to the limited amount of buffer that is confined to the 
stacks of filter paper.

Semi-dry blotting requires considerably less buffer than the tank method, 
the transfer from single gels is simpler to set up, it allows the use of multi-
ple transfer buffers and it is reserved for rapid transfers because the use of 
external cooling system is not possible. Nevertheless, both techniques have a 

Fig. 24.1. Assembly of a horizontal electroblotting apparatus for a semi-dry transfer 
with flat-plate electrodes
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high efficacy and the choice between the two types of transfer is a matter or 
preference.

2.1.2. Binding to the Membrane
The binding capacity is mainly determined by the character of the membrane 
but also by the transfer buffer composition (7,8).

Nitrocellulose, PVDF (polyvinylidene difluoride), activated paper, or 
activated nylon have been used successfully to bind transferred proteins. 
Nitrocellulose was the first matrix used in electroblotting and is still the sup-
port used for most experiments. It has a high binding capacity, it is not expen-
sive and the nonspecific protein binding sites are easily and rapidly blocked. 
However, the proteins are not covalently bound and small proteins tend to 
move through nitrocellulose membranes and only a small fraction of the total 
amount actually binds.

PVDF membranes are advantageous because of high protein binding capac-
ity, physical strength and chemical stability. Most commonly used protein 
stains and immunochemical detection systems are compatible with PVDF 
membranes. In addition, replicate lanes from a single gel can be obtained and 
used for different purposes, along with Western analysis (N-terminal sequenc-
ing, proteolysis-peptide separation-internal sequencing, etc.). PVDF mem-
branes can be stained with Coomassie brilliant blue (CBB), allowing excision 
of proteins for N-terminal sequencing.

The efficacy of the Western blot using semi-dry method that uses a simple 
buffer system is illustrated in Fig. 24.2 (6). Human plasma proteins (120 µg) 
were separated by 2-D PAGE, transferred on PVDF membrane and stained 
with Coomassie blue (Fig. 24.2B). The blot pattern is compared to the 
Coomassie blue staining of the same protein sample before transfer from 2-D 
PAGE (Fig. 24.2A). The resolution, shape and abundance of protein spots on 
membrane are comparable to the 2-D polyacrylamide gel pattern.

Fig. 24.2. Plasma proteins separated by 2-dimensional polyacrylamide gel electro-
phoresis and (A) stained with Coomasie Brilliant Blue R250 or (B) transferred to 
PVDF membrane using the semi-dry system (2 h, 15 V) with Towbin buffer diluted 1:2 
in water and stained with Coomasie Blue
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Several protocols have been developed from the basic electroblotting 
procedure to improve the amount of protein transferred and retained on the 
membrane. A review has been published recently (9).

Whatever the membrane used, exceeding its binding capacity tends to reduce 
the signal eventually obtained on blots. For 2-D PAGE, the best  recovery and 
resolution of proteins are obtained when loading 120 ug of human plasma or 
platelet proteins (10).

2.2. Protein Detection

After blotting, the proteins are present in an accessible state, bound to the solid 
matrix of the membrane. They may be assayed for enzymatic function (11), 
chemical reactivity (12) or amino acid sequence (13). However, protein blotting 
is most often followed by reaction of the bound proteins with antibodies, before 
detection with antibody-specific labeled probes (immunoblotting). Another 
interesting probe is lectin, a class of carbohydrate-binding proteins, to discriminate 
and analyze the glycan structure of glycoproteins transferred to membranes (lectin 
blotting) (10).

The following section described the protein stains, the immunodetection of 
antigens and the glycoprotein analysis using lectin blotting.

2.2.1. General Proteins Stains
It is often necessary to visualize the transferred proteins to allow exact alignment 
of bands (if the blot is obtain following SDS-PAGE) or spots (if 2-D PAGE is 
used) and to control the quality of the transfer. Staining refers to the reversible or 
irreversible binding by the proteins of a colored organic or inorganic chemical.

The proteins may be stained before or after the electrotransfer. Initially, the 
stains used for visualization of proteins in gels were also used for nitrocellu-
lose membrane, typically Coomassie blue or amido black (14), although these 
stains cannot be used with nylon membranes because the charged nature of the 
membrane results in very high levels of background staining (15).

One problem with the staining before Western blotting is the longer staining 
time required with proteins contained in the gel matrix.

Staining on blots (after the Western blotting) often represents the preliminary 
step for specific detection/characterization procedures. N-terminal sequencing 
requires permanent staining stains; Coomassie blue has been routinely used with 
nitrocellulose membrane and amido black with PVDF membrane. Conversely, 
immunological and affinity reagents require reversible stains (colorimetric dyes 
such as direct blue 71, copper iodide, metal chelates or fluorescent dye).

The common limitation of protein staining, before or after the electrotransfer, 
is the reduction in immunoreactivity of the membrane-bound proteins. This may 
be caused by the blocking of antibody-binding by the protein-bound stain pro-
teins or to the denaturing effects of solvent during the staining process (16).

Proteins have also been detected after immunoblotting onto membrane sup-
ports directly by use of fluorescent labels (fluorescamine, coumarin), various 
silver staining methods (17) and colloidal particles such as gold, silver, copper, 
iron, or India ink (18).

2.2.2. Specific Immunodetection of Antigens
After transfer, unused macromolecular binding sites of the membrane must be 
blocked to prevent nonspecific adsorption of probe molecules. The  selection 
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of a blocking solution from the wide range available, together with the 
temperature and duration of the blocking incubation, may affect the level of 
background staining (19). The majority of blocking solutions are protein-based. 
Buffered solutions of skimmed milk or casein are widely used and effective.

Two methods are commonly used for detecting proteins, after the addition 
of primary antibody to protein blots that have been blocked: radioactive and 
enzyme-linked reagents.

With Western blotting, the proteins transferred are in a highly denatured state, 
which may prevent the reaction of the majority of antibodies, except those that 
react with conformation-insensitive epitopes to bind (20). This illustrates the 
importance of using polyclonal antibodies that contain multiple epitopes of a 
protein, some of which are likely to be denaturation-resistant. It is commonly 
found that monoclonal antibodies fail to react in Western blotting.

Different modifications of the electrophoresis technique have also been 
developed to retain more of the native protein structure and therefore increase 
the immunoreactivity, for example avoid the use of sulphydryl reagent, reduc-
tion or omission of SDS (21,22).

2.2.3. Specific Stains of Glycoproteins Using Lectin Blotting
Glycoproteins result from the covalent association of carbohydrate moieties 
(glycans) with proteins. The enzymatic glycosylation of proteins is a common 
and complex form of post-translational modification. It has been established 
that glycans perform important biological roles including: stabilization of the 
protein structure, protection from degradation, control of protein solubility, of 
protein transport in cells and of protein half-life in blood. They also mediate 
the interactions with other macromolecules and the recognition and associa-
tion with viruses, enzymes and lectins (23,24).

Carbohydrate moieties are known to play a part in several pathologi-
cal processes. Alterations in protein glycosylation have been observed, for 
example, with the membrane glycoproteins of cancer cells, with the plasma 
glycoproteins of alcoholic patients and patients with liver disease, with the 
glycoproteins in human brains from patients with Alzheimer disease, inflam-
mation and infection. These changes provide the basis for more sensitive and 
more discriminative clinical tests (25–29).

Lectins are carbohydrate-binding proteins that can bind specifically and non-
covalently to a certain sugar sequence in oligosaccharides and glycoconjugates. 
Their restricted binding capacity is the basis not only for recognition of glyco-
proteins but also an indirect way for accessing the composition of their glycan 
moieties. In most cases, they bind more strongly to oligosaccharides (di, tri, 
and tetra saccharides) than to monosaccharides (30,31). Many lectins recognize 
terminal nonreducing saccharides, whereas others also recognize internal sugar 
sequences. For example, concanavalin A binds to internal and nonreducing 
terminal α-mannosyl groups, whereas lectins from Sambucus nigra and from 
Maackia amunrensis show affinity for specific types of sialic acid linkages. 
Together, these later lectins can detect most glycoproteins of animal origin 
because all antennae of the glycans from these sources ending with sialic acid 
residues. See Gravel et al. (2002) (31) for a review of the specificity of lectins for 
glycans and for the description of a protocol for the detection of glycoproteins on 
nitrocellulose membrane using biotinylated lectins and avidin conjugated with 
horseradish peroxidase or with alkaline phosphatase. Figure 24.3A below shows 
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the plasma glycoprotein signals (using the above method, i.e., high-resolution 
2-D PAGE followed by lectin blotting method on  nitrocellulose membrane) 
detected with wheat germ agglutinin (WGA, specific for N-acetylglucosamine 
and neuraminic acid) and generated on a film after chemiluminescence detec-
tion. Figure 24.3B shows an identical blot stained with nitro blue tetrazolium/
bromochloro-indolyl phosphate (NBT/BCIP). The same pattern of glycoprotein 
subunits are revealed by both methods but the chemiluminescent detection 
 system shows higher sensitivity (about 10-fold) than NBT/BCIP staining. 
Albumin, which does not contain any carbohydrate moiety, represents a negative 
protein control in all blots (blank area below the IgM µ–chain [protein identified 
by number 2 in Fig. 24.3]).

Lectins do not have an absolute specificity and therefore can bind with 
different affinities to a number of similar carbohydrate groups. Despite this 
limitation, lectin probes do provide some information as to the nature and 
composition of oligosaccharide substituents on glycoproteins. Their use 
together with blotting technique provides a convenient method of screening 
complex protein samples for abnormalities in the glycosylation of the com-
ponent proteins. See Section 3 for the application of this technique to identify 
carbohydrate-deficient transferrin from plasma sample of alcoholic patients.

3. Applications

Presently, there is an intense interest in applying proteomics (a new  science that 
focuses on the study of proteins: their roles, their structures, their  localization, 
their interactions, and other factors) to marker identification of  different disease. 

Fig. 24.3. Glycoprotein blot pattern of 2-D PAGE separation of plasma proteins 
(120 µg) probed with WGA (specific for N-acetylglucosamine and neuraminic acid) 
and (A) revealed with chemiluminesence (15 s film exposure) and (B) with NBT/BCIP 
(20 min for the development of the color reaction). Because most of the glycoproteins 
in plasma contain one or more N-linked glycans with at least two N-acetylglucosamine 
residues, the use of WGA allows a general staining of N-linked glycoproteins. (1) 
transferrin, (2) IgM µ-chain, (3) hemopexin, (4) α1-β-glycoprotein, (5) IgA α-chain, 
(6) α1-antichymotrypsin, (7) α2-HS-glycoprotein, (8) fibrinogen γ-chain, (9) hap-
toglobin β-chain, (10) haptoglobin cleaved β-chain, (11) apolipoprotein D, (12) 
fibrinogen β-chain, (13) IgG γ-chain
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Proteomic approaches to this end include comparative analysis of protein 
expression in normal and abnormal tissues to identify aberrantly expressed 
proteins that may represent novel markers. Various tools from the high-
 resolution 2D-PAGE to liquid chromatography and mass spectrometric analy-
sis, Western blotting and immunodetection have been applied to biomarker 
development.

3.1. Autoantibodies to Tumor Antigens

The analysis of serum for autoantibodies against tumor proteins, using among 
other methods, the Western-blotting technique, has been accomplished in 
several ways. A large number of tumor antigens that elicit autoantibodies 
have been identified by screening gene expression library with patient sera 
(32). Proteomics has provided an alternative approach to expression library 
screening and is increasingly used for tumor antigen identification. The inter-
est of a proteomic approach to tumor antigen identification is that it allows 
proteins and peptides in their modified states, as they occur in cells, to be 
analyzed for antigenicity. Given that proteins are subject to post-translational 
modifications that may be immunogenic, notably glycosylation, antibodies to 
epitope that result from such post-translational modifications can be preserved 
and detected with proteomics techniques. The standard proteonomic tools are 
2D-PAGE, Western blotting and mass spectrometry. With 2D gels, proteins in 
tumor cell lysates are first separated and then transferred onto membranes that 
are incubated with subject sera. Proteins that specifically react with antibodies 
in cancer patients sera are then identified by mass spectrometry. This strategy, 
which uses the Western-blotting method, was applied to the identification of 
new breast cancer markers (33).

3.2. Carbohydrate-Deficient Transferrin as a Biomarker 
of Chronic Alcohol Intake

Excessive alcohol consumption is a common problem in society and medical 
practice. There is a need for a diagnostic tool for the detection of excessive 
alcohol consumption in unselected medical populations. Carbohydrate deficient 
transferrin, also called CDT, in the plasma during chronic alcohol exposure is 
a well-known protein alteration and is the result of multiple alterations of 
glycosylation (34). It represents the lack of negatively charged terminal sialic 
acid residues. The use of this alteration as a new, sensitive and specific marker 
of chronic alcohol consumption is still controversial. Further studies in a large 
number of patients, are needed.

Using 2-dimensional gel electrophoresis combined with lectin blotting tech-
niques, it was possible to screen plasma proteins from alcoholics and cirrhotic 
patients for abnormalities in protein patterns and glycosylation. The identifica-
tion and confirmation of different protein alterations associated with both dis-
eases were possible (hypergammaglobulinemia, decrease in albumin, decrease 
of haptoglobin spots). In addition, glycosylation abnormalities in transferrin, 
haptoglobin and α-1 antitrypsin of alcoholic patients were demonstrated as 
additional spots (in the 2-D gel pattern) at the basic (cathodic) end of the pH 
gradient. The additional spots represent carbohydrate deficient glycoproteins 
caused by the loss of some negatively charged sialic acid residues (34), which 
leads to a lower global chemical charge (35). The high-resolution 2-D PAGE 
combined with lectin blotting proved useful to visualize, in a single experiment, 
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different changes (of charge and molecular weight) associated to the 
glycosylation modifications of proteins.

3.3. HIV Diagnostic Tests

Current methods available for diagnosis of HIV infection have improved the 
care of many patients at risk for HIV infection or currently infected with the 
virus. All HIV diagnostic tests are based upon (i) the detection of one or more 
of the molecules that make up an HIV virus particle or (ii) the detection of 
the antibodies that human hosts make against HIV particles. The goal of most 
HIV diagnostic test is to detect HIV infection as early as possible, to ensure 
the safety of patients and early counseling and treatment. The different test can 
detect host antibodies specific to the virus or can directly detect the HIV.

Enzyme immunoassay (EIA) is the standard method used to screen a patient 
for antibodies to HIV. The antibodies detected are primarily of the immu-
noglobulin G (IgG) subtype. To minimize the risk of reporting false-positives, 
a confirmatory test should be conducted before the release of a positive result 
of a screening test. The assay commonly used is the Western blot, in which the 
patient’s antibodies (in blood sample) are incubated with the HIV viral antigen 
and allowed to complex. The different protein complexes are then loaded into 
a gel matrix and separated by SDS-PAGE. Following transferred of proteins 
into a membrane, radiolabeled antibodies to the protein bands can be detected 
using autoradiography (36,37).

3.4. Diagnosis of Prion Diseases

Transmissible spongiform encephalopathies (TSEs) encompass a group of 
fatal neurodegenerative diseases in animals and man, which can be transmitted 
experimentally to laboratory rodents and primates. About 75% of human prion 
diseases are sporadic forms of Creutzfeldt-Jakob disease. Clinical symptoms 
of TSEs include dementia and loss of movement co-ordination. In the 1980s, 
it was established that a common hallmark of TSEs was the accumulation of 
an abnormal isoform of the host-encoded prion protein (PrP) in the brains of 
affected animals and humans. Prion diseases are difficult to diagnose using 
conventional methods such as Polymerase Chain Reaction (PCR), serology or 
cell culture assays. This is because the infectious agent (prion) lacks a nucleic 
acid component and consists solely of an abnormally folded conformer of the 
normal host protein PrP that the infected organism does not recognize as for-
eign. Laboratory diagnosis of TSEs is further complicated by the uneven dis-
tribution of TSE agents in body tissues, mainly in the nervous system tissues, 
and low amount in easily accessible body fluids (blood or urine). That is why 
prion disease is usually confirmed by postmortem histopathological examina-
tion of brain tissue. The only reliable molecular marker for prion disease is the 
PrPsc, an abnormal isoform of the host-encoded prion protein that accumulates 
in the brains of affected animals and humans.

Presently the most widely used diagnostic tests of TSEs in Europe (8 
million bovine spongiform encephalopathies tests are performed per year), 
approved by national authorities, are a Western-blotting method and an ELISA 
(38,39). The Western-blot assay is based on the postmortem immunochemical 
detection of PrPsc in brain tissue. In this assay, a size shift (i.e., reduction of 
molecular weight caused by digestion of the N-terminus of PrPsc) is directly 
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visible and constitutes a specificity criterion for a positive assay. The other 
criterions are the presence of a typical 3-band pattern (caused by different 
glycosylation forms of PrP) and the presence of a PrP-immunoreactive signal. 
Commercially available Western-blot kits exist for this assay.

3.5. Diagnosis of Various Infections

In the last decade, the rate of introduction of immunoblotting into the repertoire 
of assay for the serodiagnosis of parasitic infections has been increasing. Several 
Western-blot kits are commercially available for the diagnosis of infections, 
such as Cysticercosis infection, Lyme disease, Schistosomiasis infection, etc.

Cysticercosis is a chronic disease worldwide resulting from infection with 
the parasite Taenia solium, the pork tapeworm. The infection is endemic in vari-
ous countries (parts of Southeast Asia, Africa, Mexico, Latin America, Eastern 
Europe, etc.). The disease is transmitted by the ingestion of food that has been 
contaminated with T. solium eggs. The organisms enter the bloodstream and 
encyst and develop in the central nervous system and other tissue. This infec-
tion can be very difficult to diagnose owing to the wide range of symptoms that 
often resemble to epilepsy or migraine headaches. In addition, the observed 
cross-reactivity of Cysticercosis patient’s sera with antigens of other parasites 
has limited the accuracy of serological methods such as ELISA (Enzyme-Linked 
Immunosorbent Assay). The Western blot is an appropriate tool to confirm the 
presence of antibodies to T. solium (sensitivity of 95% and specificity of 100%). 
Once diagnosed, this infection may be effectively treated with drugs.

The commercialized kit is composed of strips of nitrocellulose membrane 
containing purified T. solium glycoprotein antigens (separated previously 
according to their molecular weight by SDS-PAGE). The strip is incubated 
with the patient’s serum or plasma sample, containing antibodies, if the patient 
is infected. T. solium antibody/protein complexes are then detected by adding 
goat anti-human immunoglobulin-alkaline phosphatase conjugate. By add-
ing the substrate of the enzyme, the complexes are revealed and appeared as 
colored bands.

The same principle is applied to the other industrially produced strips for 
Western blots used in the diagnosis of many other infections.
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1. Introduction

1.1. Capillary Electrophoresis of Proteins

Capillary electrophoresis (CE) is a separation technique that combines aspects 
of both gel electrophoresis and high performance liquid chromatography 
(HPLC). As is the case for gel electrophoresis, the separation in CE is based 
upon differential migration in an electrical field. Like HPLC, the detection of 
the migrating sample analytes may be monitored on-line or postcolumn/capil-
lary for both quantitation and characterization, thereby eliminating the need 
for labor-intensive staining and destaining. The CE separation may take place 
within free solution or in the presence of a viscous gel medium. Since its 
initial description by Hjerten in 1967 (1), CE techniques analogous to most 
conventional electrophoretic methods have been demonstrated, including zone 
electrophoresis, displacement electrophoresis (isotachophoresis), isoelectric 
focusing, and molecular sieving separations. Data presentation and analysis 
are also similar to HPLC in that the detector output can be displayed as an 
“electropherogram” representing peaks on a baseline, and can therefore be 
integrated by area or height to provide quantitation. In contrast to conven-
tional gel electrophoresis where multiple samples are run in parallel fashion 
on one gel, in CE (as in HPLC) a single sample is injected into the end of a 
capillary and a sample set is run in serial fashion. Electroosmotic flow (EOF), 
a phenomenon caused by a high-density charged surface such as that present 
in a uncoated fused silica capillary, is an additional force with which analytes 
can be transported down the capillary in the presence of an electrical field via 
plug-flow, resulting in very high efficiencies (i.e., narrow peaks).

For the analysis of small molecules, the success of CE has been limited 
by poor reproducibility owing to capillary wall-analyte interactions, variable 
EOF, and limited detection sensitivity. In the world of biopolymers, however, 
the story has been quite different as CE has achieved significant success 
for the enhancement of separation methods traditionally performed through 
the use of gels. The most notable example is the adaptation of CE for use 
in the multichannel DNA sequencers that were employed for the sequencing 
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of the human genome in less than 2 yr. Lesser publicized but equally success-
ful has been the application of CE as a replacement for gel electrophoresis 
analyses of protein therapeutics in the biopharmaceutical industry. Several 
major biopharmaceutical companies have developed and validated CE protein 
methods according to ICH and FDA guidelines for control and release of 
marketed products. This chapter will focus primarily upon three CE protein 
analysis techniques that have become routinely employed: (1) the use of CE 
for free solution analysis of glycoproteins (2) the use of CE as a replacement 
for sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE), 
and (3) the use of CE as a replacement for gel isoelectric focusing.

1.2. Capillary Electrophoresis Instrumentation

CE separates analytes within the lumen of a small bore (typically ≤ 50 mcm) 
capillary filled with a buffer solution. A schematic of a CE system is presented 
in Fig. 25.1. The capillary is immersed in electrolyte-filled reservoirs into 
which are also inserted electrodes connected to a high voltage power supply. 
Sample is introduced into the inlet end of the capillary opposite the detector 
window via a brief application of positive pressure or electrical potential, and 
separation occurs as the analytes migrate the length of the capillary toward the 
outlet end. As separated components pass by the detector window an electrical 
signal is sent to a data system. Conventional commercial CE instruments (first 
marketed in the 1990s) use individual fused silica capillaries that are enclosed 
within a thermostatically controlled chamber, interfaced with an autosampler 
holding sample and buffer vials of typically 10 mcL–10 mL volume, and 
mounted within a detection system (typically a UV absorbance detector). 
Recently chip-based instruments for the analysis of biopolymers have been 
introduced by several companies. These systems employ  microfabricated 

Fig. 25.1. Schematic of a capillary electrophoresis system
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devices with channels etched into substrates such as glass and plastics for 
facilitation of electrically driven separations. Kits for specific applications, 
including protein separations, are provided with each of these commercial 
instruments.

1.3. Free Zone Electrophoresis

The basis of separation by electrophoresis is differential migration of analyte 
molecules in the presence of an applied electric field. The electrophoretic 
migration velocity (n) will depend upon the magnitude of the electric field (E ) 
and the electrophoretic mobility (m) of the analyte:

 n = mE  (1)

In a buffer solution at a given pH, the mobility of the analyte is expressed 
by:

 m = z/6phr (2)

Where z is the net charge of the analyte, h is the viscosity of the medium, 
and r is the Stoke’s radius of the protein. Therefore, mobility will increase 
directly with increasing charge and inversely with molecular weight (because 
the Stoke’s radius is based upon molecular mass). Considering field strength 
and migration time, mobility can be represented by:

 m = (L/tm )(Ltot/V) (3)

where L is the distance from the inlet to the detection point (the “effective 
capillary length”), tm is the time required for the analyte to reach the detection 
point (migration time), V is the applied voltage, and Ltot is the total length of 
the capillary. In a bare silica capillary, the velocity of an analyte as it passes 
through the capillary will also be heavily dependent upon the magnitude of the 
EOF. EOF is a phenomenon observed when an electrical potential is applied to 
a solution within a capillary with fixed charges present on the capillary walls, as 
is the case facilitated by the ionization of silanol groups on the surface of fused 
silica (silanols are weakly acidic and ionize at pH values > pH 3). An electri-
cal double layer is formed when hydrated cations in solution associate with 
the ionized surface silanols. Upon application of an electrical field, the mobile 
outer cation layer moves toward the cathode, creating a net flow of bulk liquid 
in the capillary, as depicted in Fig. 25.2. The magnitude of the EOF is highly 
dependent upon the charge density of the capillary wall and the pH of the buffer 
medium. Because it is a chemically driven rather than physically driven flow 
(as is provided by a mechanical pump in HPLC), the EOF has proven to be 
difficult to control run-to-run and in many protein applications it has proven 
advantageous to take measures to minimize or completely eliminate it through 
the use of coated capillaries and/or viscous buffer mediums.

1.4. Capillary Electrophoresis SDS-PAGE (CE-SDS-PAGE)

Capillary gel electrophoresis is a modification of traditional gel electrophoresis 
to the capillary format, where CE is performed in the presence of a hydrophilic 
polymer solution that provides a polymer gel medium. Capillary gel electro-
phoresis separates molecules according to their size, and separation media 
include noncrosslinked polymers such as linear polyacrylamide,  polyethylene 
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glycol, and cellulose derivatives. The entangled polymer network inside the 
capillary serves as a molecular sieve in which smaller molecules migrate 
faster than large molecules. The polymer network also provides the benefits 
of reduction of both the solute diffusion rate and the adsorption of solute to 
the capillary wall, thereby increasing efficiency and facilitating the use of rela-
tively short capillaries. A CE-SDS-PAGE separation of a protein test mixture 
is displayed in Fig. 25.3.

Fig. 25.2. Electroosmotic flow in an uncoated fused silica capillary

Fig. 25.3. CE-SDS-PAGE separation of a protein test mixture. Peaks are represented 
as follows: OG, Orange-G tracking dye, 1 = β-lactoglobulin (MW 14,200), 2 = carbonic 
anhydrase (MW 29,000), 3 = ovalbumin (MW 45,000), 4 = bovine serum albumin (MW 
66,000), 5 = phosphorylase B (MW 97,400), 6 = β-galactosidase (MW 116,000), 
7 = myosin (MW 205,000). Reproduced with permission from ref. 29
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SDS-PAGE has for years served as a critical tool for monitoring product purity, 
detecting specific minor impurities, and evaluating lot-to-lot consistency of pro-
tein products. However, its limitations include the fact that the technique is labor 
intensive and time consuming (typically taking one full day to run the gel, stain 
it, and destain it). SDS-PAGE has also been considered at best a semi-quantitative 
technique because the staining process is not linear and protein-dependent. 
The addition of SDS-PAGE to the CE format has addressed these limitations. 
In addition to the attributes of capillary gel electrophoresis described above, in 
CE-SDS-PAGE, on-line UV absorbance or fluorescence detection provides quan-
titative information and the entire analysis process can be fully automated.

1.5. Capillary Isoelectric Focusing (CE-IEF)

Conventional gel-based isoelectric focusing suffers from the same limitations 
already described for SDS-PAGE, and because of these issues scientists within 
the biopharmaceutical industry have embraced CE-IEF. The major applications 
of CE-IEF in the biopharmaceutical industry are the determination of protein 
isoelectric point (pI) and the monitoring of protein charge heterogeneity. 
Separation in CE-IEF is based on differences in the pI of sample components 
rather than differences in electrophoretic mobility. A mixture of zwitterionic 
polymers known as ampholytes is used to generate a pH gradient inside the cap-
illary during focusing. Focusing takes place as positively charged ampholytes 
migrate toward the cathode and negatively charged ampholytes migrate toward 
the anode, resulting in an increase in pH at the cathode end of the capillary and 
a decrease in pH at the anode end. When an ampholyte reaches its pI and is no 

Fig. 25.4. Diagram of a CIEF separation using simultaneous pressure/voltage mobi-
lization. (A) catholyte is backflushed past the detection point and a sample plug is 
introduced into the coated capillary. (B) focusing of the sample is complete and the 
sample components are driven toward the detector by a low pressure rinse (high voltage 
is applied during this step)
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longer charged, its migration ceases and a stable pH gradient is formed. During 
focusing, analyte molecules migrate in similar fashion and eventually encoun-
ter a pH where they possess zero net charge and cease to migrate. For success-
ful focusing, the pH of the electrolyte at the cathode must be higher than the 
pIs of all the basic ampholytes and the pH of the electrolyte at the anode must 
be lower than the pIs of all the acidic ampholytes. CE-IEF is also most effective 
in the absence of electroosmotic flow, conditions that are typically facilitated 
through the use of coated capillaries. In CE-IEF, the width of a solute zone is 
represented by the variance of a Gaussian distribution:

 s 2 = (D/E)(d(pH)/dmapp )(dx/d(pH)) (4)

Smaller variance, which results in a sharper zone, is favored by high field 
strength (E), a low diffusion coefficient (D), and high values of dmapp/d(pH) 
(the rate of change of mobility with pH) and d(pH)/dx (the slope of the pH 
gradient). For a complete separation of two solutes, a difference between the 
two pIs must be greater than 4 s. A diagram demonstrating a CIEF separa-
tion using simultaneous pressure/voltage mobilization in a coated capillary is 
displayed in Fig. 25.4.

2. Methods

2.1. Free Zone Electrophoresis of Oligosaccharides

Free zone electrophoresis has been extensively applied for the characterization 
of therapeutically relevant complex glycoproteins and monoclonal antibodies 
through the separation profiling of the oligosaccharides present in these mac-
romolecules. Carbohydrates present a challenge for CE analysis because they 
have poor UV absorbance, and neutral sugars demonstrate electrophoretic 
mobility under only extremely basic conditions. Derivatization with a charged 
fluorophore provides a solution to both problems. An overview of the condi-
tions for the enzymatic release, chemical derivatization, and analysis of oli-
gosaccharides is described below.

1.  An appropriate volume of protein solution is transferred to a conical poly-
propylene tube and evaporated to dryness in a vacuum centrifuge without 
applying heat.

2.  The release of the oligosaccharides from the native protein is accom-
plished through reconstitution of the protein in the presence of glycanase 
enzyme solution (buffered to provide optimal enzymatic activity), fol-
lowed by incubation of the reconstituted solution in a water bath for a set 
period of time.

3.  Following incubation, the protein solution is centrifuged briefly to make 
sure that all of the liquid is at the bottom of the tube and then is transferred 
to a microconcentration tube containing a molecular weight cut-off mem-
brane. The tube is centrifuged to separate free oligosaccharides that will 
pass through the membrane from the protein that will be retained.

4.  The oligosaccharide solution is transferred to a polypropylene tube and 
evaporated to dryness without applying heat.

5.  The dried sample is reconstituted in fluorescent labeling reagent solution. 
After all labeling reagents have been added, the solution is incubated in a 
water bath for a set period of time.
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6.  The reaction tube is removed from the water bath and centrifuged briefly to 
make sure that all of the liquid is at the bottom of the tube. The  derivatization 
reaction is quenched, and the sample is diluted in CE  separation buffer.

7.  The analysis is performed in CE separation buffer inside a bare silica 
 capillary or a coated capillary. Prior to each injection, a bare silica capillary 
must first be conditioned via sequential rinsing of water, dilute HCl, water, 
dilute base, water, and finally separation buffer. Migration and separation 
of the analytes takes place upon application of high voltage, and typically 
requires 5–10 min.

8.  Oligosaccharides are identified through spiking with reference standards. 
When standards are not available, the analytes may be identified through the 
observation of peak behavior and intensities upon treatment with exogly-
cosidases of known specificity.

2.2. Capillary Electrophoresis SDS-PAGE (CE-SDS-PAGE)

The analysis of monoclonal antibodies is a common application of CE-SDS-PAGE 
within the biopharmaceutical industry. Cell culture development, recovery 
process design, formulation development, stability studies, and product char-
acterization are examples of development applications, whereas in-process 
monitoring and lot release analyses may support manufacturing. Below is an 
overview of a typical procedure employed for the preparation and analysis of 
proteins by CE-SDS-PAGE. The sample preparation is equivalent to that used 
for conventional gel SDS-PAGE.

1. The protein sample is mixed with a buffer containing SDS and (if appropriate) 
a reducing agent such as mercaptoethanol. The mixture is heated for a few min-
utes at elevated temperature, and then allowed to cool to room temperature.

2. Prior to injection, the capillary is washed with dilute base and acid solu-
tions, the buffered polymer solution is then loaded into the capillary, and 
the capillary ends are dipped into wash solutions to wash off the residual 
viscous polymer solution.

3. The sample is introduced into capillary inlet via a brief application of an 
electric potential, and then the separation is performed. The separation typi-
cally requires 10–15 min.

2.3. Capillary Isoelectric Focusing (CE-IEF)

Because gel-based IEF suffers from the same limitations as those described 
for SDS-PAGE, many IEF applications within the biopharmaceutical industry 
have been converted into the capillary format. Below are described the steps 
necessary for performing CE-IEF.

1. The protein sample is mixed with the ampholyte solution and the capillary 
is filled with this mixture.

2. One end of the capillary is immersed in an analyte solution (such as dilute 
phosphoric acid), whereas the other end is immersed in catholyte ( typically 
dilute sodium hydroxide).

3. A stable pH gradient is formed upon application of high voltage via the 
migration of the ampholytes, with proteins migrating to and focusing as 
narrow bands within the region of the capillary where they possess zero net 
charge. This step typically requires several minutes.
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4. CE instruments that possess a whole-column imaging detector (such as 
a CCD camera) can record all protein zones within the capillary prior to 
the discontinuation of the voltage. Other instruments that use on-capillary 
detection at a fixed point along the capillary require mobilization of the 
protein bands across the detection point. Mobilization can be accomplished 
by pressurizing the capillary inlet or applying a vacuum to the outlet, or by 
changing the composition of either the analyte or catholyte to affect a pH 
gradient shift with time.

3. Applications

3.1. Free Zone Electrophoresis of Oligosaccharides

Glycoproteins are macromolecules that are generally composed of a common 
polypeptide chain but vary in their carbohydrate moieties, resulting in a popu-
lation of closely related glycosylation variants often known as glycoforms. 
The carbohydrate groups are covalently attached to the polypeptide backbone 
through the amide nitrogen of an asparagine residue (N-glycosylation) or 
through an O-linkage with a serine, threonine, and sometimes a  hydroxyproline 
residue (O-glycosylation). Glycosylation is often a critical determinant in 
many properties of glycoproteins, and this is particularly important in the case 
of therapeutic glycoproteins because the biological activity, clearance rate, 
immunogenicity, solubility, and stability may be significantly affected by the 
type of oligosaccharide attached to the protein.

Serving as a quantitative and automated enhancement to traditional slab gel 
techniques, CE has demonstrated great use for glycopeptide and oligosaccha-
ride mapping and also for the establishment of the glycoprotein heterogeneity 
of the intact protein. Excellent reviews of the progress made in this specific 
area have been published (2–4).

An effective approach for the analysis of oligosaccharides by CE has been the 
combination of CE with laser-induced fluorescence (LIF) detection. To enable 
fluorescence, oligosaccharides released from the protein core are labeled with 
fluorescent molecules via reductive amination using a fluorescent amino com-
pound and sodium cyanoborohydride. Among the agents useful for labeling, 
8-aminopyrene-1, 3, 6-trisulfonic acid (APTS) has demonstrated excellent 
use. CE methods reported by Ma and Nashabeh (5) and Patrick et al. (6) used 
derivatization with APTS for carbohydrate analysis. In the former study, both 
oligosaccharides and monosaccharides were analyzed in coated capillaries 
using reversed polarity for the purposes of monitoring the glycan distribution 
in rhuMab production and for gaining insight into the post-translational modi-
fications occurring in the cell culture. In the latter investigation, bare silica 
capillaries were found to provide resolution of various galactose positional 
isomers, including those from different linkage configurations present within 
monoclonal antibodies. Structures of typical aspargine-linked (N-linked) bian-
tennary oligosaccharides present on antibodies are indicated in Fig. 25.5, and 
an electropherogram produced from the ATPS-derivatized oligosaccharides 
released from an antibody is displayed in Fig. 25.6. A recent investigation by 
Ma et al. employed ATPS derivatization to analyze N-linked oligosaccharides 
on a recombinant IgG1 Mab and also to quantitate terminal monosaccharides 
(7). Another fluorophoric agent, 5-amino-2- naphthalenesulfonic acid, was also 
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used to chemically modify N-linked oligosaccharides from a glycoprotein. 
Kamoda et al. employed both APTS and 3-aminobenzoic acid to derivatize 
carbohydrate chains released from therapeutic antibodies via glycoamidase, 
and found the accuracy of the two methods to be comparable (8). Sialo-N-
glycans in glycoproteins have also been analyzed by CE in free solution in 
the presence of surfactants via a technique known as micellar electrokinetic 
capillary chromatography (MECC) (9). In this study, the glycans were labeled 

Fig. 25.5. Structures of typical asparagines-linked (N-linked) biantennary oligosac-
charides present on the antibodies. Reproduced with permission from ref. 6

Fig. 25.6. Electropherogram produced from the APTS-derivatized oligosaccharides 
released from an Mab. The symbols are as described in the legend to Fig. 25.5, and com-
mon nomenclature is also included. Reproduced with permission from ref. 6
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with 1-phenyl-3-methyl-5-pyrazolone (PMP) derivatives and were sensitively 
detected simply by UV absorbance detection. Laboratory protocols describing 
the characterization of oligosaccharides derived from complex carbohydrates 
and glycoproteins and analyzed by CE with LIF detection have been outlined 
by Chen (10). The use of CE-MS for the determination of carbohydrates has 
also been reported (11) The advantage of CE-MS for this application is the 
fact that derivatization is not required and molecular weight information may 
be acquired on-line for rapid analyte characterization.

Free zone CE has also been applied effectively for the characterization of 
intact glycoproteins. Early work in the area of the application of CE for the 
profiling of monoclonal antibody heterogeneity was performed by Hoffstetter-
Kuhn et al. (12). In these studies, the presence of borate in the separation 
buffer induced complex formation with carbohydrate chains on the protein 
and resulted in resolution of glycoforms not possible in phosphate buffer. 
The technique was successfully applied for the evaluation of both batch-to-
batch consistency in production and formulation stability. In two reports, a 
highly heterogeneous macromolecule, α1-acid glycoprotein, was resolved 
into its  glycoforms by free zone CE using coated capillaries and acidic  buffers 
(13,14) As an adjunct to these separations, N-glycosidase F-released carbo-
hydrate chains were also analyzed following derivatization with APTS or 
3- aminobenzoic acid. In one study, CE fractions containing each glycoform 
in its nearly pure state were collected and subsequently analyzed by matrix 
assisted laser desorption time-of-flight mass spectrometry (14). The results 
provided basic information on the contribution of carbohydrate chains to the 
separation mechanisms of glycoforms by CE.

A clinical application of CE for the quantitative separation of glycoprotein 
isoforms that has received significant attention has been the determination 
of carbohydrate-deficient transferrin (CDT). CDT is currently considered to 
be the best available marker for the diagnosis of chronic alcoholism. An article by 
Wuyts and Delanghe reviewed a variety of analytical methods that have been 
developed for determination of CDT, and suggested the advantages of free 
zone CE in comparison to the other techniques (15). CE in the presence of 
strong electroosmotic flow facilitated full resolution of the transferrin iso-
forms in a short analysis time, and genetic transferrin variants were easily 
detected, thereby avoiding false-positive results.

Glycosylation is one of the most important post-translational events for proteins 
because it affects their functions in health and disease, playing significant roles 
in various information traffics for intracellular biological events. The interaction 
between carbohydrate chains and the proteins that recognize them has been a 
target to understand the biological roles of glycosylation. A review of the applica-
tions of CE for various kinds of studies related to carbohydrate-protein binding 
has been recently published (16) In one set of investigations, capillary affinity 
electrophoresis (CAE) methods to study carbohydrate-protein interactions were 
based upon high resolution separations of fluorescent-labeled carbohydrates by 
free zone CE with LIF detection in the presence of carbohydrate-binding proteins 
over a range of concentrations (17). The techniques facilitated simultaneous 
determination of carbohydrate chains, binding specificity of the constituent car-
bohydrate chains to specific proteins, and kinetic data reflecting the association 
constant of each carbohydrate. Nakajima et al. also reported the use of CAE to 
screen for carbohydrate- binding proteins in plant extracts (18).
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3.2. Capillary Electrophoresis SDS-PAGE (CE-SDS-PAGE)

Monoclonal antibodies are one specific class of glycoprotein that is of current 
interest as both immunodiagnostics and therapeutic agents. The specificity of 
antibodies for target analytes has made them highly attractive for use in immu-
noassays because they provide a means for high sensitivity and selectivity for 
analyte detection at low concentrations and in the presence of complex matrices. 
Within the biopharmaceutical industry, antibodies can be used directly 
as drugs or indirectly as delivery systems. Therefore, a significant need has 
existed for analytical techniques for the characterization and quantitation of 
these biomolecules, and CE is one of several techniques that have demonstrated 
effective applications within this field.

Synagis® is a monoclonal antibody that has been developed for preven-
tion of Respiratory Syncytial Virus infection in infants, and the development, 
optimization, and validation of a capillary gel electrophoresis (CGE) method 
for support of commercial production of this compound has been reported 
by Schenerman and Bowen (19). The CGE electropherograms of process 
matrices were directly compared to SDS-PAGE densitometry scans, as were 
those of the reference standard and bulk drug substance (see Fig. 25.7), and 
the parameters of specificity, linearity, range, accuracy, repeatability, intermediate 

Fig. 25.7. Comparison of Synagis® separated by gel SDS-PAGE and CE-SDS-PAGE. 
(A) Gel SDS-PAGE densitometry scan obtained using a charge-coupled device camera. 
(B) CE-SDS-PAGE. Reproduced with permission from ref. 19
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precision, reproducibility, robustness, sensitivity, and system suitability were 
validated. These parameters were identical to those required by the ICH for 
the validation of HPLC methods, but it is important to note that appropriate 
acceptance criteria specific to the CGE method were investigated and set 
prior to the formal validation through the use of pilot studies. In a separate 
report, it was determined that preparation steps such as sample concentration, 
reduction, and centrifugation-diafiltration had a significant impact upon the 
reliability and robustness of the CGE method (20). These sample preparation 
conditions were optimized for use in a protein purity method. In summary, 
the authors found that the CGE method could be validated to the same level 
of assurance as a typical HPLC method, and the CGE method validation was 
approved by the FDA for routine testing of Synagis®.

A similar approach was employed by Lee et al. who used CGE to quantitate 
murine immunoglobulin Gs (IgGs) (21). A primary focus of this study was the 
enhancement of quantitative reproducibility through the use of a subclass of 
IgG as an internal standard. The fact that the reference standard was nearly 
identical to the analytes of interest ensured that both compounds exhibited the 
same assay precision so that their peak-area ratio (analyte: internal reference) 
remained constant. Through this approach, intra- and interday RSD values 
were lowered from >10% to <2% for peak-area ratio reproducibility.

Ma and Nashabeh used CGE to perform a variety of studies for charac-
terization of a recombinant human monoclonal antibody (rhuMab) (5). In 
accordance with ref. 19 mentioned earlier, these investigators found that the 
preparation of the sample (specifically the incubation of the protein with SDS 
at high temperature) had a very marked effect upon the CGE separation profile. 
The robustness of the SDS-binding step was found to be optimal at a tempera-
ture of 60°C. Quantitative CGE purity analyses of samples from a chromato-
graphic purification enabled optimization of that step within the  production 
process. The authors also determined that under nonreducing conditions, the CE 
electropherogram depicted a characteristic fingerprint of the various rhuMab 
size-variants generated by different combinations of light and heavy chains. 
Successful separations of antibody fragments in glycosylated, nonglycosylated, 
and polyethylene glycol-derivatized states were also achieved. Examples of 
the practical applications of CE-SDS-PAGE for process monitoring and prod-
uct monitoring of rhuMab and recombinant protein biotherapeutics have been 
presented (22–24). CE-SDS-PAGE was demonstrated to be a convenient and 
rapid method to profile the purification process, compare purification proc-
esses, and provide a fingerprint of the bulk drug that was helpful for determining 
purity and lot-to-lot consistency. The practical advantages and limitations 
of the method for process and product monitoring were discussed in these 
reports, and comparisons with analyses by other techniques, such as HPLC 
and conventional SDS-PAGE, were provided.

Miniaturization of gel electrophoresis, widely used in biomolecule analysis, 
has attracted much attention as it holds the promise of significantly reducing the 
analysis time and the amounts of sample needed, and has the potential to be auto-
mated and portable. As mentioned in the Introduction, chip-based instruments 
and separation kits for the analysis of biopolymers are commercially available, 
but research in this field continues to be active. Recent applications include the 
work of Nagata et al. who used SDS and linear polyacrylamide buffer solutions 
and polyethylene glycol-coated polymethyl methacrylate polymer microchips 
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to achieve protein (21–116 kDa) separations over 3 mm channel lengths within 
8 s (25). The simultaneous electrophoretic separation of both native and SDS-
complexed proteins on a single microchip within 20 min was demonstrated by 
Tsai et al. (26). The microchannel array with self-contained electrodes prevented 
inter-channel cross-contamination and provided opportunities for analysis of 
many different protein samples during a single electrophoretic run. In another 
study, a photopatterning technique was used to cast in situ crosslinked polyacry-
lamide gel in a microchannel to perform SDS-PAGE (27) A fluorescent protein 
marker mixture covering a MW range of 20–200 kDa was separated in less than 
30 s using less than 2 mm of channel length.

Another approach that has been developed for high-throughput protein 
analyses is the use of multiplexing (parallel separations run simultaneously 
through the use of multiple capillaries), as had been previously developed 
and implemented for DNA sequencing. Luo et al. reported the use of a com-
mercially available instrument for the parallel analysis of 96 protein samples 
using UV absorbance detection and a 30 min separation time (28). The sizing 
accuracy and repeatability of the multiplexed system was found to compare to 
conventional SDS-PAGE while providing a significant increase in throughput 
and automation.

Although linear polyacrylamide has been established as the most popular 
gel matrix for CE-SDS-based separations, investigations of the sieving matri-
ces employed for protein separations have continued. An excellent review of 
the history of capillary gel electrophoresis authored by Guttman provides an 
overview of the gel matrices that have been used for CE separations (29). Most 
recently, Lu et al. compared a variety of polymer sieving agents for protein 
separations and found replaceable cross-linked polyacrylamide to facilitate 
optimal resolution over a wide protein size range (4–300 kDa) (30).

Novel 2-dimensional (2D) CE separation systems for proteins have been 
reported by Liu et al. (31). In these systems, a porous glass membrane or a 
piece of dialysis hollow-fiber membrane was employed as the interface for 
on-line combination of CIEF and CE-SDS-seiving in a manner similar to 
gel-based 2D PAGE. Proteins were focused and separated in first dimension 
CIEF based on differences in isoelectric points. In the latter report, focused 
protein zones were transferred to the dialysis hollow-fiber interface, where 
proteins complexed with SDS. The negatively charged proteins were elec-
tromigrated and further resolved by their differences in size using the second 
dimension in which dextran solution was employed for facilitation of sieving. 
The feasibility and orthogonality of the 2D system were demonstrated via 
the separation of hemoglobin and protein mixtures from rat lung cancer cell 
excretions. CE-SDS-PAGE and CIEF have also been combined in a microchip 
format to provide 2D separations in less than 30 s (27).

3.3. Capillary Isoelectric Focusing (CIEF)

CIEF has become an important tool for the quality assurance of biotherapeu-
tics and also for proteome analysis. The critical performance parameters of 
this technique are the precisions of the isoelectric point values and the analyte 
peak areas. An investigation of CIEF reproducibility performed by Graf and 
Waetzig demonstrated that 0.5% RSD could be obtained for pI determination 
over the course of 106 repeated analyses, but peak area results demonstrated 
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poor reproducibility (3–15% RSD) (32). Reproducibility was determined to 
be primarily limited by the effects of protein adsorption to the capillary walls. 
The use of coated capillaries reduced the adsorption by 50% relative to bare 
silica capillaries, but could not prevent it completely. Another challenge for 
CIEF analysis is the focusing of extremely acidic or basic proteins, because the 
pH gradient facilitated by the most commonly used ampholyte mixtures covers 
the range of pH 3–10. Proteins such as lysozyme, cytochrome C, and pepsin 
with pIs > 10 or < 3 require special techniques, such as that proposed by Yang 
et al. (33). In this study, a novel instrumental configuration was employed that 
made use of a sampling capillary as a bypass fixed to the separation capillary 
to achieve successful CIEF of these analytes.

Because the isoelectric point is an effective indicator of charge heterogene-
ity existing within a protein population, CIEF has proven to be an effective tool 
for the evaluation of glycoproteins. The comprehensive protein charge distri-
bution is based upon a combination of the heterogeneity in the protein back-
bone and in the carbohydrates added during post-translational modification.

To investigate the origins of the charge heterogeneity of a proprietary glyco-
protein, Ma and Nashabeh employed carboxypeptidase-B and neuraminidase 
to remove the C-terminal lysine residue and the sialic acids, respectively (5). 
The CIEF profiles before and after digestion are displayed in Fig. 25.8. It is 
clear from these profiles that the majority of the charge heterogeneity in this 
protein was caused by the sialic acid distribution, although it was also evident 
that significant variability was also present in the intact protein in response to 
variability in the C-terminal lysine processing.

CIEF was applied for the analysis of recombinant human tumor necrosis 
factor receptor (p75) Fc fusion protein (rhu TNFR:Fc), an antibody marketed 
as Enbrel® (34). The protein contained three N-linked glycosylation sites and 
multiple O-linked glycosylation sites, all of which are occupied with typical mam-
malian oligosaccharide structures. Figure 25.9 displays a comparison between 
the analysis of rhu TNFR:Fc by slab gel IEF and CIEF, and both profiles reveal 
the complexity of the glycosylation isoform profile. CIEF was applied for the 
assessment of the desialylation of the protein by neuraminidase and also for the 
qualitative monitoring of variations in the isoform distribution in response to 
changes introduced into the rhu TNFR:Fc manufacturing process.

An ideal detection method for CIEF is whole-column-imaging because it 
facilitates real-time monitoring and direct visualization of the separation proc-
ess. In whole-column-imaging detection (WCID), a short (3–6 cm) capillary is 
used as a separation capillary. The detection technique has been commercial-
ized (35), and experience and practice has proven that WCID permits the direct 
observation of the IEF focusing dynamics and greatly accelerates analysis 
speed. A whole-column-imaging CIEF separation of α-human chorionic 
gonadotrophin with two peptide pI markers is displayed in Fig. 25.10. 
Recently a coupling method of solid-phase microextraction (SPME) and CIEF 
with laser-induced fluorescence WCID was developed for the analysis of 
proteins, and was applied to the analysis of extracellular phycoerythrins from 
cultured cyanobacteria at the nanomolar level (36).

A major area of interest involving CIEF is the integration of the technique 
with mass spectrometry. The combination of the two powerful separation/analysis 
methods has been especially attractive for the analysis of complex protein 
mixtures. The advantages of this approach include a high peak capacity in the 
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Fig. 25.8. CIEF profiles of glycoprotein obtained before or after different enzymatic 
digestions: (a) intact; (b) carboxypeptidase B; (c) neuraminidase; (d) carboxypeptidase 
B and neuraminidase. Reproduced with permission from ref. 5

Fig. 25.9. Comparison of the rhuTNFR:Fc IEF slab gel with isoform profile generated 
by CIEF. Panel A shows a Coomassie stained IEF gel of rhuTNFR:Fc with standards 
(Novex pre-cast gel pI range 3.5–7.0). Panel B shows a densitometer scan of the IEF 
gel. Panel C shows a CIEF electropherogram of rhuTNFR:Fc injected at 0.35 mg/mL 
with 2% wide range ampholytes (Ampholine pH 3.5–9.5), 0.2% methylcellulose, and 
2.5% TEMED. Reproduced with permission from ref. 34
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CIEF separation (resolution better than 0.02 isoelectric point units) and high 
sensitivity caused by the large amounts of sample injected into the capillary 
combined with the focusing effect. In contrast to multidimensional HPLC 
separations, the use of CIEF as a first dimension provides isoelectric point 
information useful for protein identification in database searches. There have 
been two major limitations to CIEF-MS interfacing, (1) the need to remove 
ampholytes prior to introduction of the pH gradient into the MS to prevent ion 
suppression and fouling of the ionization source, and (2) ion suppression of 
low-abundance proteins that comigrate with high-abundance proteins. Various 
approaches have been implemented to address these limitations. Two reviews 
on this subject have recently been published (37,38).

CIEF coupled with electrospray ionization (ESI) mass spectrometry pro-
vides a liquid-based alternative to traditional 2D-PAGE (a technique limited 
by sensitivity and throughput). To overcome the limitations of CIEF-MS 
interfacing, a reversed phase liquid chromatographic (RPLC) step was inserted 
between CIEF and MS (39). In this work, CIEF was performed with a micro-
dialysis membrane-based cathodic cell that also facilitated fraction collection, 
followed by a wash to remove ampholytes and analysis by RPLC-MS. Using 
this approach, protein detection at the low-femtomole level was demonstrated 
with little or no interference from ampholyte. The instrumental configuration 
described in this report enabled the analysis of seven fractions taken from a 
complex mixture in the range of pI 3–10 to be completed by RP-HPLC in 2 h. 
Other researchers have employed CIEF-ESI-MS for the quantitative analysis of 
peptides and proteins through the use of 1% Pharmalyte 3–10 as ampholyte and 
a sheath liquid containing water, methanol, and acetic acid (40). The method 
was validated for linearity, accuracy, repeatability, and the limit of detection 
was 0.22 µM (about 10-fold lower than that obtained via UV absorbance detec-
tion). A third approach for avoiding ionization  interferences from ampholytes 
was demonstrated through CIEF-MS in the absence of ampholytes (41). Under 
these conditions, however, the analyte ions were not focused at their pIs and 
electrophoretic mobility was observed, resulting in low  separation efficiencies.

Fig. 25.10. Whole-column imaging CIEF results of an α-hCG sample with two 
Biomarkers. Carrier ampholyte, pH 4.0–7.0. Reproduced with permission from ref. 35
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The capabilities of CIEF-based multidimensional separations for perform-
ing proteome analyses from minute samples create new opportunities in the 
pursuit of biomarker discovery. Recent advances in the online integration of 
CIEF with nano-RPLC for achieving high-resolution peptide and protein sepa-
rations prior to mass spectrometry analysis have been reviewed, along with 
potential applications to tissue proteomics (42). Extensions of this work were 
reported for the direct integration of CIEF with ESI-MS (43,44). The optimiza-
tion of protein identification (via proteomics database searching) from digests 
analyzed by CIEF-MS has also been described (45). Off-line coupling of CIEF 
with matrix-assisted laser desorption/ionization time-of-flight (MALDI-TOF) 
mass spectrometry has been used for the analysis of human blood serum (46). 
In this work, serum proteins were initially separated by CIEF, and fractions 
of the isoelectric focusing separation were eluted sequentially to a MALDI-
TOF MS sample target. Both pI and mass information were obtained from 
the complex biological sample, similar to traditional 2D techniques, and the 
platform was faster, more automatable, and simpler than 2D gel techniques for 
proteomics studies.
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1. Introduction

Autoradiography is a technique widely used in biology and medicine. It uses 
a photographic emulsion to visualize molecules that are radioactively labeled. 
The technique provides a convenient method of detection, giving an accurate 
representation of the distribution of the label within a sample. The image is 
often referred to as the autoradiograph or autoradiogram.

The image is generated through the radioactive decay of the labeled ligand 
that is bound to a protein and/or nucleic acid found within a tissue or cell or held 
on an insert solid support (see Table 26.1). For example, it can be used to:

● Identify a specific protein from a mixture separated by polyacrylamide elec-
trophoresis (1) and held on a support: Western blotting (2).

● Identify nucleic acid fragments separated by gel electrophoresis held on a 
support: Southern blotting (3), Northern blotting (4).

● Identify the distribution of nucleic acids in a tissue section: in situ hybridiza-
tion (5,6).

● Identify the cellular location of a radioactive drug product introduced into a 
metabolic pathway in vivo (7).

The first autoradiograph was obtained accidentally in 1867 when Niepce de 
St Victor observed the blackening of a silver chloride and silver iodide emul-
sion by uranium nitrate. The first biological experiments were undertaken in 
1924 and involved the analysis of the distribution of polonium in biological 
specimens, although the development of autoradiograph as a biological tech-
nique did not start until the mid twentieth century following the development 
of photographic emulsions using silver halides. The quality and accuracy of 
the image depends on many factors including the autoradiographic technique, 
the radioisotope employed, the photographic medium used to record the image 
and the photographic process itself.

Autoradiography can be further divided into microautoradiography and 
macroautoradiography. The former involves the use of liquid emulsions 
into which a sample is dipped, following exposure and development of 
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the  photographic emulsion silver atoms/grains are visualized under a light 
 microscope. Kodak’s NTB-2 and NTB-3, and Hypercoat™ LM-1 (GE 
Healthcare) are examples of liquid emulsions currently in use. Emulsions 
such as Hypercoat™ EM-1 with small grain sizes are suitable for electron 
microscope imaging. Macroautoradiography involves the use of x-ray or radi-
ographic films to create permanent images that replicate the distribution of a 
radioisotope within sample. Many vendors provide suitable autoradiography 
film including Fuji, GE Healthcare (Hyperfilm™), and Kodak Inc (X-Omat™ 
and BioMax™).

The macroautoradiographic procedure and sharpness of the resulting image 
depends heavily on the isotopes characteristics. The mode of decay, the energy 
associated with the decay and the half-life are all important properties to con-
sider along with the amount of radioactivity associated with the specimen all 
affect the autoradiograph.

2. Radioisotopes

The nuclei of radioactive isotopes are unstable, they disintegrate or decay 
to produce a new daughter atom. Isotopes for any particular element vary 
slightly in their atomic mass, although the number of electrons is constant and 
all have the same chemical properties. The later characteristic is an impor-
tant consideration in the formation and integration of radioactively labeled 
ligands. Isotopes typically used in Life Science applications are identified in 
Table 26.2.

Table 26.1. Autoradiography methods used with Life Science applications.

Application Result required Label Method

Southern/Northern blots High speed and sensitivity 32P Preflash and screens at

Accurate quantification −70°C

Plaque/Colony lifts Maximum speed and sensitivity 32P Screens at −70°C

Optimum resolution 33P/35S Direct autoradiography

Slot blots High speed and  sensitivity 32P Preflash and screens at

Accurate quantification −70°C

Maximum speed and  sensitivity 32P Screens at −70°C

Dideoxy sequencing High speed 32P Direct autoradiography

Optimum resolution and maximum 
speed for difficult sequences

35S Direct autoradiography

Good resolution and speed for routine 
work

35S Direct autoradiography

Cycle sequencing Optimum resolution and maximum 
speed for difficult sequences

33P Direct autoradiography

Good resolution and speed for routine 
work

33P Direct autoradiography

Protein synthesis Maximum speed 35S/14C/3H Preflash and screens at 
−70°C

Optimum resolution 125I Indirect autoradiography
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2.1. Characteristics of the Different Types of Radiation

During radioactive decay alpha particles, beta particles or gamma rays are the 
principal emissions.

2.1.1. a Particles
Alpha (α) particles are positively charged, and consist of two protons and two 
neutrons. These particles are emitted by radioactive nucleic such as uranium 
and radium. They are capable of producing many ionizations throughout their 
short path length. The energy of an α particles varies, high energy particles 
being emitted from larger nuclei, however even those with associated high 
energy have low speeds. As a result of their charge and large mass α particles 
are  easily absorbed making them unsuitable for autoradiography applications.

2.1.2. b Particles
Beta (β) particles are high energy electrons (β-) or positron (β+) and have different 
energies, even those produced from the same isotope. This energy distribution 
is important in determining the resolution of the image produced in macroau-
toradiography. Emitted β particles have long path length and fewer ionizations 
that decrease in energy with distance compared to α particles. The path itself is 
random and the particle can be easily deflected from its course. The particles are 
also absorbed by the matter they penetrate. Absorbance is dependant on the den-
sity and thickness of the absorbing material as well as the energy of the particle. 
This is an important consideration in selecting the isotope to use (see Table 26.1). 
Beta particles produced by 35S and 14C will have most of their radiation absorbed 
by the photographic emulsion closest to the sample, as a result demonstrate good 
image resolution. Low-energy emitting isotopes, such as 3H provided they reach 
the emulsion give better resolution. This is in contrast to high-energy emissions 
given by isotopes like 32P, which can pass through the sample and emulsion. The 
resolution of an image depends not only on the path length of the radioactive 
emission but also the photographic emulsion grain size.

2.1.3. g -Rays
X-ray and gamma (γ) ray are two names for the same electromagnetic radia-
tion. A γ-ray is a discrete quantity of energy without mass or charge propa-
gated as a wave. It is distinguished from an x-ray as it is not produced as a 
result of electron bombardment of a metal target in a vacuum. This type of 

Table 26.2. Commonly used isotopes in life science applications.

Isotopes Emission Energy (MeV[max.]) Half-life
3H Weak β 0.019 12.4 yr
14C Weak β 0.159 5730 yr
35S Weak β 0.167 87.4 d
33P Weak β 0.249 25.4 d
32P Weak β 1.709 14.3 d
125I X-ray 0.027 60 d

γ-ray 0.035

Auger electrons 0.030
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radiation is more penetrating than either α or β particles but γ-rays contain less 
energy. In elements with low atomic numbers (< 50), Auger electrons that have 
an energy similar to 3H are produced as a result of the emission being absorbed 
by the same atomic electron shell.

3. The Photographic Process

3.1. Latent Image Formation

Photographic emulsions are a clear matrix of gelatine, in which are embedded 
crystals of a silver halide usually a bromide (8). In the case of film, the emul-
sion is cast as a thin layer on a clear solid support or base, and in most cases 
the emulsion is protected by an antiscratch layer. The base layer may be coated 
with the emulsion on one or both sides.

The crystals of silver halide, also known as the grain of the emulsion con-
ventionally forms an eight-surface solid cube of silver and halide. Sensitive or 
faster films contain larger grains. Larger grains however are prone to a ‘grainy’ 
effect that leads to an image with poor resolution. Therefore films of this type 
are not suitable for those applications where good resolution is required. In 
recent years, companies such as Kodak have used crystals of silver halides that 
are flatter and more tubular in shape (9). So called T-grain emulsions demon-
strate greater speed, for a similar total amount of silver, as the flatter shape 
intercepts more light without an increase in the graininess of the film.

A photographic emulsion does not generate a perfect crystal lattice. The 
silver ions that do not occupy a crystal position are important in the formation 
of the image. Relatively, the number of these interstitial silver ions is small 
compared to the total number. In addition there are distortions or dislocations 
in the uniform crystal caused by contaminants in the gelatine or molecules 
produced by various side reactions during emulsion formation. These imper-
fection sites or faults are important in image formation. In the more usual 
photographic process, the response of an emulsion is to light, when a photon 
of light of energy greater than a certain minimum value strikes the emulsion 
it is absorbed in a silver halide crystal. This action releases an electron from 
a halide ion. Should the freed electron strike a fault it becomes trapped. The 
now negatively charged trap attracts the positively-charged silver ion resulting 
in the deposition of an atom of silver. This sequence of events can occur many 
times in a single trap causing an aggregation of silver atoms. This aggregate 
forms the latent image. The latent image is converted to a visible image by the 
process of ‘development’. The presence of silver atoms makes the whole grain 
susceptible to the reducing action of the developer.

A single atom of silver however is relatively unstable breaking down eas-
ily to an electron and a positive silver ion. Therefore the interval between the 
formation of the first silver atom and the arrival of the second photon is impor-
tant. Without timely arrival of the second photon of light energy, the energy 
associated with the first is wasted. Successive hits are extremely unlikely in 
situations where light levels are low. As a result photographic emulsions are 
disproportionately insensitive at low intensities of light. With an increase in the 
intensity of light comes an increase in the efficiency of the process described. 
To produce a developable image, each silver halide grain will require energy 
from approximately five photons.
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There is a fundamental difference between the response of a photographic 
emulsion to light and its response to ionizing radiation. In the latter the silver 
halide crystal is exposed to the electrons resulting from an absorption event. 
The electron can transmit hundreds of times more energy through the crystals 
or gains than a photon of light. The number of grains exposed per interac-
tion can vary from one grain per 10 KeV of ionizing radiation to 50 or more 
grains for a 1-MeV emission. However, with the higher energies there is a low 
probability of an interaction that transfers the total energy to the grains. Also 
higher-energy electrons pass out of an emulsion before all their energy is 
dissipated. It is estimated for high energy emissions, that 5–10 grains are made 
developable per interaction. In this type of autoradiography (direct) at low 
levels of exposure each increment of exposure results in the same number of 
grains becoming developable. Therefore there is a direct relationship between 
the density or blackness of the image and exposure. Only when the exposure 
becomes so great that appreciable energy is wasted on grains already exposed 
does the linear relationship break down. This characteristic allows quantifica-
tion studies to be carried out using direct autoradiography. Practically this is 
generally limited to two or three orders of magnitude.

Weak β emissions such as those from 3H and 14C may be absorbed by the 
sample before reaching the emulsion and hence do not contribute to latent 
image formation. This quenching can also be overcome with the use of scintil-
lator that is allowed to penetrate the sample before it is exposed to the photo-
graphic emulsion. Refer to the Section 5 on indirect autoradiography.

3.2. The Development Process

The development process is key to the formation of permanent image. 
However the process of development also affects image quality, imaging sta-
bility as well as film drying.

During development of a photographic emulsion the silver halide is reduced 
to metallic silver. Typically used developing agents include hydroquinone and 
phenidone, often a mixture of developers are used, these can provide for a 
superior image. The development reaction is speeded up by the presence of the 
metallic silver in the latent image. The latent image acts as an electron con-
ducting bridge by which electrons from the developing agent reach the silver 
ion. Electrons are easily given up to an exposed crystal but not an unexposed 
crystal. The electrons combine with the silver ion in the crystal neutralising 
the positive charge producing an atom of silver.

A typical developing solution consists of several components each of which 
has a purpose. For good image quality it is important to mix developing compo-
nents well and in the correct order using a good quality diluent where concen-
trates are used. An alkali with strong buffering capacity is required owing to the 
liberation of hydrogen ions that accompanies the development process. Lower 
capacity buffering agents result in poor developer shelf life with frequent 
replenishment being required. The presence of a preservative prevents oxida-
tion of the developing agents, thereby prolonging its life. Commonly sulphite 
salts are used for the purpose. The preservative also reacts with the reaction 
products of the development process maintaining the development rate and 
preventing staining of the photographic layer when film is used. Hence the ratio 
of preservative to developer is critical to performance. An antifog agent assists 



402 B. M. Harvey

in producing good quality images, typically bromide is used. These agents 
decrease the concentration of silver ion in solution, protecting unexposed 
crystals from the action of the developer thereby sustaining the latent image 
produced during exposure. Antifog agents therefore affect the development rate 
and the amount of film blackening (density). Hardeners frequently used in auto-
matic processes limit film swell and help to protect the film from processing 
artefacts. Glutaraldehyde is the commonest hardener in use. Developers may 
also contain solvents to kept the developing agent in solution and a sequester-
ing agent that counters the adverse effect of impurities are often introduced in 
the water used to prepare the developer from its concentrate. Water quality is 
therefore important in generating good quality images.

Following development the image must be stabilized or fixed. The fixing 
stage dissolves any nonmetallic silver halide and renders the emulsion trans-
parent; the emulsion at this stage is soft and easily damaged. Film antiscratch 
layers serve to protect the film at this stage as well as during exposure manipu-
lations. Fixing agents stop the development process. Thiosulphates are the 
most common fixing agents. As with the developer, fixing solutions contain a 
preservative, a sulphide usually, to prevent oxidation and prolong the solution’s 
shelf life. The hardener, commonly an aluminium salt, protects the film from 
damage and helps accelerate the drying process. Buffering agents maintain a 
constant pH and, as with the developer, affects the fixative replenishment rate. 
Sequestering agents prevent the formation of aluminium hydroxide that lead 
to improper drying of the film.

Between each of the steps and before drying, washing is required to remove 
residual chemicals. A good washing technique with good quality water helps 
to eliminate artefacts, prevents contamination of the fixative with developer, 
removes excessive fix, and enhances the stability of the image as well as pro-
moting drying. Like the development and fixation steps, washing is sensitive 
to time and temperature.

It is important to follow the manufacturers’ instructions for the prepara-
tion, use and storage of developers and fixatives. Most type of x-ray film 
can be processed by hand or automatically using a film processor. However, 
different films will often require different lengths of processing. Film lacking 
antiscratch layers are not suitable for automatic processing and care must be 
taken during hand processing to prevent film artefacts.

4. Direct Autoradiography

Coating photographic emulsions on to a support producing an “x-ray film” is 
the most commonly available autoradiography product. In principle there are 
two type of x-ray film, the direct type and the screen type, although most x-ray 
films are suitable for both techniques, refer to Table 26.1. Direct films are suit-
able for use with the isotopes 33P, 35S, 14C, and 3H provided their emissions are 
not absorbed by the sample. Direct autoradiography is the method of choice 
where resolution is more important than sensitivity. The lack of an antiscratch 
layer may improve sensitivity particularly when used with weaker β emitters 
such as 3H. The sample should be held as close as possible to the film to maxi-
mize spatial resolution. Exposure occurs at room temperature although −20/−70°C 
exposure are advantageous for wet samples as freezing avoids  diffusion of 
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the radioactive label. The resulting images are quantifiable. Most films are 
double-coated but the disadvantage of this type of film structure is reduced 
resolution compared to single-coated film. In the case of medium energy 
β-emitters, for example 35S and 14C as most of the energy is absorbed close to the 
sample, the second layer does not contribute significantly to the image.

Liquid photographic emulsions are also available to the researcher these 
products are particularly useful when working with tissue sections and/or lay-
ers of cultured cells. In this case the sample is dipped into the liquid emulsion 
under dark room conditions where it is allowed to solidify before an appro-
priate period of exposure. The procedure decreases the distance between the 
sample and the silver grains in the emulsion thus increasing sensitivity and 
resolution. The whole specimen is subjected to development and fixation proc-
ess, this results in deposits of silver appearing embedded within the specimen. 
The morphology of the tissue and the signal from the radioactive probe can 
therefore be viewed simultaneously in a light or electron microscope (10).

Screen-type films are ideal for use indirect autoradiography as they are 
designed to respond to light, usually light in the blue and ultraviolet range 
of the spectrum. However some are optimized to match the green emissions. 
It is therefore important to ensure films are matched to the wavelength of light 
produced in order to optimize performance.

5. Indirect Autoradiography

In this technique (11) emitted ionizing energy is converted to light by means of 
a scintillator. The scintillator, which can be an inorganic or organic molecule, 
emits many hundreds of photons of light when excited by a single β particle 
or γ ray.

5.1. Fluorography

The process of indirect autoradiography is achieved using fluorography, when 
the sample is impregnated with the scintillator. Fluorography helps overcome 
the problem of quenching within the sample, because the photon of light is 
capable of travelling further than the original β particles. This technique is ideal 
for use with the lower energy β emitters such as 33P, 35S, and 14C. Exposures 
must occur at −70°C (12) to maximize the effect of the scintillator. Because 
of dispersion effects image resolution is adversely affected with this technique 
therefore is not suitable for those application where resolution is important. 
Scintillators include 2,5-diphenyloxazole (PPO) (1,13), sodium salicylate (14) 
and the commercially available branded reagents including Amplify™ (GE 
Healthcare), Fluoro-Hance™ (Research Products International), and EA-
wax(GenTaur), refer to Table 26.3 for some protocol details.

5.2. Intensifying Screens

Placing a screen, usually referred to as intensifying screens, incorporating a 
scintillator behind the film to which the sample is directly applied allows the 
highly energetic emissions that pass straight through the film, without trans-
ferring their energy to the crystal lattice, to be converted to light (see Fig. 26.1). 
For conventional intensifying screen to bear benefits, radiation from the 
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 radioisotope must have an energy greater than 0.4 MeV. This allows the β 
energy to reach the intensifying screen. These screens are therefore limited to 
use with, 32P and 125I (15), i.e., those with associated high energy β particles. 
The radioisotopes such a 14C, 35S, 33P and 3H lack sufficient energy to penetrate 
the base and/or the second emulsion layers. Unfortunately it is these lower 
energy radioisotopes that would benefit most from the action of intensifying 
screen. Intensifying screens contain an inorganic phosphor; calcium tungstate 
(CaWO4) is the commonest form that produces blue light. Terbium-activated 
rare-earth oxysulphides such as lanthanum oxysulphide produce green light. 
The performance of the screen will vary with the coverage and thickness of the 
phosphor in the screen as well as the phosphor grain size and its purity.

Fig. 26.1. Use of intensifying screens: a compromise between sensitivity gain and 
resolution loss

Table 26.3. Polyacrylamide gel fluorography protocols.

Method PPO in DMSO
PPO in glacial 

 acetic acid Sodium salicylate AmplifyTM

Fixing advisable

Recommended fixer/
time

Yes

Acetic acid: 2 vol
Methanol: 9 vol
Water: 9 vol
1 h

No
-

Yes

Acetic acid: 2 vol
Methanol: 9 vol
Water: 9 vol
30 min

Yes

7%(v/v) acetic acid
30 min

Presoak required 2 × 30 min in 
DMSO

1 × 5 min in glacial 
acetic acid

1 × 30 min in water None

Scintillant cocktail 4× gel volume of 
22.2% (w/v) PPO 
in DMSO

4× gel volume of 
20% (w/v) PPO 
in glacial acetic 
acid

10× gel volume of 
1 M sodium sali-
cylate pH 5.0–7.0

4x gel volume of 
Amplify, as sup-
pliedTM

Time to impregnate

Rinses

Drying

3 h

1 h in 20x gel 
volume of water

Under vacuum, 1 h

1.5 h

1 × 30 min in water

Under vacuum at 
70°C 3–5 h

0.5 h

None

Under vacuum at 
80°C 1 h

0.3–0.5 h

None

Under vacuum at 
70–80°C 1 h

PPO, 2,5-diphenyloxazole; DMSO, dimethyl sulphoxide.
The information is appropriate for gels up to 1-mm thick. Thicker gels may require longer incubation times.
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The photons produced from the bombardment of the intensifying screen 
by β particle or γ rays produces the photographic image, which is superim-
posed on the radiographic image. Use of a film/screen system increases the 
sensitivity of the film, and helps overcome the problem of under-represen-
tation at low light intensities (16). Often the use of two screens offers little 
benefits over the use of one as sample usually obscures one of the screens. 
The conversion of radiation to light decreases image resolution and the dif-
ferent responses of the emulsion to radiation and light means that unlike 
direct autoradiography quantification is only possible after preflashing 
(see Section 6). Reducing the temperature during exposure helps stabilize 
the latent image, by reducing thermal reversion of the silver atom there by 
stabilizing the excited silver halide crystals, increasing the time available 
to capture the second photon of energy. The optimal temperature for stable 
latent image formation is between –60 and –80°C. Hence exposure using 
this technique occurs at –70°C, the effect of intensifying screens at room 
temperature is minimal. The difference between latent image formation 
between light and ionizing radiation means that the reducing the tempera-
ture during direct autoradiography has no effect on sensitivity when this 
technique is used.

The recent introduction of gadolinuium oxysulphide:terbium (GOS) screens, 
which emit in the green range of the spectrum, have improved the performance 
of green light intensifying screen. This benefit has been provided by Kodak 
who in 1995 introduced the GOS phosphor in their TranScreen™ system 
(17). This patented system helps eliminates absorbance by the film support 
and offers reduced exposure times when used in combination with T-grain 
BioMax™ film to which it is matched. TranScreen LS intensifying screens 
provide improved resolution with all types of β-particles. The TranScreen™ 
HE intensifying screen has a thicker layer of phosphor converts more of the 
high energy emissions offering an improvement in sensitivity compared to a 
conventional system.

6. Preflashing

The relationship between the amount of radioactivity and blackening of the 
film is not linear. Preflashing can help overcome under-representation at 
low levels of light or ionizing radiation; there is no effect for large amounts. 
As a technique it can be used in those circumstances where the use of low 
temperature exposures as required with intensifying screen are not possible. 
These include chemiluminescence (18,19) detection where the use of the low 
temperatures would significantly affect the light producing enzymatic reac-
tion, see Fig. 26.2. Preflashing increases the sensitivity for the low signals 
giving the film a greater linear response, allowing accurate quantification over 
a wider range if required.

The film is pre-exposed to an instantaneous flash of light prior to the 
sample’s exposure to the film. This flash of light allows for at least two 
conversions of silver ions to atoms with the silver halide crystal. As a result, 
the reversible stage of latent image formation is overcome. Obviously, the 
conditions for preflashing require careful optimisation (see Fig. 26.3). 
Preflashing the film, so that its absorbance at 450 mm after development is 
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Fig. 26.2. Lambda Hind III digest (10-fold dilution) ECL™ (GE Healthcare Ltd) detected and 
exposed to Hyperfilm™ ECL (GE Healthcare Ltd). Note the presence of the 0.56 Kb frag-
ment after preflashing, demonstrating increased sensitivity following this procedure

Fig. 26.3. Preflashing requirement for pre-exposure to obtain a linear response of film 
to light from (A) a 3H fluorography or (B)32P with an intensifying screen. Preflashing 
absorbance of 0, 0.2 or 0.4 U above the absorbance of the unflashed film are shown. 
The vertical bars in (A) illustrate how the effect of preflashing is easily under estimated 
when it is assessed only with large amounts of radioactivity
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increased by 0.1–0.2 absorbance units compared to the control, effectively 
introduces a stable pair of silver atoms per crystal. Preflashing above this 
range will disproportionately increase the film’s responses to low levels of 
light. The effect of preflashing is greater for longer exposure times. The 
flash of light must be short, 1 ms is sufficient, and the light source should be 
of appropriate intensity and wavelength. These conditions are provided by 
most photographic flash units.

7. Storage and Handling of Autoradiographic Products

The storage and handling of autoradiographic products is important for achiev-
ing high quality reproducible results. Film products and emulsions must be 
stored away from penetration radiation at temperatures between 10 and 20°C 
in humidity between 30 and 50%. Storing the film upright and avoiding stack-
ing avoids film artefacts. It is important to remove the film gently from its box 
or the exposure device/cassette, rapid movement can cause a static discharge 
leading to blemishes on the film. Some vendors provide film inter-leaved with 
paper or alternatively individual sheets of film sealed in light-tight envelopes 
that give maximum protection. These film envelopes are particularly useful for 
the infrequent user.

In the darkroom ensure the area is protected from white light penetration. 
Ensure the proper safelight conditions are available. Improper bulb wattage, 
filter type and distance between the safelight and the photographic emulsion 
will fog film or result in high levels of background in applications using liquid 
emulsions.

8. Filmless Autoradiography

Limitations in image quality and detection of low levels of radioactive labe-
ling have prompted development of a number of image capture systems with 
improved resolution and/or sensitivity. Digital autoradiography is now well 
established in many areas of Life Science research.

PhosphorImager devices such as Storm™ and Typhoon™ (GE Healthcare) 
are instruments designed for the Life Science research. These instruments 
utilize storage phosphor autoradiography (20), originally described by Kodak. 
A re-useable screen, made from europium:barium fluorobromide (Eu:BaFBr) 
for example, is used instead of film. The screen, cleared by exposure to  visible 
light, is able to capture quantitative data from the radio-labeled sample. The 
technique differs from intensifying screens in that rather than producing light 
in response to ionizing radiation these screens store a portion of the energy 
in the form of a trapped electrical charge within the phosphor material. The 
distribution of these trapped charges mirrors the distribution of radioac-
tive label within the sample. The exposure to ionizing radiation results in 
the oxidation of Eu(2+) to Eu(3+) and a reduction of BaFBr to BaFBr–. 
When the exposed screen is irradiated with light of an appropriate wavelength 
(633 nm) from a helium-neon laser the trapped charges recombine releasing 
a photon of blue light (590 nm) that is collected simultaneously to provide a 
quantitative  representation of the sample.
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9. Appendix: Working Safety with Radioactive 
Materials (21)

This advice does not replace any instruction or training in your establishments, 
local rules or advise from your Radiation Protection Adviser.

In general, compounds labeled with low energy emitters may be handled 
safely in the small quantities found in most research and teaching laboratories 
with only modest precautions. When handling high energy β emitters, such 
as 32P or γ-labeled compounds further precautions are necessary. Although 
radiation protection can be a complex subject, it is possible to simplify it to 
ten basic things you should do–golden rules.

 1. Understand the nature of the hazard and get practical training. Never work 
with unprotected cuts or breaks in the skin. Never use any mouth-operated 
equipment. Always store compounds under the conditions recommended. 
Label all containers, clearly indicating nuclide, compound, specific activ-
ity, total activity, date and name of the user. Containers should be properly 
sealed and shielded.

 2. Plan ahead to minimize the time spent handling radioactivity. To check 
your procedure, do a dummy run of your procedures without radioactivity. 
The shorter the time the smaller the dose.

 3. Distance yourself appropriately from the sources of radiation dou-
bling the distance from the source quarters the radiation dose (inverse 
square law).

 4. Use appropriate shielding for the radiation. One centimetre of Perspex 
will γ stop all β emissions, but beware of Bremsstrahlung radiation from 
high energy emitters. Use suitable thickness of lead for γ emitters or 
x-rays.

 5. Contain radioactive materials in define work areas. Always keep active 
and inactive work separate, preferably by maintaining rooms to be used 
solely for radioactive work. Always work over a spill tray and work in a 
ventilated enclosure.

 6. Wear appropriate protective clothing and dosimeter. Local rules will define 
what dosimeters should be worn.

 7. Monitor the work area frequently for contamination control. In the event of 
a spill follow a prepared contingency plan: Verbally warn all people in the 
vicinity. Restrict unnecessary movement into and through the area. Report 
the spill to the radiation protection supervisor/advisor. Treat the contami-
nated personnel first. Follow a clean up protocol.

 8. Follow the local rules and safe ways of working. Do not eat, drink, smoke 
or apply cosmetics in an area where radioactivity is handled. Use paper 
handkerchiefs and dispose of the appropriately. Never pipet radioactive 
solutions by mouth. Always work carefully and tidily.

 9. Minimize the accumulation of waste and dispose of it by an appropri-
ate route. Use the minimum quantity of radioactivity needed for the 
investigation. The disposal of radioactive material is subject to statutory 
control. Be aware of the requirements and use only an authorized route 
for disposal.

10. After completion of the work, monitor yourself, wash and monitor again. 
Report to the local supervisor if contamination is found.
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1. Introduction

In the last few years, mass spectrometry (MS) has emerged as a major tool 
for the identification and characterization of peptides and proteins. It is now 
possible to measure proteins of masses > 100 kDa to an accuracy of a few 
Da, and to measure the masses of peptides with an accuracy of a few mDa. 
As a result, the information yielded by an MS measurement is highly specific. 
In addition, MS has extremely high sensitivity, often in the femtomole 
(10−15 mole) range, so it is a method that is suitable for the analysis of trace 
amounts of sample.

Mass spectrometry relies on the properties of charged particles moving 
under the influence of electric and magnetic fields, so the species studied 
must be ions (charge ze) rather than molecules. Most MS experiments are 
performed on positive ions, which can be formed either by the removal of 
one or more electrons from each molecule, or by the addition of one or more 
cations, usually protons. Consequently, the first step in any mass measurement 
is to transfer the molecule into the gas phase and to ionize it; what is actually 
measured then is the ratio of molecular mass to charge (m/z).

Most biological samples are mixtures of a number of compounds, so their 
m/z spectra can be very complex. Moreover, even pure compounds yield 
a number of peaks in their m/z spectra, corresponding to various values of 
charge z, and to the distribution of isotopes in the compound. The main isotope 
effect in organic compounds is caused by the ~1.1% 13C in natural carbon. For 
example, Fig. 27.1 shows the m/z spectra of two singly charged peptide ions. 
In Fig. 27.1A the most abundant peak in the spectrum is the “monoisotopic” 
peak at 1053.587 Da (see definitions in Table 27.1), corresponding to the 
ions containing only the most abundant isotopes. For larger molecules, such 
as the peptide shown in Fig. 27.1B, the distribution is shifted upwards, and 
the monoisotopic peak is no longer the largest one. As the molecular mass 
increases still further, the probability that all atoms in the molecule consist of 
the most abundant isotopes decreases, so the monoisotopic peak continues to 
decrease until finally (at >15 kDa) it is usually too small to observe.
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Fig. 27.1. A. MALDI-TOF spectrum of the singly-charged ions from the peptide 
HIPEFVRR (citrate synthase, amino acid residues 283–290). The chemical composi-
tion of the compound is C48H76N16O11, so the nominal mass of the singly protonated 
ion (M + H)+ is 1053 Da (see definitions in Table 27.1). The values of (M + H)+ cor-
responding to the monoisotopic mass are: 1053.587 Da (measured), and 1053.596 Da 
(calculated from the known chemical composition). The calculated average value of 
(M + H)+ is 1054.241 Da, about 0.06% greater than its monoisotopic mass. Doubly 
charged ions (M + 2H)++ would be expected to appear at m/z ~528 (far below the present 
scale), but are not observed above background (intensity < 0.3% of the singly-charged 
peaks). Note that in this case the probability that all carbons in the molecule are 12C 
is only ~(0.989)48 ~0.588. B. MALDI-TOF spectrum of the singly-charged ions from 
the peptide [ALVLIAFAQYLQQCPFEDHVK] from human protein P02768 (Serum 
Albumin Precursor). The monatomic ion has measured m/z = 2490.284 (calculated 
m/z = 2490.286), and average m/z = 2491.888
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2. Methods of Ionization

Most peptides and proteins are polar, involatile, and thermally unstable, so 
the classical methods of ion production (evaporation, followed by electron 
bombardment) provide little information about molecular structure, since they 
usually break up the molecule into small pieces (1). This situation changed 
dramatically about twenty years ago with the development of new ionization 
techniques, notably matrix-assisted laser desorption/ionization (MALDI), and 
electrospray ionization (ESI) – techniques that are especially well adapted to 
the analysis of large biomolecules.

In MALDI, the analyte is deposited on a solid surface, usually in vacuum, 
along with a considerable excess of “matrix,” and bombarded with a series 
of pulses from a laser (Fig. 27.2). The matrix serves to absorb energy from 
the laser pulse, and the resulting strong heating serves to eject an expanding 
plume of matrix + analyte from the target surface. Reactions in the plume 
between the analyte molecules and the matrix ionize the analyte molecules. 
This  process yields mostly singly charged ions, so the determination of mass 
from m/z is not usually a problem.

In electrospray ionization (ESI), shown schematically in Fig. 27.3, the 
analyte is dissolved in a suitable liquid to form a dilute acidic solution. In 
this solution proteins are usually unfolded, with most of their basic sites 
 protonated. Multicharged droplets of the solution are extracted at  atmospheric 
pressure from the electrospray needle by the application of a high voltage (a 
few kV) to the needle. In a typical configuration, the  resulting electric field 
accelerates them towards a heated capillary, then through a series of small 
apertures into regions at progressively reduced pressure until they finally 
enter the high vacuum region of the mass spectrometer. During this process, 
ions may be produced either by ejection from a droplet, or as the residue of a 
droplet after evaporation of the solvent. The resulting shower of ions generally 
consists of a mixture of highly charged ions of various charges (Fig. 27.4A).

Nevertheless, the determination of charge state and molecular mass is still 
straightforward. Consider any two adjacent peaks in the electrospray spec-
trum, with measured m/z values µ1 and µ2. If we assume that these peaks 
correspond to charges z and (z − 1), the measurement yields the equations µ1 
= m/z and µ2 = m/(z − 1); i.e., two equations in two unknowns (m and z). 
Thus both m and z are determined; [m = m1m2/(m2 − m1) and z = m2/(m2 − m1)]. 

Table 27.1. Some Definitions.

The atomic unit of mass, called u or Dalton (Da), is 1/12th the mass of the 12C atom.

The nominal mass of a molecule is calculated from the integral mass of the most 
abundant isotopes of its constituents, i.e., H = 1, C = 12, N = 14, O = 16 etc.

The monoisotopic mass of a molecule is calculated from the exact mass of the most 
abundant isotopes of its constituents, i.e., 1H = 1.007825, 12C = 12.000000,
14N = 14.003074, 16O = 15.994915, 32S =31.972070 etc.

The average mass of a molecule is calculated from the average mass of its 
 constituents, weighted for abundance, i.e., H = 1.00794, C = 12.011 etc.
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Fig. 27.3. Schematic diagram of an ESI source. Typical parameters: aqueous solution 
of 50% acetonitrile or methanol, 1% acetic acid; spray rate ~0.25 µL/min for electro-
spray, ~20 nL/min for nanospray

Fig. 27.2. Schematic diagram of a MALDI source. The most frequently used laser is 
a nitrogen UV laser running at 20 to 100 Hz, giving ~3 ns pulses at a wavelength of 
337 nm. Common matrices are α-cyano-4-hydroxycinnamic acid (favored for pep-
tides), and 2,5-dihydroxybenzoic acid (favored for proteins)

In practice, a “deconvolution” algorithm based on the same principle, but tak-
ing all the electrospray peaks into account, is used to calculate the overall best 
mass value from the resultant mass spectrum (Fig. 27.4B).
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3. Mass Spectrometers

There have also been significant advances in instrumentation in recent years. 
Mass spectrometers serve to separate charge-bearing molecules according to 
their  values of m/z, and thus to measure their masses if the charge state is 
known. Classical methods used magnetic sector mass spectrometers, which 
gave high mass accuracy but poor sensitivity, and were not well adapted to 
the new ionization methods.1 They have now been almost entirely replaced by 
other instruments such as time-of-flight (TOF), quadrupole, and ion resonance 
mass spectrometers.

Fig. 27.4. A. ESI spectrum of wild type citrate synthase; 9 µM in aqueous solution, 
50% methanol, 1% acetic acid. Note that each of the multicharged peaks in the spec-
trum is a superposition of an isotope distribution like the one in Fig. 27.1, but here 
unresolved. B. Deconvoluted spectrum (i.e., the mass spectrum) corresponding to the 
ESI spectrum of Fig. 27.3; measured mass 47,883 Da, average mass calculated from 
the known composition 47,885 Da

1 Earlier developments are described in ref. 1.
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3.1. Time-of-Flight Mass Spectrometer

An instrument that is well adapted to MALDI measurements is the time-of-
flight (TOF) mass spectrometer (2). In its simplest form (Fig. 27.5), ions are 
produced by MALDI from an analyte deposited on a conducting target surface 
at potential V, and are accelerated to energy zeV by the electric field between 
the target and a parallel grid at ground potential. The ion flight time in the 
field-free region between the grid and detector determines the ion speed v, 
and therefore its ratio of mass to charge; i.e., the ion kinetic energy mv2/2 = 
zeV, so m/z = 2 eV/v2= 2 eVt2/L2, where t is the flight time over the field-free 
path length L. In practice, the defining time is measured from the time that 
the pulsed laser fires to the time that the ion is detected, and the value of m/z 
is determined from the equation m/z = (at + b)2, where the constants a and b 
are calculated from the m/z values measured for two ions of known mass. This 
takes approximate account of the flight time from target to grid, and other 
small effects. It is important to note that a TOF instrument measures ions of 
all m/z values without scanning.

A more sophisticated TOF instrument is shown in Fig. 27.6 (3). It incor-
porates an electrostatic ion mirror that can produce a retarding electric field. 
If this field is turned off, the instrument acts as a simple linear TOF spectro-
meter, in which the ions are registered in detector 1. This mode of operation is 
often preferred for measurements of large proteins.

When the electric field in the mirror is turned on, it reverses the ion direc-
tion and corrects for initial spreads in ion energy, i.e., an ion of lower than 
normal energy will spend more time in the field-free region than one of normal 
energy, but less time in the mirror. If the electric field in the mirror is adjusted 
to the correct value these two times almost compensate each other, so the 
instrument corrects for variations in the energy of ions from the source, and 
thus improves the resolution (3). This mode of operation is usually favored for 
measurements on peptides.

Fig. 27.5. Schematic diagram of a simple TOF mass spectrometer. The detector is 
normally a microchannel plate. The “clock” is usually an electronic time-to-digital 
converter, capable of measuring the flight time to an accuracy of a few ns
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3.2. Quadrupole Mass Spectrometers

3.2.1. Linear Quadrupole Mass Filter
In contrast to the TOF spectrometer, which is most easily adapted to a pulsed 
ion source, the linear quadrupole is most compatible with a continuous ion 
source, such as electrospray (4). Fig. 27.7 shows a schematic diagram of a 
linear quadrupole mass filter; it consists of four rods, ideally hyperbolic, but 
usually cylindrical in practice. When DC voltages U0 and alternating voltages 
V0 cosωt (typical frequencies 700 kHz to a few MHz) are applied to the rods 
as indicated, focusing forces act in the transverse directions, yielding a motion 
described by the Mathieu equation, which depends on parameters au and qu (4). 
The motion may be stable (an oscillation about the central axis), or unstable, in 
which case the ions will escape radially. A typical region of stability (ABC) 
is illustrated in Fig. 27.8. If no DC voltage is applied (U0 = 0, so au = 0), the 
motion is unstable for high values of q (beyond point C on the diagram), i.e., 
for low values of m/z. Thus ions are lost if their m/z values are too low, but 

Fig. 27.6. Schematic diagram of an early reflecting TOF instrument (3). In this instru-
ment’s original form, analyte ions were produced as secondary ions by bombardment 
by ~10 keV Cs+ ions, as shown, but the instrument was converted later to use MALDI 
ions. Here, the angle between the secondary ion path and the spectrometer axis has 
been exaggerated for the sake of clarity; the actual angle was ~1.4°. The dashed line 
shows the path of a typical parent ion. If a parent ion decays along the flight path 
(metastable or “post-source” decay), it normally produces two products – a neutral and 
a charged daughter; the neutral will follow the solid line (a straight path) and can be 
registered in detector 1; the dotted line shows the path of the corresponding charged 
daughter, which is registered in detector 2
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Fig. 27.7. Schematic diagram of a linear quadrupole mass filter

Fig. 27.8. Behavior of ions in the quadrupole mass filter. The behavior depends on the 
values of the Mathieu parameters au and qu, au = (8/r0

2ω2) (ze/m) U0, and qu = (4/r0
2ω2) 

(ze/m) V0, where r0 is a geometrical parameter. The motion is stable only for values of 
au and qu that lie within the region ABC

–(Uo+Vo cos (ωt))

+(Uo+Vo  cos (ωt))
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Fig. 27.9. The stability regions for several values of m/z are shown as a function of U0 
and V0 (for constant ωω as well as a “scan line.” If the values of U0 and V0 are varied 
along the scan line, successively larger values of m/z will be selected

Vo

Uo

(m/z)1

(m/z)2

(m/z)3
Scan

(m/z)1<(m/z)2<(m/z)3

the instrument acts as an ion guide for ions with m/z values beyond the cutoff, 
since their motion is stable.

If an additional DC potential U0 is applied to the rods, the range of ze/m 
that can undergo stable motion is restricted, particularly near the upper tip B 
of the stability diagram, so the device serves as a mass filter; i.e., only ions 
with a limited range of m/z values will be stable. Fig. 27.9 shows the stability 
regions for several values of m/z as a function of U0 and V0, as well as a “scan 
line.” If the values of U0 and V0 are varied along the scan line, successively 
larger values of m/z will be selected, so the instrument serves as a scanning 
mass spectrometer.

3.2.2. Quadrupole Ion Traps
Another important instrument that makes use of quadrupole electric fields is 
the 3-dimensional quadrupole ion trap, a versatile tool for measuring mass 
spectra (4). It consists of three hyperbolic electrodes, (a ring and two endcaps), 
whose cross-section is shown in Fig. 27.10. The instrument is symmetrical 
about the z axis. An electrostatic ion gate is pulsed so as to inject ions into the 
trap through a hole in one of the end caps. Again there is a region of stabil-
ity for oscillations within the trap, described by a slightly more complicated 
version of the Mathieu equation. All ions are stored in the trap while m/z 
analysis is performed. Collisions with helium gas (pressure ~1 mtorr) within 
the trapping volume damp the ion motion, and thus improve the mass reso-
lution by reducing the ion kinetic energy and contracting the trajectories to 
the centre of the trap. Once the ions are trapped, and possibly manipulated, 
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they can be ejected sequentially through a hole in the other endcap into an 
 electron  multiplier detector. An important strength of this device is its ability 
to perform multiple stages of mass spectrometry in a single instrument, greatly 
increasing the information obtainable from a given analyte (see the following). 
The instrument is also robust and very sensitive, as ions can be accumulated 
in the trap for a considerable length of time, but most versions suffer from 
limited mass accuracy.

Linear ion traps have recently been put on the market (4). Their configura-
tion is similar to the geometry of the linear quadrupole, but with additional 
electrodes to permit trapping. They have the advantage of larger ion storage 
capacity than the 3D traps.

3.3. Resonance Instruments

3.3.1. Fourier Transform Ion Cyclotron Resonance (FTICR) 
Mass Spectrometers (5)
An ion charge ze moving in a plane perpendicular to a constant magnetic 
field B feels a Lorentz force (zev × B). It traces a circle whose radius r can be 
obtained by equating the Lorentz force to the centripetal force mv2/r., i.e., 
zevB = mv2/r. The periodic time T for this motion is given by T = 2πr/v = 2π 
m/zeB, so the frequency of oscillation is f = 1/T = (B/2π) ze/m. Thus measure-
ment of the oscillation frequency f determines the value of m/z when the field 
strength B is known. Note that all ions of given m/z have the same oscillation 
frequency independent of their energy.

Ion cyclotron motion may be rendered spatially coherent (and thus observ-
able) by the application of a spatially uniform rf electric field (excitation) at 
the same frequency as the ion cyclotron frequency (i.e., “resonant” with it). 

Fig. 27.10. Schematic cross-section of the 3D quadrupole ion trap. The endcaps and 
the ring are symmetrical about the z axis
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The ICR (time-domain) signal results from induction (detection) of an oscillating 
“image” charge on two opposed parallel electrodes. A frequency-domain 
spectrum (convertible to a mass-domain spectrum) is obtained by Fourier 
transformation of the digitized time-domain ICR signal.

FTICR instruments have unexcelled mass resolution and mass accuracy; see 
Fig. 27.11 for example. However, their performance improves with increasing 
magnetic field B, and is optimized only for high magnetic field. Consequently 
they use large superconducting magnets, making the cost of these instruments 
considerably higher than most other types of mass spectrometer.

3.3.2. The Orbitrap
This relatively new device traps ions in a cylindrically symmetric electrostatic 
field between two curved electrodes (7,8). Ions circle the central electrode 
and also undergo oscillations in the axial direction. The frequency of the 
oscillations determines the value of m/z for the trapped ions. It appears that 
this device may offer real competition to the FTICR instruments for the 
highest resolution and mass accuracy.

3.4. Protein and Peptide Sequencing

Perhaps the most important use of mass spectrometry for analysis of peptides 
and proteins has been the determination of their primary structure, i.e., their 
amino acid sequence (9). If the corresponding nucleotide sequence has been 
deposited in one of the standard databases, it defines the protein sequence, so 
the initial problem is simply the identification of the particular protein examined. 
There may be modifications that are not defined by the nucleotide sequence in 
the database, e.g., mutations in a different sample, or post-translational modifi-
cations, but at least the basic structure of the protein is defined. However, if the 

Fig. 27.11. Deconvoluted FTICR-MS spectrum from cytidine deaminase (CDA), 
obtained with a Bruker 9.4 T Apex QqFTICR. The spectrum obtained (solid line) is 
superimposed on the predicted spectrum (dashed line), calculated from the isotopic dis-
tribution of CDA derived from the known elemental composition. The most abundant 
mass measured (31,539.02 Da) agrees with the calculated mass (31,538.96 Da) within 
2 ppm. From C. Borchers, private communication, as described in ref. 6
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nucleotide sequence is not in the database, “de novo” sequencing is required 
(10), which is much more difficult, as no template is available.

The standard method of analyzing a protein (bottom-up sequencing) first 
breaks up the molecule by the action of an enzyme, usually trypsin, which cleaves 
the amino acid chain at the C-terminal end of either arginine or lysine. The tryptic 
fragments produced by this digestion are then examined in a mass spectrometer. 
The resulting list of m/z values (mass fingerprinting, or mass mapping) may 
be sufficient to identify the protein, as long as the sequence is contained in the 
standard databases (9).

If mass mapping fails to identify the protein, it is necessary to break up the 
enzymatic fragments, usually by collisions with gas molecules, and measure 
the masses of the daughter ions produced (9,11), usually designated an MS/
MS measurement. This process is carried out in a tandem mass spectrometer. 
Some instruments, for example the 3D ion trap, allow such measurements to 
be performed sequentially in a single instrument. Others require the use of a 
pair of separate spectrometers, as described below.

3.5. Tandem Mass Spectrometers

These spectrometers evolved in order to obtain more detailed information than 
the overall mass values provided by a simple m/z measurement. Tandem (in 
space) measurements are typically carried out in two m/z analyzers in series. 
The first analyzer selects a given parent (precursor) ion, which is broken up, 
usually by collisions in a gas cell. The daughter (product) ions are measured 
in a second mass spectrometer.

3.5.1. The Triple Quadrupole
This instrument consists of three quadrupoles in series in a configuration 
Q1q2Q3—two quadrupole mass filters, Q1 and Q3, with an RF quadrupole 
ion guide q2 between them (12). When a mixture of molecules is fed into 
the quadrupole mass filter Q1, it selects a parent ion, which is fed into a gas 
cell that is surrounded by the RF quadrupole q2. Collisions with the gas mol-
ecules break up the parent ion, and the daughter ions are focused towards the 
axis by the quadrupole field of q2. Q3 selects daughter ions, one species at a 
time, and feeds them to a detector. The instrument is simple and robust, and 
it has become a workhorse for small molecule measurements. However, its 
efficiency is reduced by the need to scan both Q1 (parent ion scan) and Q3 
(daughter ion scan).

3.5.2. The Quadrupole–Time-of-Flight Mass Spectrometer
The need for double scanning in a triple quadrupole instrument has stimulated 
the search for alternatives. A popular solution calls for the final quadrupole 
to be replaced by a time of flight instrument. As in the triple quadrupole, Q1 
selects the parent ion, which is broken up by collisions with the gas in the 
ion guide q2. However, Q3 is now replaced by the TOF spectrometer, which 
is capable of measuring the entire daughter ion spectrum without scanning, 
thus enhancing the efficiency. For this reason, the QqTOF instrument has also 
become a favorite device for MS/MS measurements, both for ESI and MALDI 
peptide ions (13,14).

For optimum efficiency, it is necessary to cool the ions by gas collisions in 
an additional quadrupole ion guide q0 before injection into Q1, thus  producing 
a configuration q0Q1q2TOF. Such instruments also benefit greatly from 
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Fig. 27.12. Schematic diagram of a hybrid quadrupole–TOF mass spectrometer with 
an ion mirror and orthogonal injection. In this instrument ions are cooled by gas colli-
sions in q0, mass-selected in Q1, and broken up by collisions with the gas in q2. The 
quadrupole q2 injects slow ions perpendicular to the TOF axis into the storage region 
of the modulator. The resulting ion “sausage” is then accelerated in the axial direction 
by pulses applied to electrodes below and above the storage region, and subsequently 
by a DC voltage in the accelerator. The pulses provide the required “start” signals for 
measuring the flight time. The m/z values for the resulting daughter (product) ions are 
measured in the reflecting TOF section

Fig. 27.13. The insert shows the MALDI m/z spectrum of the coat protein from the 
plant virus TriMV. The main part of the figure shows a daughter ion spectrum (MS/MS 
spectrum) resulting from collisional-induced dissociation of the parent ion with m/z = 
1370.28, shown in the insert. This corresponds to the peptide DAPQNLNATVVTK, 
amino acid residues 044 to 056 of TriMV
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“orthogonal injection,” i.e., injection into the TOF instrument perpendicular 
to its axis (15). Such an instrument is shown in Fig. 27.12, and a typical 
daughter ion spectrum is shown in Fig. 27.13.

3.5.3. Other Tandem Configurations
More recent alternatives are the TOF/TOF instrument, in which both parent 
and daughter mass selection are carried out by time of flight (16), and the 
quadrupole FTICR spectrometer, in which m/z measurements of the daughter 
ions are carried out in an FTICR instrument (17). The latter is capable of 
providing very high mass accuracy, which may be sufficient to enable “top-
down” sequencing, i.e., breaking up the protein itself, without enzymatic 
digestion. Similar properties may be obtainable from a hybrid linear quadru-
pole trap–orbitrap hybrid instrument (8).

3.6. Coupling to Other Separation Methods

Although mass spectrometry has the ability to resolve a very large number 
of biomolecular species, it still may still be insufficient to unravel the com-
ponents in a complex mixture. Coupling to other separation methods may 
therefore be necessary, particularly for mass spectrometers with limited 
resolving power. The most common coupling is with high performance liquid 
chromatography (HPLC) (18).
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Post-Translational Modif ications 

of Proteins
Christoph Kannicht and Birte Fuchs

1. Introduction

Post-translational modifications (PTMs) of proteins are referred to as  chemical 
modifications or cleavage of the protein after its translation. The protein’s 
polypeptide chain may be altered by proteolytic cleavage, formation of 
disulfide bonds or covalent attachment of phosphate, sulfate, alkyl groups, 
lipids, carbohydrates, polypeptides, and others (1,2). Though some covalent 
modifications, e.g., N-glycosylation, occur cotranslationally at the nascent 
polypeptide chain, the term “post-translational modifications” is commonly 
used to cover both, co- and post-translational modifications, for reasons of 
simplicity. The majority of all proteins undergo PTMs: For example around 
30% of all proteins found in a mammalian cell exist in a phosphorylated state, 
and nearly all circulating plasma proteins are glycosylated.

PTMs can influence charge, hydrophobicity, conformation, immunological 
properties, stability, turnover, localization, and activity of a protein (3,4). The 
biological function of many proteins are influenced by their PTMs: Specific 
oligosaccharide structures are involved in l-selectin-mediated lymphocyte 
homing and recruitment (5), signalling cascades are turned on and off by the 
reversible addition and removal of phosphate (6) and ubiquitination plays an 
important role in the intracellular protein degradation (7), to name just a few 
arbitrary examples. Please note, that not every PTM does necessarily alter the 
functional properties of a protein. Nevertheless, full understanding of a spe-
cific protein structure–function relationship requires detailed information not 
only on its amino acid sequence – which is determined by the corresponding 
DNA/mRNA sequence – but also on the presence and structure of its PTMs.

Proteomic research and the rising number of therapeutic proteins have 
significantly increased the focus on PTMs of proteins during the past 10 yr. 
The successful research in the field of “genomics” has led to knowledge of 
the complete human DNA sequence and the genome of several organisms. 
The fact that around 25,000 human genes encode about 1 million different 
proteins – mainly generated by alternative splicing and PTMs – emphasizes 
the importance of PTMs and the analysis thereof (8). Proteomic research 
describes the expression levels of proteins related to a defined cell or tissue 
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status (9). As measurement of the mRNA, the “transcriptome,” does not allow 
prediction of the level of protein expression of a cell at a specific state, direct 
measurement of the expressed proteins is mandatory. It will be incomplete 
without knowledge of the PTMs of those proteins.

Therapeutic proteins, either isolated from human plasma or recombinantly 
expressed in different expression systems, have to be thoroughly investigated, 
monitored during production and documented for registration with respect to 
their PTMs to ensure product quality.

How is the detection and analysis of PTMs of proteins generally 
 accomplished? First of all, they change the molecular weight of the protein. 
Consequently, mass spectrometry has become a core technique for identifica-
tion and characterization of PTMs (10,11). Even the automatic detection of 
PTMs of known mass in proteolytic digests of proteins by coupled liquid 
chromatography MS–MS systems has become possible.

Secondly, a number of modifications as acylation, alkylation, carboxymeth-
ylation, phosphorylation, sulfation, carboxylation, or siaylation can lead to 
charge-dependent changes to a protein. Thus, these modifications result in pI-
shifts in the first dimension of 2-dimensional-gel electrophoresis (2D-GE) (12). 
Consequently, 2D-GE has become another very important tool for separation 
of protein mixtures and protein isoforms. It is frequently applied for detection 
of PTMs, either for protein purification for further characterization, or associ-
ated with selective staining for detection of different PTMs (13). However, one 
has to be aware, that protein-modifications as methionine oxidation or protein 
alkylation may also occur during sample preparation or during analysis (14).

General strategies for detection and analysis of PTMs typically include (i) 
selective purification of proteins comprising specific PTMs (15), (ii) pre-
fractionation of proteins prior to analysis by 2D chromatography (16), (iii) 
mass spectrometric analysis after protease cleavage (17) and (iv) chemical 
or enzymatic release and subsequent analysis of the respective modification. 
Finally, web-based protein databases give information on protein modifica-
tions and allow the prediction of PTMs on yet uncharacterized proteins, based 
on the fact that PTMs occur at specific amino acids, amino acid sequences or 
specific 3D-structures of the protein, respectively (18,19).

In general, PTMs of proteins can be classified according to their chemistry 
or the targeted amino acid. They can be subdivided into reversible or irrevers-
ible reactions, enzymatic or nonenzymatic reactions, according to their subcel-
lular location or functional aspects of the modification. The organization of 
the method chapter considers both, the frequency and the chemical nature 
of the particular PTM, but still remains a bit arbitrary. Not all known, but the 
most important PTMs and the methods for their characterization are covered 
in order to keep the chapter concise.

2. Methods

2.1. Proteolytic Cleavage

The mass difference resulting from proteolytic cleavage, e.g., of the N- terminal 
signal peptide, during activation of zymogens, inactivation of enzymes or 
 simply from proteolytic degradation can be detected by 1- or 2D-GE, or deter-
mined by mass spectrometry (MS). The exact cleavage site can be analyzed by 
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automated chemical N- or C-terminal sequencing, depending on its location. 
Direct mass determination by MS and comparison with either the measured or 
the theoretical mass of uncleaved protein offers information on the exact mass 
of the segregated peptide. Provided that the amino acid sequence of the protein 
is known, the exact cleavage site can be deducted. If MS of the entire protein 
is difficult because of size or charge, proteolytic cleavage by typically trypsin 
and subsequent determination of the apparent masses of the resulting peptides 
by MS can be applied to define the cleavage site (20).

2.2. Disulfide Bridges

Disulfide bonds in proteins are built by oxidation of the sulfhydryl (-SH) 
groups provided by the amino acid cysteine. They play important roles in 
stabilizing 3-dimensional structure and modulating bioactivity of the cystinyl 
proteins. The determination of disulfide bond linkage therefore is an integral 
part of structural characterization of proteins (21).

There are different strategies for identification of free cysteine residues and 
assignment of disulfide bonds in proteins, which involve the cleavage of the 
protein backbone, isolation and subsequent sequencing of the cystinyl peptides 
(22,23). A method for assignment of disulfide bonds in proteins is described 
by Wu et al. using chemical cleavage and MS (24). This method involves two 
steps, (1) the identification of free cysteine residues and (2) the disulfide bond 
mapping by partial reduction and cyanylation-induced chemical cleavage. For 
proteins containing both, sulfhydryls and disulfide bonds, the first step serves 
to determine the number and location of sulfhydryl groups.

1. The identification of free cysteine residues by mass-mapping of cyanylation-
induced cleavage products takes advantage of the selective chemical cleavage 
at cyanylated cysteinyl residues. In brief, the denatured original protein 
is cyanylated by 1-cyano-4-dimethylamino-pyridinium tetrafluoroborate 
(CDAP) and chemically cleaved by NH4OH at free cyteine residues. The 
subsequent mass determination of the resulting cleavage products by 
MALDI-TOF MS and comparison with known theoretical cleavage peptides 
deducted from the known amino acid sequence of the protein allows to 
determine the number and location of free cysteine residues (25). Note that 
each derivatizable sulfhydryl group will cause a 26-Da mass shift.

2. For assignment of disulfide bonds in proteins, the protein sample is  denaturated 
by guanidine-HCl and partially reduced by addition of 1/10 molar 
Tris(2-carboxyethyl)-phosphine hydrochloride (TCEP) with respect to the 
proteins cysteine content. The experimental conditions of the reduction 
step – such as incubation time, temperature, and stoichiometry of reducing 
agents – are  chosen to preferably obtain singly-reduced isoforms of the protein. 
Subsequently, the nascent sulfhydryl groups are cyanylated and chemically 
cleaved as described above. The cleavage of the different singly reduced pro-
tein species results in a set of accordingly different peptides, depending on the 
location of the reduced disulfide bonds. The cleavage products are consecu-
tively separated by reversed-phase (RP) chromatography, and the molecular 
weights of the fractionated peptides are determined by MALDI-TOF MS. 
Comparison with the theoretical molecular weight of peptides from the known 
sequence of the protein, again corrected by the mass shift caused by reduction 
and cyanylation, allows the identification of the disulfide bonds locus.
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2.3. Phosphorylation

The reversible attachment of a phosphate group to serine-, threonine-, or  tyrosine 
residues of proteins through kinase enzymes is one of the most frequent PTMs 
determining the protein function. Phosphorylation plays an important role in 
many biological pathways and cellular processes, including signal transduction, 
cell cycle regulation or the degree of enzyme activity (26). The determination of 
phosphorylation sites therefore is essential for a deeper understanding of cellular 
regulation and – since aberrant phosphorylation events are known to occur in 
many diseases – the definition of potential new drug targets (27).

Despite recent technology advances in MS, the determination of phos-
phorylation sites remains challenging: The classical chemical sequencing 
approach (Edman degradation) is restrained because of the insolubility of the 
phosphoamino acid products and the necessity to obtain highly purified phos-
phopeptides, and MS is complicated due to low signal intensities disappearing 
into the background because of the low stoichiometry of phosphorylation and 
the low ionization efficiency of phosphopeptides (28). Several approaches are 
known to enhance the detection level, e.g., (1) chemical replacement of the 
phosphate group by other functionalities that enhance ionization efficiency 
and MS/MS fragmentation behaviour, e.g., via β-elimination and subsequent 
Michael addition, (2) affinity enrichment of phosphorylated species, e.g. by 
immobilized metal-affinity chromatography (IMAC) on Fe3+ or Ga3+ as well 
as ZrO2 or TiO2 matrices, however, the enrichment is rarely specific and acidic 
peptides are likely to be enhanced as well (29,30). (3) Alternatively, peptides 
phosphorylated on tyrosine can be purified using anti-P-Tyr-antibodies. 
No antibodies with good specificity for P-Ser and P-Thr are available 
so far. Phosphorylated proteins can be sensitively detected in 2D-gels by 
phosphoprotein-specific fluorescent staining down to less than 10 ng for a 
monophosphorylated protein (31). Briefly, gels are washed with water after 
fixation and subsequently incubated with Pro-Q Diamond phosphoprotein 
stain for around 1–2 h. Images are recorded with digital imagers equipped with 
adequate  excitation and emission filters.

MS-based methods are the methods of choice for the identification of 
phosphorylation sites; however, biochemical pre-fractionation and enrich-
ment protocols will be needed to produce suitable samples in the case of 
low-stoichiometry phosphorylation. A state-of-the-art approach to determine 
phosphorylation sites in a peptide mixture is described by Weise and Lenz 
using LC–MS/MS (direct coupling of a liquid-chromatography system to a 
mass spectrometer) involving In-Gel reduction, alkylation and tryptic pro-
tein digestion followed by the detection of phosphorylated peptides, and 
analysis of the phosphopeptides sequence. In short, SDS-PAGE separated 
Coomassie-stained gel bands are excised, destained and dehydrated. Cysteine 
bridges are reduced with dithiothreitol (DTT) followed by alkylation of free 
cysteines using iodacetamide, and the protein mixture is subjected to tryptic 
digestion. The peptides are extracted and dissolved in loading solvent for 
nanoflow liquid chromatography (nano-LC), usually composed of formic 
acid in acetonitrile:water mixtures, and subjected to LC–MS/MS analysis. 
Phosphorylated peptides are detected using a precursor ion scan for m/z 79 
(PO3

−) in negative detection mode: Phosphopeptides selectively detected by 
precursor ion scanning are subsequently fragmented by collision-induced 
dissociation (CID) with ion scanning in negative-ion mode in a production 
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experiment to establish their sequence and the site of phosphorylation. The 
data is analysed by database search.

2.4. Sulfation

Covalently sulfated proteins are formed by protein sulfotransferase action. 
Tyrosine O-sulfation is the most abundant PTM on tyrosine residues and occurs 
almost exclusively on secreted and trans-membrane proteins. It is thought to 
serve as a key modulator of protein-protein interaction, being involved in vari-
ous biological processes including hemostasis regulation, leukocyte trafficking, 
modulation of proteolytic processing and secretory pathways (32).

For determining tyrosine O-sulfation various biochemical methods are
available, encompassing radioactive labelling with 35S-isotope, Edman sequenc-
ing with trifluoracetic acid (TFA) hydrolysis, amino acid analysis of 3H-labelled 
tyrosines via complete alkaline hydrolysis [e.g., with Ba(OH)2], peptide  mapping 
using HPLC and MALDI-MS for analysis of cleaved peptides or separation 
methods like HPLC, SDS-PAGE or thin layer chromatography (TLC) under 
alkaline conditions. The extreme instability of the sulfotyrosine-containing 
peptide/ sulfoesters severely affects all aspects of “classical” MS analyses, but 
combining enrichment procedures with recent developed fields of MS electron 
capture dissociation (EDC), electron transfer dissociation (ETD) or electron 
detachment dissociation (EDD), sulfation sites can be located. Bundgaard et al. 
provide methods for the establishment of sulfation specific antisera and suited 
chromatographic systems for the analysis of tyrosine sulfation (33). Using the 
change in physical and chemical protein properties by introducing sulfation, 
chromatographic techniques are suitable to separate sulfated and nonsulfated 
forms, e.g., ion-exchange chromatography (IEC) or reversed-phase high 
 performance liquid chromatographie (RP-HPLC) under neutral pH conditions. 
Additionally, various proteinases are available, e.g., trypsin or the endoprotei-
nases LysC, GluC, AspN, for analysis of the peptide before and after digestion 
followed by separation via chromatography to reveal the presence of sulfated 
tyrosine. Peptides can be eluted with a linear gradient of trifluoroacetic acid 
(TFA) or ammonium acetate (NH4Ac) via RP-HPLC, whereas the separation 
in the NH4Ac-system is more pronounced. Compared to the nonsulfated forms, 
sulfated peptides elute earlier because of the loss of hydrophobicity through the 
introduction of the sulfate group.

2.5. Glycosylation

Glycosylation denotes the covalent attachment of saccharides to proteins 
occurring co- and post-translational during synthesis within the  endoplasmic 
reticulum (ER). This includes proteins that reside in the ER as well as 
membrane and secreted proteins, and occurs at the carboxamino nitrogen of 
asparagine residues (N-linked glycosylation) or at the hydroxyl side chains 
of serine and threonine residues (O-linked glycosylation). Oligosaccharide 
structures alter the physical protein properties due to their steric dimensions 
and highly hydrophilic character. Glycoproteins can exist in different  isomeric 
and diverse branching forms, resulting in three-dimensional complexity asso-
ciated with diverse biological functions. Glycosylation can serve various 
functions, like proper protein folding, stability, cell–cell adhesion, subcellular 
addressing, immune response, cancer cell masking, injury, and inflammation, 
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or function as selective ligand (34,35). This does not necessarily mean, that 
a specific biological function can be assigned to the glycan moiety of every 
glycoprotein (36,37). In contrast to O-linked glycosylation, biosynthesis of 
N-linked oligosaccharides results in a common core structure (38). For this 
 reason, and because N-linked oligosaccharides can be removed from the 
 glycoprotein by a specific peptide N-glycosidase, this chapter on characteri-
zation of protein glycosylation is subdivided into analysis of N- and O-glyco-
sylation. In addition, detection of protein glycosylation and description of 
carbohydrate composition analysis, which apply for both, N- and O-glyco-
sylation, are arranged in front of these chapters.

2.5.1. Detection of Protein Glycosylation
The general question, if a protein is glycosylated or not, can be examined 
by specific fluorescent staining, specific binding of lectins, or monitoring of 
characteristic masses resulting from fragmentation. For instance, glycosylated 
proteins can be detected in 2D-gels by selectively fluorescent staining (39). 
The fluorescent dye Pro-Q Emerald enables direct detection of glycoproteins 
in gels (40). In brief, the gel is washed in acetic acid and subsequently incu-
bated in an oxidizing solution. After an additional washing of the gel with 
acetic acid, it is incubated in Pro-Q Emerald dye solution for 2 h or overnight 
in the dark. Then the gel is washed again with acetic acid prior to image 
analysis. The fluorescence-stained glycoproteins are detected by a laser scan-
ner or a digital imaging system using the appropriate excitation and emission 
filters. The interesting thing with these kind of fluorescent staining method 
is, that they allow sequential staining of the phosphorylated, glycosylated 
and all proteins in one 2D-gel and hence provide an important tool for pro-
teomic research (41). Another approach for detection of glycoproteins after 
separation in 2D-GE is application of lectin to blotted proteins (42). Thereby 
the proteins are transferred to a nitrocellulose membrane by electro-blotting 
after GE. The membrane is incubated with digoxygenin-labeled lectins to let 
them bind to the respective glycoproteins. Subsequently, peroxidase-labeled 
anti-digoxigenin antibodies are bound to the lectins and the glycoproteins are 
visualized by a chemiluminescence substrate. Images are recorded through 
digital imaging. The use of MS and selective ion monitoring for detection of 
protein glycosylation is described below in the section on characterization of 
protein N-glycosylation.

2.5.2. Carbohydrate Composition Analysis
The carbohydrate composition analysis is similar to amino acid analysis of 
proteins. It simply provides information on the type and relative amount of 
the monosaccharides, of which the protein-bound or already purified oligosac-
charides are composed. In principle, the carbohydrate composition analysis 
implements acidic hydrolysis of the oligosaccharides, purification and labeling 
of the resulting monosaccharides and subsequent chromatographic separation, 
detection and quantification. The acidic hydrolysis is typically done using 
TFA or HCl. The hydrolytic conditions, i.e., acidic strength, temperature and 
hydrolysis time, are specifically chosen for quantification of either sialic acids 
or neutral monosaccharides. Separation and detection of monosaccharides can 
be performed by anion-exchange chromatography using pulsed amperometric 
detection (HPAE-PAD) without prior labeling (43). Alternatively, monosac-
charides or sialic acid resulting from hydrolysis can be labeled by fluorescent 
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dyes (44). Subsequent separation and detection can be performed by RP 
chromatography and highly sensitive fluorescence detection (45). For both 
chromatographic methods, identification of the monosaccharides is done by 
assignment of their (relative) retention times to the respective monosaccharide 
standards. Quantification is obtained by comparison of resulting peak areas to 
those of concomitantly derivatized and analyzed monosaccharide standards.

2.5.3. N-Linked Glycosylation
Biosynthesis of N-glycosylated proteins involves several enzymatic steps in 
assembly, arrangement and maturation, resulting in heterogeneous glyco-
protein populations with multiple glycoforms of the same protein. N-linked 
 glycosylation can be divided into two major saccharide types (1) high-man-
nose oligosaccharides and (2) complex oligosaccharides. Oligosaccharides are 
attached to Asp by oligosaccharyltransferase, which recognizes the consensus 
sequence Asn-X-Ser/Thr. Characterization of N-linked glycosylation of glyco-
proteins can be done by application of a set of different approaches, depending 
on the desired information and the available sample amount (46). In-depth analy-
sis of the N-linked glycosylation of a glycoprotein should provide information on 
the exact structure, i.e., their monosaccharide composition and sequence, types 
of glycosidic linkages within the oligosaccharide chain and their occurrence at 
specific binding sites within the glycoprotein. In general, N-glycans are released 
from glycoproteins by enzymatic hydrolysis using a specific enzyme, the 
 peptide-N4-(acetyl-β-glucosaminyl)-asparagine amidase (PNGase F). PNGase F 
cleaves asparagine linked oligosaccharides from glycoproteins except oligosac-
charides containing alpha(1,3)-linked core fucose commonly found on plant 
glycoproteins. The resulting oligosaccharides successively are either fluores-
cence labeled and separated by different chromatographic approaches (47), or 
characterized directly by MS. Separated oligosaccharides are frequently further 
analyzed by enzymatic sequence analysis or MS for their exact structure (48). 
Advances in MS allow the direct analysis of site-specific glycosylation from 
tryptic peptides by RP chromatography directly coupled to electrospray ioniza-
tion mass spectrometry (LC/ESI-MS) (49). In brief, the glycoprotein is reduced, 
alkylated and subsequently digested with trypsin. The resulting (glyco-)peptides 
are separated by microbore RP chromatography directly coupled to ESI-MS. 
Glycopeptide-containing fractions are identified by selective ion monitoring 
(SIM), i.e., by searching for characteristic masses resulting from fragmentation 
of oligosaccharides. The type of oligosaccharide is deducted from identification 
of characteristic mass differences within the fragmentation pattern of the mass 
spectra. Please note, that interpretation of MS data takes advantage of the com-
mon core-structure and both, limited possible types of glycosidic linkages and 
type of monosaccharides within N-linked glycans (50).

Other common methods for characterization of N-linked glycans are HPAE-
PAD (51), fluorophore assisted carbohydrate electrophoresis (FACE) (52), 
lectin chromatography (53), sequential exoglycosidase digestion (54,55) and 
nuclear magnetic resonance (NMR) (56).

Chromatographic methods are used either for purification of single oli-
gosaccharides, or for identification of oligosaccharides by comparison of 
relative retention times with known standard oligosaccharides. Sequential 
 exoglycosidase digestion can be applied to purified oligosaccharides or oli-
gosaccharide mixtures. The principal concept of this method is the application 
of highly specific exoglycosidases with known cleavage specificity for the type 
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of  monosaccharide, anomeric configuration, type of linkage and  branching. 
The number of cleaved monosaccharides after a certain exoglycosidase detec-
tion step can be monitored either by MS, size-exclusion chromatography, or 
GE (57). For example, occurrence of a specific structural oligosaccharide 
motive within the oligosaccharide moiety of a glycoprotein can be achieved 
by  enzymatic cleavage of the N-linked glycans, purification of the N-glycans, 
stepwise application of specific exoglycosidases, and determination of the 
oligosaccharide masses by MALDI-TOF MS (58).

2.5.4. O-Linked Glycosylation
O-linked glycosylation starts with the addition of monosaccharides generally 
at the hydroxyl side of Thr and Ser residues, typically resulting in disaccha-
ride and branched trisaccharide glycoproteins (59). In contrast to N-linked 
 oligosaccharides – which are attached to a specific consensus sequence – no 
such particular sequence motif is found for O-glycosylation (60). The prob-
ability of mucin-type O-glycosylation can be predicted using a web-based 
tool (http://www.cbs.dtu.dk/services/NetOGlyc) relying on a number of cor-
responding, known binding sites (61).

Moreover, O-linked glycans do not share a common core structure like 
N-linked glycans, and unfortunately there is no single endoglycosidase avail-
able for enzymatic hydrolysis of all O-linked glycans. O-linked glycosylation 
can be characterized from tryptic digests by MS as described for N-linked gly-
cosylation above (62). For detailed analysis, O-linked glycans can be released 
from glycoproteins chemically using beta-elimination by incubation with a 
mixture of NaOH and NaBH4. The oligosaccharides are released as alditols and 
can be subjected to further analysis after neutralization, removal of boric acid 
and further purification by chromatographic desalting steps (63). Principally, 
analysis of O-linked oligosaccharides after their cleavage from the protein 
involves the same steps as described for N-glycans above: Labelling, fractiona-
tion by anion-exchange-, amino-bonded phase-, or RP chromatography, capil-
lary electrophoresis, enzymatic sequence analysis, MS and NMR (64).

2.6. O-GlcNAc

The addition of O-linked N-acetylglucosamine (O-GlcNAc) to target proteins 
has an exceptional position within the glycosylation of proteins and thus is 
discussed separately from N- and O-glycosylation. O-GlcNAc is a transient 
modification, which is involved in several cellular functions as transcription, 
translation, nuclear transport and cell signalling (65). Many proteins of the 
nucleus, cytoskeleton, cytoplasm, and the cytosolic tail of membrane proteins 
are dynamically modified at their serine and threonine hydroxyl groups by the 
covalent attachment of O-linked b-N-acetylglucosamine monosaccharides. 
Like many PTMs, O-GlcNAc is often prevalent on low-abundance regulatory 
proteins affecting diverse cellular processes, ranging from nutrient sensing to 
the regulation of proteasomal degradation and gene silencing, and is known 
to be associated with diseases such as cancer, neurodegenerative diseases and 
diabetes (66).

Several methods are available for the identification of O-GlcNAc-modified 
proteins: tritium-labeling, enrichment with lectins or antibodies, chemical 
 tagging by metabolic labeling or BEMAD (b-elimination followed by Michael 
addition with DTT), chemoenzymatic derivatization with enrichment using 

http://www.cbs.dtu.dk/services/NetOGlyc
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affinity methods and MS along with capillary electrophoresis and HPLC 
 separation of the released glycan fragments (67,68), sequential digestion by specific 
glycosidases (69,70) followed by analysis of the remaining oligosaccharide chain 
by MS or application of electron capture dissociation MS technique combined 
with Wheat Germ Agglutination affinity chromatography (71).

Nevertheless, many of these techniques are time consuming and require 
practical expertise and expensive technical and analytical equipment. An 
immunological detection method using O-GlcNAc specific antibodies is 
extensively described by Ahrend et al. (72) comparing the application of the 
mouse monoclonal antibody RL2 against O-GlcNAc modified pore complexes 
and mouse monoclonal antibody CTD 110.6 against the synthetic peptide 
YSPTS(O-GlcNAc)PSK (73) in ELISA, 1D and 2D Western blots as well 
as immunohistochemical analysis using Cy-2 conjugated second anti-mouse 
antibodies. However, this method cannot provide detailed information on, e.g., 
sites of O-GlcNAc modifications.

2.7. Glycosylphosphatidylinositols

Multiple cell surface proteins of lower and higher eukaryotes contain complex 
glycolipid structures, the glycosylphosphatidylinositol (GPI), at their C- terminus 
(74). Besides their functionality as an anchor to the outer layer of the plasma 
membrane, GPIs have been described to be involved in signalling for protein 
sorting in epithelial cells, signal transduction, immune responses, and pathology 
of infectious diseases. The biosynthesis of GPIs, their transfer to proteins and 
their subsequent processing are exhaustively reviewed elsewhere (75).

The experimental characterization of GPI-anchored membrane proteins 
includes fractionation of membrane proteins, followed by cleavage with 
 phosphatidylinositol-specific phospholipase C to solubilize GPI-anchored 
proteins, concentration of the released proteins and analyses by  denaturing 
gel electrophoresis and subsequent MS for peptide identification (76). 
Futhermore, Azzouz et al. (77) describe various protocols to identify and 
analyse GPI-biosynthesis intermediates and GPI-anchor precursors exempli-
fied for the malaria parasite Plasmodium falciparum depending on metabolic 
labelling techniques using radioactive GPI-precursor molecules, organic 
solvent extraction, and chemical cleavage or GPI-specific phospholipases. 
Briefly, GPIs are identified using nitrous acid deamination (HNO2), enzy-
matic cleavage with phosphatidylinositol-specific phospholipase C (PI-PLC) 
and glycosylphosphatidylinositol-specific phospholipase D (GPI-PLD). The 
structural characterization results from analysis of hydrophilic fragments and 
neutral core-glycans, whereas former can be analyzed using size exclusion 
chromatography and via dephosphorylation, deamination or reduction gener-
ated core-glycans by high pH anion exchange chromatography. Hydrophobic 
fragments of GPIs metabolically labeled with fatty acids are investigated by 
thin-layer chromatography (TLC). The predicted structures of GPI-glycans 
can be verified by exoglycosidase treatment.

2.8. Fatty Acid Modifications

Numerous eukaryotic or virus proteins undergo covalent modifications with 
the attachment of fatty acids that help to target the modified proteins to par-
ticular membranes. Four major types of lipid anchors appended  enzymatically 
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to proteins by distinct modification strategies are known: (1) at the N- terminus 
(N-myristoylation), (2) the C-terminus (glycosyl phosphatidylinositol [GPI] 
anchor), and (3) at cysteine thiolates proximal to membrane surfaces 
(S-acetylation/ Palmitoylation and S-phenylation) (78–80), upon which the 
N-myristoylation in contrast to the other three types occurs cotranslational.

Various methods for the detection of fatty acid modification are available; 
e.g., acid hydrolysis and detection with gas chromatography/mass spectrom-
etry (GC/MS), RP-HPLC or LC/MS (81,82). Analysis of S-acetylation is 
usually done by site-directed mutagenesis of cysteine residues and subsequent 
expression of wild type and mutant proteins in vertebrate cells.

Veit et al. describe the evaluation of S-acylated proteins by metabolic labeling 
of palmitoylated proteins with 3H-palmitate (83), involving transient expression 
of recombinant proteins with the Vaccinia virus/T7-RNA polymerase system 
and the analysis of bound fatty acids via acid hydrolysis of 3H-palmitate-
labeled proteins from gel slices with extraction of released fatty acids with 
hexane and thin-layer chromatography (TLC) to separate fatty acid species. 
Furthermore, the determination of a possible turnover of protein-bound fatty 
acids is introduced by two different methods, whereas deacylation is visible as 
a decrease in the 3H-palmitate labeling with increasing chase time, estimating 
the half-life of fatty acid cleavage. Yet another approach is available: the PCR 
overlap extension method, which is based on the fact that sequences added to 
the 5'-end of a PCR primer become incorporated into the end of the resulting 
molecule. By adding the appropriate sequences, a PCR amplified segment can 
be made to overlap sequences with another segment. In the second PCR this 
overlap serves as a primer for extension resulting in a recombinant molecule. 
Once a nonpalmitoylated mutant has been created, it can be used for functional 
studies to determine the role of the fatty acids in the life cycle of the protein. 
For the analysis of cell free palmitoylation enzyme reactions are used: The 
acceptor protein is incubated with the acyldonor 3H-Pal-CoA in the presence or 
absence of an enzyme source. The samples are then subjected to SDS-PAGE 
and fluorography to check for incorporation of 3H-palmitate.

2.9. Acetylation and Methylation

Post-translational methylation of proteins most commonly involves one-
 carbon transfer at nitrogen (N-methylation) or oxygen atoms (O-methylation) 
or of nucleophilic side chains (84) adding hydrophobicity and/or effecting 
protein charge. Mono-, di-, and trimethylated side chains exist and possess 
different protein properties. N-methylations are permanent and can occur on 
lysine-, histidine-, argenine-, glutamine-, and asparagine residues, whereas 
O-methylation can be hydrolysed and is found at glutamate- and aspartate side 
chains creating methyl esters. Methylations are also found at cysteine residues 
(S-methylation) or at arginine and glutamine side chains (C-methylation) of 
methyl coenzyme M reductase from methanogenic bacteria (85).

Historically, protein methylation was determined using protein hydro-
lysis adding radiolabeled carbon, and amino acid analysis of liberated 
N-methyl amino acid, which remains stable under acid hydrolysis, whereas 
O- carboxymethyl amino acids are sensitive to hydrolysis and therefore not 
detected. Nowadays, the most useful tool for the analysis of methylated 
 proteins is MS, where the introduction of each CH3-moiety results in an 
increase of 14 mass units at the side chain undergoing methylation.
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Protein acetylation occurs with donor substrate acyl coenzyme A (acyl CoA) 
at nucleophilic protein side chains for two distinct biological purposes: (1) 
the irreversible cotranslationally N-terminal acetylation in about 80–90 % of 
higher eukaryotic proteins with mostly yet unknown biological significance 
and (2) the through N-deacetylase enzymes reversed regiospecific N-acetyla-
tion of particular lysine side chains basically of histones and transcription 
factors, affecting selective gene transcription and chromatin structure. The N-
acetylation of histones can be detected by MS, with an increase of 42 mass 
units for each acetyl group introduced, or by use of radioactive labeled acetyl 
CoA as cosubstrate to monitor protein covalent radioactivity, as well as via 
N-acetyllysine-specific antibodies in chromatin immunoprecipitation (ChIP) 
assays for qualitative detection of acetylated histone levels.

A detailed description for the analysis of methylation and acetylation 
exemplified for ribosomal proteins of Escherichia coli using matrix-assisted 
laser desorption/ionization time-of-flight (MALDI-TOF) and Caulobacter 
 crescentus by electrospray ionization quadrupole time-of-flight (ESI-QTOF) 
MS is given by Arnold et al. (86). The methodological procedure involves 
bacteria growth with subsequent cell lysis using grinding or a French Press 
followed by gradient centrifugation with a sucrose cushion to enrich the ribos-
omal proteins. Adjacent MALDI-TOF MS is carried out using a sinapinic 
acid matrix solution mixed with through the addition of TFA acidified 
ribosomal proteins. Masses obtained by MALDI-TOF are compared with 
masses calculated from the amino sequence of known proteins to determine 
PTMs. Alternatively, LC ESI-TOF MS in chromatography media of aque-
ous acetonitrile mobile phases and total ion chromatogram (TIC) mode for 
MS  followed by mass deconvolution can be used. The protein identities and 
 proposed PTMs are deduced by comparison of deconvoluted masses and pro-
tein masses calculated from the proteome sequence. Confirmation of protein 
identities and proposed modifications is gained through enzymatic analysis.

2.10. Ubiquitination

The covalent addition of the 8 kDa, 76-amino acid polypeptide ubiquitin 
to the ε-amino group of lysine side chains of cellular proteins is a com-
mon PTM. Polyubiquitination for instance leads to protein turnover via the 
 ubiquitin- proteasome system, but independently (mono)ubiquitination pro-
vides an appropriate tool to regulate cellular processes, like cell division, 
signal  transduction, differentiation as well as quality control (87). Aberrant 
ubiquitination is associated with some diseases including neurodegenerative 
disorders, pathologies of the inflammation system and certain malignancies.

MS exhibits the method of choice for determining protein ubiquitination, 
sometimes with prior enrichment of His-tagged ubiquitinylated proteins using 
Ni-affinity chromatography. After tryptic digestion of purified proteins, pep-
tides can be separated by multidimensional chromatography followed by MS 
analysis, e.g., ESI-MS/MS (88). MS can be applied for the analysis of ubiq-
uitination when (1) the intact protein is ubiquitinated, (2) the target protein 
and the attached ubiquitin exhibit coelectrophoretic migration, and (3) there 
is a mass shift of an ubiquitinated peptide relative to the non-ubiquitinated 
peptide. Parker et al. (89) describe the application of MS techniques for these 
three cases involving immune-affinity purification of the ubiquitinated protein 
prior to MALDI-MS analysis, in-gel digestion of separated proteins followed 
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by protein identification via MALDI-MS or LC–MS/MS. Proteolytic  cleavage 
using trypsin or gluC generates characteristic ‘tails’ on the ubiquitinated 
lysine, resulting in peptide mass shifts of around 114 Da during MS allowing 
distinction from unmodified peptides. Determination of the ubiquitination site 
is carried out using MS/MS sequencing.

2.11. SUMOylation

In higher eukaryotes, ubiquitin is joined by about ten protein homologues – 
ubiquitin-like proteins (Ubls) – among them small ubiquitin-like modifiers 
(SUMOs) are one of the best characterized. SUMOylation takes place between 
the C-terminal glycine residue of SUMO and the ε-amino group of the target 
protein, modifying diverse cellular functions including control of tran-
scription factors, regulation of protein stability, nucleo-cytoplasmatic traf-
ficking, cell-cycle regulation, as well as maintenance of genome integrity and 
transcription, resulting in a potentially involvement in cancer development, 
progression, and metastasis (90).

Since steady state SUMOylation levels are very low, determination mostly 
involves a three-step process of affinity purification, proteolytic digestion, and 
analysis by tandem MS (91), using the possibility of N-terminal tagging of 
SUMOylated proteins for purification purposes subsequently to expression. 
A methodological approach is given by Pichler et al. (92,93), involving enrich-
ment of SUMO1 conjugates indicative for HeLa cell lines by stable expression 
of polyhistidine-tagged SUMO1 using immobilized metal ion affinity based 
chromatography (IMAC) on Ni2+ beads under denaturing conditions, fol-
lowed by detection of SUMOylated proteins by immunoblot analysis. After 
in vitro SUMOylation enhancement using a small fragment of SUMO E3 
ligase RanBP2, peptide identification is done by MS analysis. An automated 
pattern recognition tool (SUMmOn) to determine modified peptides and 
SUMOylation sites is described by Pedrioli et al. (94).

2.12. Protein ISGylation

Protein ISGylation is another ubiquitin-like conjugation system, whereas 
interferon stimulated gene 15 (ISG15), a 15 kDa protein composed of two tan-
dem repeats of ubiquitin-like domains, is attached to proteins of vertebrates via 
a pathway similar to ubiquitination (95). The gene encoding ISG15 is induced 
by interferons, viral infection or exposure of cells to lipopolysaccharide (LPS). 
ISG15 can act as free polypeptide in immunoregulatory properties or through 
modification of target proteins (ISGylation) with signal transduction, protein 
conjugation and extracellular cytokine activity (96,97).

The determination of ISGylated proteins usually involves affinity puri-
fication and detection via Western blot analysis or identification via MS. 
A detailed experimental procedure is given by Takeuchi et al. (98) involving 
plasmid transfection with, i.e., Flag-tagged ISG15 expression plasmid into 
HeLa cells, immunoprecipitation-based affinity purification of ISGylated pro-
teins using agarose beads with immobilized anti-Flag-tag M2 antibodies, and 
detection via SDS-PAGE and Western Blot analysis. To identify ISGylated 
proteins, MALDI-TOF/TOF MS or HPLC-ES Q-TOF MS/MS subsequently 
to tryptic protein digestion after enrichment of ISGylated proteins via ISG15 
immunoaffinity purification can be used.
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2.13. g-Glutamate and b-Hydroxyaspartate

Post-translational hydroxylation of amino acid side chains in proteins is 
very uncommon, but occurs in one of the most abundant eukaryotic protein, 
collagen (proline or lysine hydroxylation), as well as on epidermal growth 
 factor-like domains of secreted proteins in blood coagulation factors (vitamin 
K-dependent factors VIII, IX, and X), thrombomodulin, protein C and S, and 
LDL-receptors. In these cases, hydroxylation takes place on asparagines/ 
aspartates at the β-CH2 group, resulting in the production of β-OH-Asn/Asp 
side chains leading to large conformational changes determining their func-
tion, e.g., in blood coagulation (99,100). Additionally, vitamin K-dependent 
 coagulation proteins are irreversibly carboxylated at the γ-CH2 loci of gluta-
mate side chains producing γ-carboxyglutamyl side chains (Gla) generating 
high-affinity ligands for cations, especially for calcium ions (101).

A reliable method for the analysis of β-hydroxyaspartate and γ-glutamate in 
proteins is given by Castellino et al., using protein hydrolysis with KOH (Gla-
determination) or 6 N HCl (for hydroxyaspartate determination) followed by 
amino acid derivatization with ortho-phthalaldehyde (OPA)/ ethanethiol (ET) 
prior to ion exchange HPLC with isocratic elution at 47°C for hydroxyaspar-
tate and RP-HPLC on C8 column for Glu, determining modified proteins in 
comparison to standard preparations.

2.14. Amidation/Deamidation

Some proteins – like eukaryotic peptide hormones, neurotransmitters, or 
growth factors – are found with C-terminal NH2-groups generated by hydroxy-
lation of the C-terminal glycine residue of the precursor protein (102,103), 
resulting in biological active peptides. The α-amidation completes the peptide 
biosynthesis and is essential for full biological activity of the protein, e.g., 
signal  transduction or receptor binding (104).

For the determination of α-amidated peptides the radioimmunoassay (RIA) 
and MS provide useful tools. Detailed protocols for the analysis of α-amidation 
involving antibody production and radiolabeling of RIA peptides with Na125iodine, 
are given by Mueller et al., also discussing techniques for identification and 
verification of α-amidated peptides like HPLC, Western blot analysis, MS using 
MALDI-TOF and in vivo models to study the biological function (105).

2.15. Use of Web-Based Databanks and Tools

The increasing availability of Internet resources for querying, predicting and 
comparing PTMs to date provide a useful tool in proteomics. Various bio-
informatic applications are collected in a special issue of Proteomics (106), 
including inter alia publications on the Unimod database (107) for the use of 
protein modifications in MS applications as well as an excellent review using 
the Swiss-Prot/Mod-Prot database (108) for the prediction of common PTMs. 
Further information for the use of databases to obtain an overview on cel-
lular processes underlying sequence variety and structural diversity is exces-
sively reviewed by Boeckmann et al. (109) using the UniProtKB/Swiss-Prot 
protein knowlegebase or by Ivanisenko et al. (110) executing the PROSITE 
database for querying or searching of PTMs in protein sequences available 
via the EyPASy proteomics server www.expasy.ch, the PDBSiteScan for 3D 

www.expasy.ch
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 structuring and the ProMoST program to calculate isoelectric point, molecular 
mass and PTM isoforms providing also substantial web resources including 
references related to protein PTM sites. Table 28.1 provides a listing of avail-
able databases and proteomic tools, but it is not exhaustive.

Table 28.1. Proteomics databases and post-translational modification prediction tools.

Name Tool Web reference

ExPASy Database www.expasy.ch

Swiss-Prot Database www.expasy.org/sprot/, www.ebi.ac.uk/ 
swissprot/

UniProt Database www.expasy.uniprot.org/

NCBI Database www.ncbi.nlm.nih.gov/

SRS Database www.expasy.org/srs/ and srs.ebi.ac.uk

ExPASy tools Sulfation, Glycosylation, Peptide 
mass…

www.expasy.ch/tools/

Center for biological 
sequence analysis

Database www.cbs.dtu.dk/

RESID Annotations a nd structures of 
PTMs

www.ebi.ac.uk/RESID and www.ncifcrf.gov/
RESID

PROSITE Protein families and domains us.expasy.org/prosite/

PDBSite 3D structures wwwmgs.bionet.nsc.ru/mgs/gnw/pdbsite/

ChloroP Prediction of chloroplast transit 
peptides

www.cbs.dtu.dk/services/ChloroP/

LipoP Prediction of lipoproteins and 
 signal peptides in Gram 
negative bacteria

www.cbs.dtu.dk/services/LipoP/

MITOPROT Prediction of mitochondrial 
 targeting sequences

ihg.gsf.de/ihg/mitoprot.html

PATS Prediction of apicoplast targeted 
sequences

gecco.org.chemie.uni-frankfurt.de/pats/
pats-index.php

PlasMit Prediction of mitochondrial tran-
sit peptides in Plasmodium 
 falciparum

gecco.org.chemie.uni-frankfurt.de/plasmit/
index.html

Predotar Prediction of mitochondrial and 
plastid targeting sequences

www.inra.fr/predotar/

PTS1 Prediction of peroxisomal  targeting 
signal 1 containing proteins

mendel.imp.univie.ac.at/mendeljsp/sat/pts1/
PTS1predictor.jsp

SignalP Prediction of signal peptide 
 cleavage sites

www.cbs.dtu.dk/services/SignalP/

NetAcet Prediction of N-acetyltransferase A 
(NatA) substrates (in yeast and 
mammalian proteins)

www.cbs.dtu.dk/services/NetAcet/

NetOGlyc Prediction of O-GalNAc (mucin 
type) glycosylation sites in mam-
malian proteins

www.cbs.dtu.dk/services/NetOGlyc/

NetNGlyc Prediction of N-glycosylation sites 
in human proteins

www.cbs.dtu.dk/services/NetNGlyc/

(continued)

http://www.expasy.ch
http://www.expasy.org/sprot/, www.ebi.ac.uk/ swissprot/
http://www.expasy.uniprot.org/
http://www.ncbi.nlm.nih.gov/
http://www.expasy.org/srs/ and srs.ebi.ac.uk
http://www.expasy.ch/tools/
http://www.cbs.dtu.dk/
http://www.ebi.ac.uk/RESID and www.ncifcrf.gov/RESID
http://us.expasy.org/prosite/
http://www.mgs.bionet.nsc.ru/mgs/gnw/pdbsite/
http://www.cbs.dtu.dk/services/ChloroP/
http://www.cbs.dtu.dk/services/LipoP/
http://ihg.gsf.de/ihg/mitoprot.html
http://gecco.org.chemie.uni-frankfurt.de/pats/pats-index.php
http://gecco.org.chemie.uni-frankfurt.de/plasmit/index.html
http://www.inra.fr/predotar/
http://mendel.imp.univie.ac.at/mendeljsp/sat/pts1/PTS1predictor.jsp
http://www.cbs.dtu.dk/services/SignalP/
http://www.cbs.dtu.dk/services/NetAcet/
http://www.cbs.dtu.dk/services/NetOGlyc/
http://www.cbs.dtu.dk/services/NetNGlyc/
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3. Applications

Taking into consideration that the overwhelming majority of proteins undergo 
posttranslational modifications, it becomes clear that the analysis of such 
modifications is an essential tool for biochemistry.

In general, they can be divided into functional and nonfunctional modifications. 
PTMs without direct biological function nevertheless contribute to the protein’s 

OGPET Prediction of O-GalNAc (mucin-
type) glycosylation sites in 
eukaryotic (non-protozoan) 
proteins

ogpet.utep.edu/

DictyOGlyc Prediction of GlcNAc O-glyco-
sylation sites in Dictyostelium

www.cbs.dtu.dk/services/DictyOGlyc/

YinOYang O-beta-GlcNAc attachment sites 
in eukaryotic protein sequences

www.cbs.dtu.dk/services/YinOYang/

big-PI Predictor GPI modification site prediction mendel.imp.univie.ac.at/sat/gpi/gpi_server.html

DGPI Prediction of GPI-anchor and 
cleavage sites

129.194.185.165/dgpi/

GPI-SOM Identification of GPI-anchor 
signals by a Kohonen Self 
Organizing Map

gpi.unibe.ch/

Myristoylator Prediction of N-terminal myris-
toylation by neural networks

expasy.org/tools/myristoylator/

NetPhos Prediction of Ser, Thr and Tyr 
phosphorylation sites in 
eukaryotic proteins

www.cbs.dtu.dk/services/NetPhos/

NetPicoRNA Prediction of protease cleavage 
sites in picornaviral proteins

www.cbs.dtu.dk/services/NetPicoRNA/

NMT Prediction of N-terminal 
N-myristoylation

mendel.imp.univie.ac.at/myristate/
SUPLpredictor.htm

PrePS Prenylation Prediction Suite mendel.imp.ac.at/sat/PrePS/index.html

Sulfinator Prediction of tyrosine sulfation 
sites

expasy.org/tools/sulfinator/

SUMOplot Prediction of SUMO protein 
attachment sites

www.abgent.com/doc/sumoplot

TermiNator Prediction of N-terminal modifi-
cation

www.isv.cnrs-gif.fr/terminator2/index.html

Phospho.ELM Phosphorylation phospho.elm.eu.org

Phosphorylation site DB Phosphorylation vigen.biochem.vt.edu/xpd/xpd.htm

DSDBASE Disulphide bonds www.ncbs.res.in/~faculty/mini/dsdbase/ 
dsdbase.html

O-GLYCBASE Glycosylation www.cbs.dtu.dk/databases/OGLYCBASE/

IMP Bioinfor-matics 
group

Lipidation mendel.imp.ac.at/mendeljsp/index.jsp

Table 28.1. (continued).

Name Tool Web reference

http://ogpet.utep.edu/
http://www.cbs.dtu.dk/services/DictyOGlyc/
http://www.cbs.dtu.dk/services/YinOYang/
http://mendel.imp.univie.ac.at/sat/gpi/gpi_server.html 129.194.185.165/dgpi/
http://gpi.unibe.ch/
http://expasy.org/tools/myristoylator/
http://www.cbs.dtu.dk/services/NetPhos/
http://www.cbs.dtu.dk/services/NetPicoRNA/
http://mendel.imp.univie.ac.at/myristate/SUPLpredictor.htm
http://mendel.imp.ac.at/sat/PrePS/index.html
http://expasy.org/tools/sulfinator/
http://www.abgent.com/doc/sumoplot
http://www.isv.cnrs-gif.fr/terminator2/index.html
http://phospho.elm.eu.org
http://vigen.biochem.vt.edu/xpd/xpd.htm
http://www.ncbs.res.in/~faculty/mini/dsdbase/ dsdbase.html
http://www.cbs.dtu.dk/databases/OGLYCBASE/
http://mendel.imp.ac.at/mendeljsp/index.jsp
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physicochemical properties. The definition of the structure of a protein mostly 
requires analysis of its PTMs beside characterization of its primary, secondary and 
tertiary structure. Virtually, all methods listed above are applied for characteriza-
tion of posttranslational modified proteins. The importance of characterization 
of PTMs with biological function is immediately comprehensible, as they are 
involved e.g., in cell–cell interaction, fertilization, protein half-life, protein target-
ing, protein degradation, signal transduction, and many others.

A NCBI PubMed search using the terms “protein,” “posttranslational modi-
fication,” and “function” results in more than 20.000 hits, of which around 
3,500 are reviews on this subject. Moreover, analysis of PTMs is essential 
for proteomic research, the development of new drugs and for the production, 
registration, and monitoring of therapeutic pharmaceutical proteins.

The increasing interest in two of the most important and abundant PTMs 
and their characterization within proteomic research is reflected by use of the 
terms “phosphoproteomics” and “glycomics.” Phosphoproteomics describes 
the analysis of the sites and amount of protein phosphorylation under different 
biological conditions (111). Typical examples are the investigation of signal 
transduction (112) or the characterization of functional protein networks (113) 
and their dynamic alteration during physiological and pathophysiological proc-
esses in platelets (114). Glycomics, i.e., investigation of structure and function 
of oligosaccharides, may deal with drug development (115) or development of 
analytical tools for detection of diseases (116), just to mention some examples. 
Glycoengineering, i.e., the directed modification of the glycosylation of, or the 
artificial attachment of polymers to therapeutic proteins, demand analytical 
tools for their characterization as well (117,118).

The definition of PTMs is an essential part of the characterization of 
therapeutic proteins for approval, and during the approval process for 
biosimilars (119). The exact structure of a protein pharmaceutical cannot 
be defined without knowledge of all PTMs. In their guidance Q6A for the 
pharmaceutical industries, the International Conference on harmonisation 
of technical requirements for registration of pharmaceuticals for human 
use (ICH) states, that “For desired product and product-related substances, 
details should be provided on primary, secondary and higher-order struc-
ture; posttranslational forms (e.g., glycoforms); biological activity, purity, 
and immunochemical properties, when relevant.” Consequently, almost 
each and every PTM of a protein is of concern for the regulatory agencies. 
The test specifications and acceptance criteria are further specified by 
guideline Q6B. For example, concerning the glycosylation of proteins “…
the carbohydrate content (neutral sugars, amino sugars, and sialic acids) 
is determined. In addition, the structure of the carbohydrate chains, the 
oligosaccharide pattern (antennary profile) and the glycosylation site(s) of 
the polypeptide chain is analyzed, to the extent possible.” Eventually, the 
required analytical data on PTMs depend on known functional importance 
of a certain modification and the availability of appropriate analytical 
methods for its characterization. Thus, the requirements may change with 
the development of new, sensitive methods for analysis of PTMs.

In the case of recombinant proteins, the PTMs depend on both, the type of 
host cell line (120,121) and specific cell culture conditions like temperature 
or ammonium ion- and glucosamine concentration (122,123). James et al. 
demonstrate the influence of host cell type on the N-glycosylation of  recombinant 
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human interferon-gamma expressed in Chinese hamster ovary cells, 
 baculovirus-infected Sf9 insect cells and the mammary gland of transgenic 
mice by application of enzymatic hydrolysis of N-linked glycans by PNGaseF, 
fluorescent labeling of the released N-glycans, and subsequent characterization 
of the oligosaccharides by anion-exchange chromatography, MALDI-MS and 
ESI-MS. A detailed strategy for monitoring the glycosylation of therapeutic 
glycoproteins for consistency during production by HPLC of fluorescence 
labeling of oligosaccharides is given by Dhume et al. (124).

There are far more applications for the characterization of PTMs, whose 
detailed description would certainly go far beyond the scope of this chapter. 
Nevertheless, due to the influence on diverse cellular processes, examination 
of PTMs is crucial for understanding protein structure-function relationship. 
Further advances in the development of even more sensitive methods for the 
analysis of PTMs will certainly lead to new insights into their biological 
impact in the future.
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1. Introduction

Protein microarrays are increasingly utilized to better understand the expres-
sion patterns and function of proteins in various disease states. Additionally, 
their use in diagnostics holds great promise for applications in clinical 
medicine. The term “protein array” is used loosely to describe a technology 
founded on a number of classic protein assays that have been modified to func-
tion in a miniaturized environment with a common goal of enabling sensitive 
and reproducible, high throughput, multiplexed sample analysis. Similar to a 
gene array, a protein array is produced by immobilizing many (up to hundreds) 
of individual biomolecules in a defined pattern onto a solid surface for parallel 
analysis of samples in a high-throughput fashion. Generally, arrays consist of 
multiplexing on a planar surface, in contrast to multiplexing on beads, which 
is the basis for technologies such as xMAP® (Luminex). However, in contrast 
to DNA or RNA microarrays, the inherently diverse nature of proteins in 
biological systems makes it more difficult to achieve the same level of repro-
ducibility for protein arrays as for gene arrays. A number of preanalytical 
and analytical variables must be identified and addressed to obtain meaning-
ful and reproducible protein array data. In addition, because proteomes are 
characterized by protein expression across a large dynamic range, a common 
problem for most protein array technologies is sample complexity, which is 
being addressed via sample preparation methodologies performed before array 
binding. Frequently, the use of arrays in proteomic studies may include any of 
the following strategies: 1) antibody recognition of sample proteins, 2) chro-
matographic profiling of sample proteins, 3) expression of cDNA libraries, 3) 
in-situ tissue immuno- recognition, 4) protein function analysis (e.g., kinase), 
5) protein–protein, nucleic acid or other molecule interaction or 6) protein 
domain–protein interaction. In this chapter, we will introduce the more com-
mon protein microarray technologies as well as challenges and considerations 
necessary for successful proteomic array studies.

The design of current protein arrays ranges from the utilization of a sub-
strate with immobilized, spatially addressed biomolecules (a flat surface 
such as a coated microscope glass slide, microwells or arrays of beads) to 
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chemically modified surfaces (e.g., ProteinChip arrays). The immobilized 
biomolecules can include oligonucleotides or photoaptamers (single-stranded 
nucleic acids with high affinity to proteins), antibodies, proteins, peptides, 
carbohydrates, and other small molecules; whereas, a chromatographic sub-
strate provides binding environments for proteins based on pH, hydrophobic-
ity, or metal affinity. Since their inception in the late 1990s, protein array 
methods have continually undergone developmental changes and are sub-
stantially improved. Although technical challenges remain, the focused work 
of numerous laboratories has greatly advanced the understanding of many 
of the critical variables of array design and production. In general, protein 
array methodologies continue to be improved upon in four main categories: 
(1) formats of the protein array in terms of their applications, (2) sources of 
proteins used to generate the array, (3) surface and immobilization chemistry 
used to generate the protein array and (4) different methods used for the 
detection of protein activities on the array (1). Automation of many steps of 
both microarray production and use is essential for reproducibility. The gen-
eral scheme of a typical protein array experiment is shown in Fig. 29.1. A 
set of capture ligands is arrayed on a solid support. Following buffer washes 

Fig. 29.1. General scheme of protein microarray methodology
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and blocking of any unreacted surface sites, the array is then probed with a 
complex sample containing the counterparts of the capture molecules bound 
to the array. When an interaction occurs, a signal is revealed on the surface 
by a variety of detection techniques such as fluorescence, chemiluminescence 
or direct detection of the capture molecule (15).

The collection of molecules arranged (or “arrayed”) on the substrate can 
easily contain all the negative and positive controls associated with each 
specific probe that is also needed for thorough data analysis. Various sample 
types, including serum (or other bodily fluids), cell culture or tissue lysate, 
and conditioned culture media, can be incubated with a single slide contain-
ing the multiple antibodies or other probes. As with standard protein assaying 
methodologies, minimal nonspecific binding of biomolecules to the surface is 
one of the most important criteria for high quality micro array experiments. 
Detection of bound analytes is achieved by standard visualization methods 
(fluorescent or enzyme-linked reaction) that can employ direct labeling of the 
sample proteins, hapten molecule(s) or a secondary and/or tertiary antibody 
schema. The best choice of detection method is dependent on the particular 
array in question.

Antibody microarrays are common protein arrays in use today and are, in 
essence, a more high- throughput and efficient array-based version of a stand-
ard enzyme-linked immunosorbent assay (ELISA). Although retaining the 
specificity and quantitative characteristics of an ELISA, this technology also 
has the ability to make rapid, multiple, parallel, and more sensitive measure-
ments of numerous analytes from a small volume of a single sample. Multiple 
antibodies can be attached onto a slide in a specified pattern via “printing” 
with a robot and normally contain as few as 20 or 30 up to several hundred dif-
ferent antibodies. Again, as with an ELISA, an antibody microarray will only 
be as good as each antibody/antigen pair. Therefore careful considerations 
must be taken into account concerning the quality (level of purification, con-
centration, specificity, etc.) of each antibody selected to measure the proteins 
of interest in each sample. Likewise, use of proper controls and generation of 
concentration curves are standard protocol.

The tissue microarray is a widely used, high-throughput platform for the 
analysis of proteins in fixed tissue specimens. Simply put, up to 500 sections 
(0.6–2.0 mm cores) of a fixed tissue (s) are attached to a substrate (slide) and 
incubated with a single probe (antibody, DNA, etc.) (3). They are often used 
for target verification of results from cDNA micro arrays or expression pro-
filing of tumors and tissues. Archival material can be used as well as freshly 
collected samples and both also yield histologic and cytologic detail not pos-
sible with other protein arrays. Although a tissue array does not replace the 
basic microscopic analysis of tissue histology or pathology, a well designed 
tissue array can replace the need to perform the same experiment over and 
over while also reducing the variability of experiments performed in multi-
batch mode. Mastering the method of tissue arraying is quite easy; however, 
getting the most out of a tissue microarray requires thoughtful planning and 
attention to detail before construction of the array. The goal of a tissue array 
is to present the pertinent tissue on the array. Therefore, different tissue types 
and disease states require different levels of accuracy in selecting the appro-
priate tissue from a donor block. Although some tissues can be cored from 
unmapped blocks, the optimal method to select the tissue for arraying from 
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a donor block is to first map a hematoxylin and eosin (H & E) slide from the 
donor block (3).

Although an antibody- based approach of sample “arraying” provides the 
means to measure the level of any list of known proteins, it is also possible 
to generate expression profiles of unknown protein species in a likewise high 
throughput, reproducible manner using chromatographic ProteinChip arrays. 
Depending on the array chemistry used, proteins can be retained on the array 
surface according to inherent protein characteristics (e.g., pI,  hydrophobicity). 
Direct detection of the noncovalently bound analytes is made in a time of 
flight mass spectrometer (TOF-MS). This method allows for discovery of 
novel biomarkers of disease that might not be hypothesized to have a sig-
nificant disregulation in the disease state and therefore, never measured by an 
antibody capture method.

2. Methods

2.1. Antibody Microarrays

2.1.1. Protocol Considerations
Substrates used for antibody microarrays are the “glue” that holds antibodies 
in a specified position during an assay. The type of substrate that can be 
used to cover a slide is varied and may include: poly-l-lysine- coating, 
 aldehyde-coating, nitrocellulose, or a poly acrylamide-based HydroGel. It 
has been determined to be crucial to use an optimal slide coating for antibody 
 immobilization, thus efforts have focused on determining the best coatings 
that offer high binding capacity, low auto-fluorescence, and a nondenaturing 
environment (2).

Highly purified antibodies (e.g., the antibody is the major protein in the 
solution) work best in a microarray assay because a high concentration of 
contaminating proteins in the antibody solution usually results in a weakened 
or nonspecific signal. Therefore, antibodies only available as ascites fluid 
(fluid from the abdominal cavity of the animal used to produce the antibody) 
or antisera (animal serum containing antibodies) should be further purified 
before use. Additionally, although monoclonals known to work in ELISAs are 
preferred, polyclonals may also work well. High concentrations of agents that 
will interfere with antibody to substrate (surface) binding, such as excess glyc-
erol or Tris-HCl (or amine containing buffers), must be avoided or removed 
if present. The concentration of antibody used during array printing has a 
recommended minimum range (300–500 µg/ml); however, higher concentra-
tions may afford better results (e.g., increased signal intensity) if the amount 
of antibody expenditure is not a concern (2).

If a direct-labeling method is used, the sample is processed (before incuba-
tion on the array) so that all proteins in the mixture are labeled with a hapten 
(e.g., biotin molecule) or fluorophore (a fluorescent molecule) that allows for 
subsequent detection. The simplicity of this method and the ability to incubate 
mixed samples on the same array (e.g., reference mixture labeled with a differ-
ent color fluorophore) are advantageous. However, a disadvantage is increased 
background and decreased sensitivity as compared to amplification gained 
with the use of a secondary antibody (2).
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The choice of hapten for detection or dye for a secondary antibody will vary 
based on user. Fluorescent molecules appear to be the favorite for secondary 
labels as enzyme-linked amplification methods produce soluble products (e.g., 
horseradish peroxidase enzyme linked to the antibody will react with an added 
substrate to create a visible precipitate) that can diffuse away from the spot of 
origin and thus not be compatible with the microarray assay. Detection limits 
will depend on the antibodies used, the protein background in the sample, and 
the detection conditions. Generally, a direct-labeling method will allow detec-
tion of analytes in the low ng/mL range for targets in a serum background; 
whereas, a fluorescently tagged secondary antibody can give detection limits 
in the low pg/ml range (2).

As part of the analysis of each array, a normalization factor should be calculated 
to bring the data from different microarrays onto a common scale. Normalization 
is used to eliminate some sources of variation in the data that can affect the meas-
ured protein expression levels. A normalization antibody should detect a purified 
protein spiked in to the samples or a protein normally found in the samples (such 
as IgG in serum). Likewise, quantitation of each protein is made based on a stand-
ard curve generated by binding of a known concentration of antigen bound to a 
particular antibody. Finally, reproducibility between replicate experiments is vital 
to the effectiveness of protein profiling experiments and should be monitored as 
a means to ensure good laboratory practice as well as assessing reagent quality 
(e.g., filter out unreliable antibodies). The reproducibility of each antibody can 
be assessed by calculating both the average coefficient of variation (CV) and the 
correlation between duplicate experiment sets (2).

2.1.2. Antibody Microarray Method Overview

1.  Antibody selection and preparation (e.g., make dilution for binding, removal 
of interfering substances if needed).

2.  Preparation of slide with substrate (substrate will hold antibodies on 
slide).

3.  Printing of microarray with antibodies (place antibodies in specific loca-
tions on slide).

4. Sample preparation and incubation on antibody-containing array.
5.  Incubation with secondary detection agent (s) if necessary (e.g., detection 

antibody that recognizes target protein followed by fluorescent-tagged sec-
ondary antibody).

6. Data collection/analysis.

2.2. Tissue Microarrays

2.2.1. Protocol Considerations
Immediately after collection and before any processing, biological tissue 
must be “fixed” so that it remains in the state at which it existed at the time 
of collection. Depending on the fixative used, the proteins and molecules in 
both the cells and extracellular spaces of a tissue will become cross-linked 
or precipitated in clusters that render further biological activity impossible. 
Although there are variations of chemical fixative solutions, 10% formalin is 
the most common. Fixed tissue is then embedded in paraffin wax (all water 
is removed and replaced with paraffin) to give it support during subsequent 
handling. To create the array, a needle is used to remove “cores” of tissue from 
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the wax-encased specimen termed the “donor block”. Once the desired tissue 
has been dissected from the specimen, it is placed into a hole in a “recipient 
block” (made of low-melt paraffin) in a predetermined spatial arrangement 
(i.e., arrayed). The recipient block containing arrayed tissues is then sectioned 
with a microtome and each section mounted onto a slide before the paraffin is 
melted away to allow for labeling.

If the tissue to be arrayed is from an archive (samples collected at some 
time in the past and stored for later use), it is important to know the fixative 
that was used after collection, as different fixatives will require different 
experimental methods. Although it is possible to create an array of tissue 
processed in mixed fixatives, knowledge of these details is imperative for 
interpretation (3).

The more important aspects of tissue array design are 1) matching the 
individual core size to the total number of cores that will be used and 2) 
putting them into a user friendly design on the slide. The use of “subarrays” 
to organize tissue in some meaningful manner will significantly ease the work 
of the user analyzing the array by reducing the chance of getting “lost” on the 
slide. Suggested subarray sizes are therefore 3 × 3, 4 × 4, or 5 × 5 with 0.6 
mm cores that can be viewed in its entirety with a 4× microscope objective. 
Considerations must be made about what tissue to place where on the array 
and are based on including the appropriate controls (benign disease, healthy 
normals, etc.) core size, over-sampling, and matched disease state and normal 
tissue pairing. The best advice is to anticipate as many questions that might be 
asked during analysis, e.g., is there nonspecific staining, is there endogenous 
biotin binding the label, etc., and include the necessary controls in the design 
to be able to answer them (3).

Oversampling a tissue is the attempt to deal with tissue heterogeneity by 
taking multiple samples (cores) from different areas of each tissue specimen. 
The number of cores necessary for complete representation may vary depend-
ing upon the specific tissue type and protein (s) measured. Core diameter used 
will give more or less information about the cellular architecture in one area. 
The biology of the tissue under study will ultimately determine the optimum 
balance to obtain between the two. It is important to note that there are some 
tissues and disease states that require extreme precision and accuracy during 
sampling, are challenging to adequately represent on an array or may not be 
amenable to representation on tissue arrays (3).

2.2.2. Tissue Microarray Method Overview

1. Array design (e.g., determine optimum physical layout of specimen cores 
within the array).

2. Mapping of donor tissue (e.g., H & E stained slide of the donor tissue can be 
used to determine optimum areas from which to take core samples).

3. Sampling of donor tissue (i.e., removing cores of the sample with a 
needle).

4. Arraying donor cores in recipient block.
5. Sectioning of the completed array (i.e., using a microtome to generate thin 

slices of the donor block that are then mounted onto a new slide).
6. Immunohistochemistry (or other labeling method as desired) to detect 

specific proteins/protein levels within each tissue sample on the array.
7. Data collection/analysis.
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2.3. Chromatographic Surface Arrays (e.g., Seldi-TOF-MS)

2.3.1. Protocol Considerations
To decrease sample complexity and increase total number of proteins detected 
from a protein solution, it is common to perform some type of sample fraction-
ation, e.g., anion-exchange fractionation, before binding on a ProteinChip© 
array. This principle can be applied to virtually any type of sample from serum 
to cell culture lysate to cerebrospinal fluid. It is then suggested that the same 
fraction be profiled on all surfaces at the same time so that the samples are not 
subjected to multiple freeze-thaw cycles.

The array surfaces and matrix (energy absorbing molecule needed for 
laser desorption–time-of-flight mass spectrometry detection) used to pro-
file the samples is at the discretion of the user. However, it is suggested 
that each sample is arrayed on different protein binding surfaces (i.e. ionic 
exchange or hydrophobic retention) because each array surface will retain 
an overlapping subsets of proteins. Different matrices will also reveal dif-
ferent profiles.

The use of robotics (any type of automated liquid handler, e.g., Biomek or 
Tecan) for sample and array preparation will support high throughput sample 
processing while increasing reproducibility. It is possible to process 96 sam-
ples in each bioprocessor that holds 12 ProteinChip arrays and three or four 
bioprocessors can be processed during one run. All samples should be bound 
to arrays on duplicate spots and the arrays read (in a time-of-flight mass spec-
trometer) within a reasonably similar period of time following preparation.

2.3.2. ProteinChip Array Method Overview

1.  Sample preparation (e.g., fractionation of the protein containing sample 
and/or dilution into binding buffers).

2.  Binding of samples to array surfaces (i.e., allowing protein containing sam-
ples to bind to the chemically modified surface).

3.  Selective buffer washes (e.g., pH or NaCl content used in the wash buffer 
will determine stringency of protein binding to a particular surface).

4.  Addition of matrix (i.e., solution of energy absorbing molecules is applied 
to the ProteinChip surface containing bound proteins).

5.  Data collection/analysis (i.e., spectra that indicate mass and relative quantity 
are generated after proteins are desorbed from the surface of the array in a 
time of flight mass spectrometer).

3. Applications

Microarrays of proteins and peptides are making it possible to screen numer-
ous binding events in a parallel and high throughput fashion; therefore they 
are emerging as a powerful tool for proteomics research and clinical assays. 
The complex nature of the proteome, the wide dynamic range of protein con-
centration in biological samples and the critical role of optimized preparation 
of any type of array are essential concepts to address. Keeping these in mind, 
the possibilities for continued protein array use is exciting and promising. For 
a more in-depth study of protein microarray technologies, suggested reading 
would include a number of helpful review articles and books that cover the 
many types of microarrays including those not mentioned here (1,4–7).
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Although method development is ongoing, meaningful protein microarray 
data is already a vital part of studies designed to better understand proteomes. 
Present research aimed at understanding the degree of changes in protein 
expression, post- translational protein modification and function and/or 
molecular interactions can be readily assessed at new levels via protein micro-
arrays. A quick search of the literature will reveal numerous published studies 
presenting protein microarray data.

Protein phosphorylation is an especially important post-translational 
regulator of many processes inside cells. Complex signaling pathways can 
be regulated by multiple coordinated phosphorylation events; therefore, with 
a microarray, one has the ability to examine the phosphorylation states of 
multiple proteins and/or multiple samples in parallel. In a study of colorec-
tal cancer, Lugli et al., (8) were interested in the diagnostic and prognostic 
value of phosphorylated ERK and phosphorylated AKT (two downstream 
molecules of the MAPK and PI3K/AKT pathways). Using tissue microarrays 
it was possible to measure these phosphorylated proteins in 1,420 colorectal 
cancer resection specimens simultaneously while correlating the findings with 
other relevant clinicopathologic features. Bowick et al., (9) report measuring 
protein phosphorylation and kinase activity to better understand the effect of 
virus infection on host-cell signaling in infected guinea pigs. The PepChip 
kinase assay system was used to assess the ability of cytoplasmic extracts of 
infected macrophages (from infected guinea pigs) to phosphorylate synthetic 
peptide kinase-substrates ex vivo. This particular microarray contains 2 × 
1,176 peptides attached onto the surface of a 25 × 75mm slide. The peptides 
are substrates for possible phosphorylation events if the appropriate enzyme 
is available in the incubated sample (e.g., viral infected macrophages versus 
normal). In a variation of the antibody microarray, Akkiprik et al., (10) used 
a “reverse phase” microarray to study 40 different cell signaling proteins and 
their phosphoryation state in 14 different breast cancer cell lines. In this pro-
cedure, proteins from cell lysates were robotically spotted onto a coated glass 
slide. Specific antibodies were then used to detect the level of protein expres-
sion in these samples on each slide. Because of the density of the spots that 
can be included on one slide, multiple dilutions and replicates of each sample 
were incorporated into the design to increase the data robustness. This study 
allowed the investigators to identify important interactions between different 
signal transduction pathways, the apoptotic pathway, and the cell cycle path-
way at the protein level in multiple breast tumor phenotypes.

Instead of measuring a single analyte for diagnostic or theranostic purposes, 
it has been suggested that multiple markers for a specific disease may be used 
together to improve diagnostic accuracy if the markers offer complementary 
discrimination information. Thus, the ability to efficiently screen putative 
markers in parallel, as enabled by protein microarrays, could allow an expan-
sive characterization of alterations present in diseased patient samples.

The benefit of measuring multiple proteins via antibody array for the 
classification of cancer, benign or normal patient serum was reported by 
Orchekowski et al. (11) in the improvement in the classification accuracy of 
multiple markers relative to the use of single antibodies. Measuring 90 proteins 
in 140 samples, this study produced results that demonstrated a strategy for 
using antibody microarrays to profile proteins and identify candidate biomar-
kers. Data analysis resulted in the identification of previously  unrecognized 
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associations of serum proteins with pancreatic cancer and improved classifi-
cation accuracy using combined measurements. However, it is stressed that a 
careful evaluation of factors that could introduce bias, such as low prevalence 
of disease often leading to use of combined sample sets, is important to avoid 
misleading results in biomarker research. In addition to quality control assess-
ments of reagents, etc., statistical analysis of the effects of such variables as 
patient age and sample acquisition site may add confidence to the results. 
However, when available, the use of collections of complete larger sample sets 
with highly consistent collection and handling procedures would be expected 
to yield optimum results.

Rolland et al. (12) were interested in determining the prognostic power of 
two specific proteins, p53 and Bcl-2, combined, to indicate survival in breast 
cancer patients. Use of tissue microarray allowed for simultaneous measure-
ment of the proteins in 819 cases of resected primary breast cancer. Though 
evidence suggests that these markers may have some independent prognostic 
power, the researchers found that combined analysis of p53 with Bcl-2 proved 
greater than the sum of the parts with biological significance; the presence 
of mutant p53 may be linked to loss of Bcl-2 and a subsequent synergistic 
increase in cellular proliferation. Zhang et al. (13) also demonstrated the 
multimarker approach in cancer diagnostics when reporting three significant 
markers of ovarian cancer from comparing the protein profiles from cancer, 
benign disease, and normal patient serum. The use of the Seldi ProteinChip 
array platform allowed the investigators to screen 500 serum samples in a 
high throughput, reproducible manner. As with Seldi, using a chemically 
defined substrate for protein retention rather than a known capture ligand 
(e.g., antibody), makes it possible to identify totally novel protein markers, 
including modified forms of known proteins, which may not be considered 
for study in a predetermined antibody array or may not have an antibody 
against it available.

Diagnostics for the determination of allergic reaction may also benefit from 
the use of microarray technology. Deinhofer et al. (14) developed a multial-
lergen assay, which contained recombinant allergen proteins printed onto a 
glass slide. The multiallergen test system presented in this study enables one 
to determine a patient’s individual IgE reactivity profile against up to 400 
individual allergens. One advantage of chip-based allergy diagnosis is that the 
IgE-reactivity profile to a large number of allergen components can be deter-
mined in a single test. However, it was noted that several problems, including 
high CV values (batch to batch variation), artificial signals owing to glass 
substrate defects, accumulation of dust particles on the surface, and partial or 
complete dehumidification leading to artificially increased signals, must be 
properly addressed before allergen chips can be used for routine testing.

Many of the microarrays used in the aforementioned and other proteomics 
studies are produced in-house by the researchers themselves or an institutional 
core facility; however, a wide variety are also available from commercial 
sources. A quick search on the internet will reveal the suppliers, cost, and type 
of protein microarray (s) available for purchase. These sites usually also con-
tain a wealth of information regarding specific technological questions about 
the offered microarray products.

Protein microarrays are more commonly being used in biological labora-
tories for a host of research interests to advance our understanding of protein 



460 C. H. Clarke and E. T. Fung

functions, protein–protein interactions and differential protein expression. 
Although, it is important to remember that protein microarray technology is 
not as straightforward as DNA technology, the protein microarray can be an 
excellent high-throughput tool used to examine a large collection of proteins 
simultaneously. It is an excellent method to discover previously unknown mul-
tifunctional proteins as well as to better understand well-known proteins. The 
future of microarray-based technologies for protein study is promising. With 
the continued momentum of the postgenomic era in biomedical research, pro-
teomics and microarray-based technologies are playing increasingly greater 
roles and yeilding impressive results.
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1. Introduction

Diverse cellular processes are mediated by dynamic networks of interacting 
proteins in living organisms (1,2). These highly regulated protein–protein inter-
actions determine cellular functions that are fundamental to life. As increas-
ing numbers of protein complexes and interconnected protein networks are 
revealed by a variety of experimental approaches, general principles underlying 
protein–protein interactions and their roles in controlling cellular processes 
have emerged. It appears that a general mode of protein–protein interaction is 
mediated by a diverse group of specialized protein modules within individual 
proteins (2). These protein modules often contain sequence motifs and struc-
tures conserved throughout evolution. The efficient regulation of many protein 
interactions is achieved in part by posttranslational modification of a specific 
protein motif, such as phosphorylation of a protein motif generating a new 
binding site for other proteins. For example, Src homology 2 (SH2) domain 
containing proteins specifically recognize protein motifs phosphorylated at 
tyrosine. 14-3-3 proteins recognize various protein motifs only when they are 
phosphorylated at a serine or threonine site (3). Through these tightly control-
led mechanisms, protein–protein interactions form the backbone of various 
signal transduction cascades that control vital cellular functions. One example 
is the mitogen-activated protein kinase cascade composed of three tiers of 
kinases, Raf-MEK-ERK (4). This kinase cascade is induced by a variety of 
environmental signals and controls a number of cellular functions including 
cell proliferation and differentiation. Because of their essential role in cellular 
regulation, dysregulation of protein–protein interactions is associated with a 
large number of human diseases, including cancer, neurodegenerative diseases, 
and various metabolic diseases. Thus, identifying and studying protein complex 
formation or dissociation is crucial for understanding general mechanisms that 
govern normal cell growth and development as well as for targeting altered pro-
tein–protein interactions in diseases for drug discovery (5). Recent successes 
in developing small molecule protein–protein interaction inhibitors strongly 
support this line of research. This chapter focuses on  methods for detecting and 
monitoring protein–protein interactions.
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Techniques for studying protein–protein interactions have been detailed in 
a number of specialized books (6,7). These include various biochemical tech-
niques for examining protein–protein interactions in vitro, biosensor based 
cell biology methodologies for monitoring protein–protein interactions in 
vivo, and some robust protein complex detection technologies for proteome 
exploration and high throughput screening incorporated into various drug 
discovery platforms. This chapter intends to highlight some basic methods 
frequently used in laboratories for studying protein interactions in vitro and 
in vivo. Some of these techniques are also used for proteomics studies and for 
high throughput screening purposes.

2. Methods

Protein–protein interactions are detected by a variety of techniques. Many of 
these techniques rely on the capturing of a target protein (bait) in a  complex 
through an immobilized affinity reagent, such as an antibody. The first  section 
will discuss these solid-phase based methods, including co-immunopre-
cipitation (co-IP) and affinity-tag based pull-down assays. Some transient 
protein–protein interactions are difficult to capture. The use of a chemical 
cross-linking approach coupled with co-IP or pull-down assays may be helpful 
to detect these transient protein–protein interactions (8). The second section 
describes frequently used homogenous assays, which are often used for quan-
titative measurement of protein interactions and for high throughput screening 
purposes. The final section presents state-of-the-art techniques for monitoring 
protein–protein interactions in cells.

2.1. Solid Phase Affinity Chromatography-Based Methods

To detect a particular protein inside of cells or in test tubes, a reagent that can 
specifically recognize the protein of interest with high affinity is essential. 
High affinity reagents include antibodies that are specific for a native pro-
tein or a heterologous protein artificially tagged with a well defined epitope. 
Use of antibodies to capture the protein of interest and its associated protein 
partners is widely applied to detect protein interactions, which is termed 
coimmunoprecipitation (Co-IP; Fig. 30.1A). Other affinity reagents are also 
used for this purpose. Highly popular methods include the use of glutathione 
conjugated resin for isolation of glutathione S-transferase (GST)-tagged 
proteins and the use of nickel charged resin for isolation of hexahistidine 
(6 x His)-tagged protein complexes.

2.1.1. Coimmunoprecipitation
Co-IP utilizes specific antibodies to capture the protein of interest (bait) and 
proteins associated with the bait protein from a cell lysate pool (9,10). Once 
isolated, the associated proteins are separated by SDS polyacrylamide gel 
electrophoresis (SDS-PAGE). Following this separation, the methods to detect 
the coprecipitating proteins are varied, but include mass spectroscopy, silver 
staining and Western blot (11).

The most important component of co-IP is the antibody, which should have 
high affinity and specificity to the protein of interest. Antibodies are of two 
classes: monoclonal or polyclonal (9). Monoclonal antibodies are produced 
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by the fusion of isolated B lymphocytes with immortal cell cultures to form 
hybridomas. Each B lymphocyte produces antibodies to one specific epitope 
on an antigen, resulting in a hybridoma that produces antibodies to one par-
ticular epitope; hence its high specificity. Polyclonal antibodies are mixtures 
of antibodies that are produced when a susceptible animal is immunized with 
the antigen of interest. The resulting antibodies are specific to the antigen, 
but may recognize a variety of different epitopes on the antigen. Although the 
advantage of polyclonal antibodies is that they will tolerate subtle changes in 
the antigen due to the recognition of multiple antigen epitopes, monoclonal 
antibodies tend to be more specific. In co-IP, an antibody to a target protein 
is added to cell lysates. The bait protein complex captured by the antibody is 
precipitated by either protein A (from Staphylococcus aureus) or protein G 
(from Streptococcus) conjugated to sepharose resin. Both protein A and pro-
tein G have high affinity for a particular Fc domain in the immunoglobulin. 
An overview of the co-IP procedure and a commonly used method of detecting 
interacting proteins, Western blot, are described below.

1. Cells are seeded in appropriate amounts before the experiment. If neces-
sary, proteins may be exogenously overexpressed by transfecting the cells 
with an epitope-tagged target gene.

Fig. 30.1. Schematic of solid phase based protein–protein interaction methods. (A) 
Co-immunoprecipitation. Primary antibodies are used to capture the antigen (bait) 
and its associated proteins in the complex. The sepharose beads are used to precipitate 
the captured antibody- antigen complex through conjugated secondary antibodies. (B) 
Affinity tag-based pull-down assays. A 6xHis-tagged protein is used as an example. 
The 6xHis tag fused to the bait protein has high affinity to nickle ions at the surface of 
activated sepharose beads. Nickle-charged resin captures 6xHis tagged bait protein and 
its associated proteins in the complex. (C) Tandem Affinity Purification (TAP) tags. 
Two representative TAP tags are shown.
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2. Cells are lysed in a HEPES or Tris-HCl buffered lysis solution near neutral 
pH containing detergent and protease inhibitors (see 12,13 for examples). 
Detergent selection is dependent on the strength of the protein–protein 
interaction under investigation. Typically used detergents include Nonidet-
P40 and Triton-X 100. Lower concentrations are used when the target pro-
tein interaction is not very strong, while higher concentrations are utilized 
when the protein interaction affinity is high. Higher detergent concentra-
tions are more stringent, reducing the amount of nonspecific binding.

3. Cell lysates are cleared by a centrifugation step (10 min, 16,110 × g, micro-
centrifuge) at 4°C. This step removes cellular debris such as nuclear mate-
rial, leaving the soluble protein lysate in the supernatant. Cells can also be 
disrupted by physical force in a Dounce homogenizer followed by centrifu-
gation to obtain whole cell lysates. Whole cell proteins are extracted by a 
buffer with detergents such as Triton X-100.

4. The centrifuged lysates are further cleared with an appropriate amount 
of either Protein A or G sepharose. This step removes resin-protein A/G 
binding proteins, reducing non-specific interactions. After incubation, the 
sepharose resin is removed with a quick pulse microcentrifugation step, and 
the supernatant is transferred to a new tube.

5. To this newly cleared lysate, antibody specific for the protein of interest 
is added. The amount of antibody added depends on a number of factors, 
including the affinity of the antibody to the protein antigen, and the amount 
of antigen protein present in the lysate. This solution is rotated at 4°C, for 2 h 
to overnight. Following incubation with the antibody alone, protein A or 
G conjugated sepharose resin is added to isolate the antibody/protein com-
plexes out of the lysate solution. Because of the rapidity and high affinity 
of protein A and G binding to the immunoglobulin protein, this incubation 
(4°C) usually needs not extend over 2 h.

6. After incubation, the protein A/G conjugated sepharose resin is collected 
with a quick pulse spin and is washed extensively with lysis buffer to remove 
non-specific interacting proteins. Following the last wash, the  protein 
 complex can be eluted from the protein A/G sepharose resin in various 
ways. For analytical detection of the associated proteins, a denaturing buffer 
 containing SDS and a reducing agent such as DTT or β-mercaptoethanol is 
used to denature the proteins by boiling.

7. Protein samples are separated by SDS-PAGE. Following SDS-PAGE, 
the bait protein and the bait-associated proteins are revealed by various 
methods depending on the purpose and the abundance of the associated 
proteins. They can be directly visualized with staining methods, such as 
silver staining or Coomassie Blue staining. To detect a known protein in 
the complex, Western blot is used if the antibody is available. Proteins 
separated by SDS-PAGE are transferred onto a nitrocellulose or PVDF 
membrane. Interacting proteins are probed by Western blot, using specific 
antibodies. If sufficient amount of a unknown protein is available, the gel 
can be sliced and the protein eluted for mass spectroscopic analysis.

Co-IP allows investigators to study a protein without the need of exog-
enous overexpression, which may lead to undesired artifacts. Additionally, 
large protein tags such as GST can cause steric hindrance of protein–protein 
interactions in some cases. However, antibodies may not exist for certain 
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proteins of interest. In this situation, the investigator can choose to use an 
antibody that specifically recognizes an epitope fused to the protein of inter-
est. For example, antibodies are available for the commonly used protein 
tags c-Myc, FLAG, and hemagglutinin (HA). The protein of interest is then 
expressed in cells as a fusion with the epitope tag and immunoprecipitated 
with the corresponding antibody.

Several factors should be carefully considered when selecting antibodies 
for co-IP (9). The specificity of the antibody for the antigen, or protein, is 
important to reduce nonspecific interactions. The affinity of the antibody for 
the target protein is also a crucial factor, as some antibody/antigen interactions 
are not strong enough for detection in co-IP experiments. Similarly, the abun-
dance of the target protein can determine the success of co-IP. Proteins that 
have relatively low level of expression may not be detectable by typical co-IP 
methods. If this is the case, the investigator may exogenously overexpress the 
protein to increase its abundance in the cellular protein pool.

2.1.2. Epitope Tag-Based Pull-Down Assays
In many cases, high affinity antibodies are unavailable for specific pro-
teins. With the completion of the genome sequences for a number of organ-
isms including human, molecular biology approaches can be employed to 
add an epitope tag which is recognized by well characterized antibodies 
or specific affinity reagents. Widely used epitope tags include glutathione 
S-transferase (GST), 6xHis, FLAG, HA, and Myc epitopes. The epitope 
tagged proteins thus can be recognized by immobilized antibodies or spe-
cialized reagents, and the protein complex is isolated through solid phase 
affinity chromatography. GST-tag and 6xHis tag-based protein interaction 
methods are described below.

2.1.2.1. GST Pull-Down: One of the most practical and widely applied affin-
ity chromatography methods to determine protein interactions is the GST 
pull-down. GST pull-down takes advantage of the high affinity of the glu-
tathione-S-transferase for its substrate, glutathione. Typically, the bait protein 
is fused with GST through molecular cloning (see (14) for an example). The 
GST-tagged protein is isolated by applying glutathione-conjugated sepharose 
to the cell lysates to bind the GST. The sepharose is then washed and analyzed 
for proteins associated with the GST-tagged fusion protein. An overview of the 
GST pull-down procedure to detect protein interaction in mammalian cells is 
outlined next.

1. A GST-protein fusion is generated by cloning the cDNA of interest into a 
vector to generate an in-frame fusion with the GST gene. This expression 
plasmid is delivered into cells. Plasmids for expression either in E. coli or 
in mammalian cells have been used.

2. For mammalian cells, cell lysates are prepared after expression of the trans-
fected plasmid in a lysis buffer as described in the Co-IP protocol.

3. Glutathione-conjugated sepharose resin is added to the cleared lysate.
4. This solution is rotated at 4°C. Usually, 2 h is adequate for the binding of 

GST-tagged proteins from the lysate to the glutathione-sepharose resin. 
However this incubation period may be adjusted as needed.

5. The resin is extensively washed with PBS or other wash buffer to minimize 
nonspecific interactions. The resulting resin is isolated by centrifugation. 
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The GST-tagged protein and its associated proteins are eluted and separated 
by SDS-PAGE and revealed either by direct staining or by specific antibod-
ies in Western blot analysis.

2.1.2.2. 6xHis Pull-Down: The hexaHis-tag-based pull-down assay (6xHis 
pull-down) is a well-established affinity tag method used to determine physi-
cal interaction between two or more proteins (Fig. 30.1B). The two basic ele-
ments for 6xHis pull-down assay are the availability of the bait protein tagged 
with six consecutive histidine residues and its associated protein (prey), either 
as a purified form or present in a mixture of cell lysates. The 6xHis-tagged 
bait protein is captured by an immobilized affinity ligand, either nickel ion or 
an anti-6xHis antibody, thereby allowing selective enrichment of the bait-prey 
protein complex. After extensive washing, the bait and the binding partners are 
eluted and detected as described next.

1. The gene encoding the bait protein is cloned into a prokaryotic or an neu-
karyotic expression vector harboring an six tandem histidine tag. Examples 
include pET15b for expression in E. coli and pDEST26 for expression in 
mammalian cells.

2. The 6xHis-tagged protein is expressed and purified from bacteria or mam-
malian cells. Often, it is unnecessary to purify 6xHis-tagged bait proteins 
for interaction assays; the protein lysate containing the 6xHis-tagged pro-
tein can be used as a bait source.

3. The 6xHis-tagged bait protein is incubated with a target protein. The target 
proteins may be purified proteins, proteins translated in vitro using cell-free 
expression systems, proteins in cell culture lysates, or proteins from tissue 
samples.

4. The nickel-chelating resin or anti-6xHis antibody-conjugated resin is added 
to the mix to capture the 6xHis-tagged bait along with its associated prey 
proteins.

5. The resin-bait-prey complex is washed under appropriate conditions in 
the presence of low concentrations of imidazole to remove nonspecifically 
bound proteins.

6. The bait protein and its interacting proteins are eluted with buffer contain-
ing a high concentration of imidazole. The isolated proteins are resolved 
by SDS-PAGE and detected by staining or Western blot with corresponding 
antibodies. If radioisotope labeled proteins are used, the associated proteins 
separated on SDS-PAGE will be visualized with radiography.

2.1.3. Tandem Affinity Purification
Affinity tags can be coupled together to improve the efficiency of protein 
complex recovery from a mixture of cell lysates. The key feature of the 
tandem affinity purification (TAP) technology is the use of two different 
affinity purification tags that are fused to the target protein of interest (bait) 
for a two step sequential affinity purification protocol (15,16). Such a design 
allows the isolation of protein complexes under near physiological condi-
tions for subsequent mass spectrometry analysis. One such TAP tag utilizes 
two immunoglobulin G (IgG)-binding domains of Staphylococcus aureus 
protein A, a cleavage site for tobacco etch virus (TEV) protease, and a cal-
modulin binding peptide (CBP) (Fig. 30.1C). In this TAP, the bait protein is 
fused in-frame with the protein A2-TEV-CBP tag. In the first step of the TAP 
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purification, the protein A of the fusion protein is bound to IgG sepharose 
resin. The bound proteins are cleaved by the TEV protease, releasing the 
CBP-fusion protein. At the second step, the CBP-fusion is bound to cal-
modulin-coated beads in the presence of calcium and is eluted using EGTA. 
One of the advantages of the TAP method is the gentle washing conditions 
used with physiological buffers throughout the whole purification process, 
preventing the disruption of protein–protein interactions within the protein 
complexes of interest.

1. The N-terminal or C-terminal TAP tag is fused in-frame with the coding 
region of the bait protein in an appropriate expression vector (16,17).

2. The TAP vector is introduced into recipient cells or organisms for transient 
or stable expression of the fusion protein (18,19).

3. Total proteins are extracted from cells or organisms expressing the TAP-
tagged target protein (16).

4. Protein extracts are subjected to two successive purification steps based on 
the type of TAP systems used (17). Three basic steps are involved. The first 
step is to capture the full length TAP-fusion protein. Besides the original 
design that uses IgG-sepharose for protein A tag, protein G tag has also 
been used in other TAP systems. In this case, IgG-sepharose is added to 
the cell lysate to precipitate protein A-or protein G-tagged fusion proteins. 
This step enriches the TAP-fusion population. Typically, the TAP system 
incorporates a protease cleavage site between the two tags. The most fre-
quently used protease for this purpose is the TEV protease due to its high 
specificity and the absence of the protease in yeast and mammalian host 
cells. The second step is to release the second tag-fusion protein by adding 
TEV protease. The third step is to re-capture the fusion protein through 
the second tag. The second tag varies in different systems. For example, 
besides calmodulin-binding peptide, CBP, the streptavidin-binding peptide 
(SBP) has been incorporated in the GS-TAP system (Fig. 30.1C; (20)). In 
this step, either calmodulin sepharose or streptavidin sepharose is used 
to further purify the fusion protein complex depending on the type of 
tag used.

5. The retrieved proteins in the bait complexes are identified through mass 
spectrometry analysis (21,22). For known proteins associated with the bait 
protein, Western blot with specific antibodies is used to monitor the pres-
ence of a particular protein in the complex.

2.1.4. Surface Plasmon Resonance
Surface plasmon resonance (SPR) is a technique that relies on an optical 
biosensor that can be used to quantify protein–protein interactions (23–26). 
SPR occurs when light is reflected from a sensor chip at all angles except one 
where absorption occurs. The angle where light is absorbed is dependent on 
the refractive index of a thin layer at the surface of the sensor. Changes in the 
surface refractive index occur when a receptor binds to a ligand coupled to the 
sensor chip. SPR allows for monitoring, in real time, of a molecular interaction 
and thus provides a measurement for the association (ka) and dissociation (kd) 
rates of binding. This information is then used to calculate the affinity of the 
interaction (KD) since the following relationship exists:

KD = kd/ka
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There are three main components in a SPR instrument. The first is the sensor 
chip which consists of a glass-covered thin layer of gold, whereby the ligand is 
immobilized onto the nonilluminated side of the film. The second is a sample 
delivery system used to deliver the receptor (analyte) to the ligand on the sensor 
chip. The third is a detector linked to a computer, which records the data in the 
form of a plot of SPR response (in RU units) versus time; this readout is called 
a sensogram. In a SPR experiment, buffer is first flowed over the chip surface 
to obtain a baseline. Next, the analyte is delivered to the surface and the instru-
ment records the changes in the refractive index as the analyte binds to the 
ligand. These changes allow the direct measurement of the ka of the interaction. 
Once steady-state is reached, buffer is passed over the surface again to record 
the dissociation rate of the interaction.

2.1.4.1. SPR Experiment Setup

1. There are many types of sensor chips which allow for different strategies 
to attach the ligand. A widely used chip is the CM5 from Biacore Inc., 
which contains a layer of carboxymethylated dextran matrix that extends 
about 100 nm into the flow cell and is surrounded by an aqueous environ-
ment. The carboxyl groups of the dextran layer allow the coupling of pro-
teins via amine, thiol, and aldehyde groups. Other commercially available 
chips such as SA and NTA chips can be used to couple the ligand in a 
uniform orientation. In SA chips, streptavidin is linked to the carboxydex-
tran layer to allow coupling of biotinylated proteins to the surface, while 
in NTA chips, nitrolotriacetic acid is used to couple 6xHis-tagged ligands. 
Coupling of the ligand in a particular orientation can also be achieved by 
linking antibodies to the carboxymethylated dextran that recognize either 
an epitope on the protein or a protein tag such as FLAG, or GST (see 
description above).

2. If amine coupling is carried out, buffers containing primary amino groups, 
such as Tris, cannot be used (23). In this case, HEPES and PBS buffers 
can be used. The first step used to couple a ligand via amine groups is 
to activate the surface with a mixture of NHS (N-hydroxysuccinimide) 
and EDC (N-ethyl-N´-dimethylaminopropyl-carbodiimide). Upon comple-
tion of activation, the ligand is passed across the surface for conjugation. 
Ethanolamine is then used to block the remaining sites.

3. An important consideration in deciding which of the two binding partners 
to couple to the chip is the molecular weight of the molecule. Since the SPR 
signal is proportional to the molecular weight of the bound molecule, it is 
desirable to attach the lowest molecular weight molecule to the sensor chip 
in order to obtain the strongest signal (24).

4. High purity of both the ligand and the analyte is critical to obtain accurate 
measurements. Impurities in the sample preparations can cause errors in 
protein concentration as well as errors owing to nonspecific binding.

5. Surface regeneration: To dissociate the remaining bound analyte, the sur-
face must be regenerated using conditions that might be deleterious to the 
ligand. It is therefore very important to test the activity of the ligand after 
treatment with these conditions. Regeneration conditions can include high 
salt, high or low pH, and detergent washes. Good regeneration is achieved 
when the signal is brought back to the baseline and the ligand is still 
active.
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6. Controls included in an SPR experiment are control injections and 
 measurement of a signal from an underivatized reference surface (24,26). 
The control injections consist of running buffer, which contains everything 
except the analyte of interest. The reference surface is a chip that has 
undergone identical chemical treatment as the ligand surface except that it 
lacks the ligand. The use of control injections and a reference chip allow 
subtraction of noise generated by nonspecific binding, injection noise, and 
baseline drifts.

7. Data analysis: To obtain kinetic information, the analyte must be injected in 
a range of concentrations, between 1 nM–100 µM. High analyte concentra-
tions will provide information about the surface capacity since the surface 
will be saturated, while low analyte concentration will provide information 
about the association rate. Data from the control injection and reference 
surface must be subtracted from the raw data. All data sets are fit simulta-
neously to obtain ka and kd values, and surface capacity. This type of global 
analysis allows for good estimates of the kinetic parameters compared to 
nonlinear curve fitting of individual curves (26). Software packages used 
to fit the data are BIAevaluation Version 3.0 (from Biacore) or CLAMP 
(www.core.utah.edu).

2.2. Homogeneous Protein–Protein Interaction Assays in Solution

2.2.1. Protein–Protein Proximity Assay
A number of methods have been described for detecting protein–protein 
interactions based on induced proximity. The signal generation in these 
methods relies on distance-dependent interaction of sensors, often fluorescent 
molecules coupled to the two interacting proteins. Förster (or Fluorescence) 
Resonance Energy Transfer (FRET) is a widely used such method (27,28).

FRET is a photophysical effect where energy that is absorbed by one 
 fluorescent molecule (donor) is transferred nonradiatively to a second 
 fluorescent molecule (acceptor) (27,29). Energy transfer from donor to 
acceptor fluorophores occurs when (i) the emission spectrum of the donor 
fluorophore significantly overlaps with the absorption spectrum of the acceptor 
fluorophore, (ii) the donor and acceptor transition dipole orientations are 
approximately parallel, and (iii) donor and acceptor molecules are in close 
proximity (typically 10–100 Å). The exceptional sensitivity and specificity of 
the FRET phenomenon is largely due to the sixth power dependence of energy 
transfer efficiency (E) on the distance (R) separating the donor and acceptor 
molecules as defined by the following equation (27,29):

E = Ro
6/(Ro

6+R6)

where Ro (Forster distance) is defined as the separation distance between 
the donor and acceptor, for which the energy transfer efficiency is 50%. For 
a given donor–acceptor pair, Ro is a constant in space and time. In order to 
measure a reasonable FRET signal, the donor–acceptor separation should be 
comparable to this value of Ro. For example, at R = Ro, the transfer efficiency 
is 50% while this drastically reduces to 1.5% when R = 2Ro (see (27,29) for 
detailed description).

The distance between a given donor and acceptor fluorophore pair can be 
decreased by attaching them to two interacting proteins (Fig. 30.2A). Thus, 

www.core.utah.edu
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these two interacting proteins, when coupled to the appropriate donor and 
acceptor fluorophores, can bring the two fluorophores into proximity and 
induce a FRET signal. Based on this principle, FRET methods have been 
designed for monitoring protein–protein interactions under a variety of condi-
tions. When the spectral overlap, dipole orientation, and distance criteria are 
satisfied, the illuminated donor fluorophore-induced fluorescence emission 
from the acceptor is an indication of the interaction of two fluorophore-cou-
pled proteins separated by <100 Å.

With the appropriate type of fluorophores, FRET can be used to monitor 
molecular interactions in vitro and in living cells. The widely used donor and 
acceptor fluorophore pairs for studying protein–protein interactions come from 
the auto-fluorescent proteins, green fluorescent protein (GFP) and its deriva-
tives, which include CFP (cyan), YFP (yellow), BFP-GFP, and CFP-DsRed. 
Other pairs of fluorophores are often used for FRET measurements include 
Cy3-Cy5, europium-Cy5, and YFP-Cy3 (27, 29). Two methods for measuring 
FRET under in vitro or in vivo conditions are briefly described here.

2.2.1.1. In Vitro FRET Assay: Monitoring bimolecular interactions in vitro 
using FRET technology generally involves the following steps.

1. Label two interacting partners, such as protein or peptides, with a pair of 
FRET fluorophores to serve as the donor and acceptor. Europium and Cy5 
or CFP and YFP are often used for this purpose. A number of methods are 
employed to couple fluorophores to proteins or peptides, which include 
(i) direct labeling with fluorophores through chemical reactions, (ii)  indirect 
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Fig. 30.2. Schematic of FRET and FP assays. (A) FRET. Interaction of protein A with 
protein B brings their coupled donor and acceptor fluorophores into proximity, lead-
ing to energy transfer. CFP and YFP are used as an example of a donor/acceptor pair. 
(B) FP. Rapidily rotating small molecule fluorophore gives low FP signal (low mP). 
The association of a relatively large molecule, such as a protein (A as shown), with 
the small molecule fluorophore slows down the motion of the fluorophore, leading to 
increased FP signal
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labeling through fluorescently labeled conjugating agents, for example, 
europium chelate conjugated anti-6xHis antibody used for the labeling of 
6xHis-tagged protein, and (iii) expressing fluorescent proteins fused to the 
test protein pair through genetic engineering with fluorophors such as CFP 
and YFP. These fusion proteins can be expressed in host cells and purified 
for in vitro use.

2. Mix labeled protein pair in a protein interaction buffer and incubate. Buffer 
used depends on the specific protein interaction under investigation. One 
general condition uses 50 mm HEPES (pH 7.4), 150 mM NaCl, and 0.1% 
bovine serum albumin.

3. Measure FRET signals using the appropriate settings corresponding 
to a particular fluorophor pair. There are a number of instruments for 
monitoring FRET signals in a microplate format (96-well or 384-well). 
These instruments offer high sensitivity and flexibility for FRET assays 
with different combinations of excitation and emission filter sets. For 
the europium-Cy5 pair, upon illumination at 330 nm, emission of the 
donor europium at 620 nm (F620nm) and that of acceptor Cy5 at 665 nm 
(F665nm) are recorded. For the CFP-YFP pair, upon excitation at 435 nm, 
emission spectrum of CFP at 480 nm and that of YFP at 530 nm are 
recorded.

4. Analyze FRET signals. FRET signal is expressed as the ratio between 
emission fluorescence of the acceptor and donor.

FRET = (F665nm(acceptor)/F620nm(donor)) ́  104 for the europium-Cy5 pair

FRET = (F530nm(acceptor)/F480nm(donor)) ́  104 for the CFP-YFP pair

2.2.1.2. FRET Assay in Cells

1. Construct expression vectors. The genes encoding test interacting protein 
pair are subcloned into appropriate expression vectors to generate fusion 
proteins, such as CFP-protein A (donor), YFP-protein B (acceptor).

2. Deliver FRET fusion genes into host cells. Mammalian cells, such as 
Cos7, on a slide or a culture plate, are transfected with expression vectors 
for CFP-protein A and YFP-protein B using efficient transfection reagent. 
Controls should be included, which include CFP-protein A only, YFP-
protein B only, in addition to the test sample with both CFP-protein A and 
YFP-protein B. It will be valuable to include a test protein mutant that is 
defective in binding to the partner if available.

3. Incubate cells for 1–2 days to allow expression of fluorescent fusion pro-
teins. Expression of fluorescent proteins can be monitored throughout the 
experiment.

4. Capture images of flurorescent cells with fluorescence microcopy. For live 
cell imaging, cells with expressed fluorescent proteins are placed under the 
viewing chamber and images are collected with corresponding excitation 
and emission filters for CFP and YFP. It is recommended that HEPES 
buffered medium without phenol red should be used for this purpose to 
decrease the background. Cells can also be fixed and mounted for image 
acquisition and analysis. Exposure time and light intensity of the camera 
settings should be adjusted to obtain images with maximum signal to back-
ground ratio.
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5. Analyze data. Whole cell fluorescent images or regional images are ana-
lyzed for FRET signals. A number of methods have been developed to 
calculate the extent of FRET signals from changes in fluorescence intensity 
or lifetime (see (27) for details).

Besides FRET, other related technologies include Bioluminescence 
Resonance Energy Transfer (BRET) and the Amplified Luminescent Proximity 
Homogeneous Assay (AlphaScreen) (30,31). BRET is based on the nonra-
diative transfer of energy between luminescent donor and fluorescent acceptor 
proteins. Renilla luciferase is often used as the luminescence donor, which cat-
alyzes the degradation of coelenterazine, leading to luminescence signal. Upon 
energy transfer to the acceptor molecule due to protein–protein interaction 
induced proximity, the acceptor GFP or YFP, in turn, emits fluorescence. In this 
system, two test proteins fused to renilla luciferase and GFP, respectively, are 
examined under various conditions, such as in living cells. The AlphaScreen 
utilizes two types of beads coupled to two test proteins and so is only useful 
in vitro. Upon illumination, the donor beads release singlet oxygen, which 
excites the acceptor beads in their vicinity, leading to emission of fluorescence. 
The strict dependence of the energy transfer on the close proximity of the donor 
and acceptor beads allows the study of two interacting proteins conjugated to 
these beads (see (32) for an example).

2.2.2. Fluorescence Polarization
Fluorescence polarization (FP) is a highly sensitive method for the study of 
molecular interactions in solution (33). This method can be used to measure 
association and dissociation between two molecules if one of the molecules is 
relatively small and fluorescent. When fluorescent small molecules (such as a 
small peptide) in solution are bound to bigger molecules (such as a protein), 
the rotational movement of the fluorophore becomes slower (Fig. 30.2B). 
When such a complex is irradiated with polarized light, much of the emit-
ted light is also polarized because the complex moves slowly relative to the 
time it takes the excited fluorophore to emit a photon. Thus, the binding of a 
fluorescently labeled peptide to a protein can be monitored by the change in 
polarization.

1. Major components of an FP assay include a buffer with low fluorescence 
background and an appropriate fluorescently labeled ligand (tracer or 
probe). Frequently used buffers have neutral pH such as PBS or HEPES. 
The fluorescent tracers should be selected to attain sensitivity in a FP 
binding study. Molecular mass (i.e., molecular size and shape) of the ana-
lyte molecule is an important factor in FP measurement because molecular 
size is considered to be inversely proportional to the molecular motion in 
solution. When a fluorescent molecule with the molecular mass of tens 
of kDa binds a macromolecular substance, the FP value remains small. 
Therefore, fluorescently-tagged ligands having low molecular masses 
should be selected for the accurate analysis of the binding in the FP analy-
sis. Tracers used in fluorescence polarization assays include a fluorescent 
dye conjugated to test peptides, drugs, or cytokines. They are synthesized 
by conjugating a fluorescent dye with a reactive derivative of the analyte. 
Typical fluorophores used in FP are fluorescein, rhodamine, and BODIPY 
dyes. The BODIPY dyes have longer excited-state lifetimes than fluorescein 



Chapter 30 Protein–Protein Interactions 475

and rhodamine, making their fluorescence polarization sensitive to binding 
interactions over a larger molecular weight range (34).

2. Binding studies are carried out by mixing the fluorescently labeled tracer 
with its associated protein in a suitable buffer.

3. Fluorescence polarization measurements can be performed directly on a 
plate reader such as Analyst HT (Molecular Devices, Sunnyvale, CA). For 
rhodamine-labeled tracer, measurements are made with an excitation filter at 
545 nm and emission filter at 610–75 nM. The dichroic filter (beam splitter) 
with a cutoff at 565 nm is used. Fluorescence polarization is defined as:

Polarization = P = (Ivertical – Ihorizontal)(Ivertical + Ihorizontal)

 Where Ivertical is the intensity of the emission light parallel to the excitation 
light plane and Ihorizontal is the intensity of the emission light perpendicular 
to the excitation light plane (33). All polarization values are expressed as 
the millipolarization units (mP).

Data analysis: The dynamic range of the FP assay, i.e., assay window, is 
defined as mPb–mPf, where mPb is the recorded mP value for the specific bind-
ing in the presence of a particular protein concentration and mPf is the recorded 
mP value for free tracer from the specific binding proteins (35). Initially, the 
concentration of the fluorescently-labeled ligand is kept constant and the FP 
values are recorded by changing the concentrations of the binding protein. The 
FP value at each concentration is used to generate a binding isotherm for the 
calculation of association parameters such as Kd and maximal binding.

2.3. Protein Fragment Complementation Based Methods

2.3.1. Two-Hybrid Systems
The modular nature of a protein has been used to design methods that allow 
the detection of protein–protein interactions. For example, a transcription 
factor, such as Gal4, contains two functionally and structurally separable 
domains, a DNA-binding domain and a transcriptional activation domain. 
These two domains can be individually fused to two separate proteins. If these 
two fused proteins form a complex, this interaction brings the DNA-binding 
domain and the transcriptional activation domain into proximity and reconsti-
tutes the function of Gal4 to activate the expression of a reporter gene (36). 
In this way, the expression of a reporter gene, such as β-galactosidase, reflects 
the interaction of two proteins (Fig. 30.3A). One widely used method is the 
yeast two-hybrid system that measures protein interactions in yeast cells (36). 
Other systems include two-hybrid systems using the bacterial host or mam-
malian cells (6).

A number of yeast two-hybrid systems are available. The classical system 
developed utilizes the Gal4 transcription factor (37). The N-terminal fragment 
(Gal41–147) of Gal4p carries the DNA-binding domain (BD) of the protein, 
while the C-terminal 112 residue fragment (Gal4768–881) contains a transcrip-
tion activating domain (AD). Fields and Song demonstrated that the reconsti-
tution of these separate domains of the Gal4p protein through two interacting 
proteins leads to transcriptional activation of a Gal4-responsive promoter and 
the subsequent expression of a reporter gene (36). Therefore, the separate BD 
and AD domains could potentially be fused to any two proteins. If the pro-
teins interact, the transcription from reporter genes bearing GAL4-response 
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elements will reveal the interaction. The DNA binding domain in combina-
tion with the appropriate cis elements and an activation domain from other 
transcription factors, or selected artificial transcriptional activators, can also 
be employed in a similar manner. The Interaction trap is a modified version 
of the yeast Gal4-based two-hybrid system (38). Interaction trap utilizes (i) 
the LexA DNA binding domain that can recognize the ColE1 LexA operator 
sequences in a GAL1-lacZ reporter gene and (ii) the selected B42 activation 
domain (38). Two test proteins (a bait and a prey) are fused to LexA and B42, 
respectively (see (38,39) for examples). Interaction of the bait and the prey 
proteins then brings LexA close to B42, leading to the expression of LexA 
controlled GAL1-lacZ reporter gene.

1. The first step of this method is to clone a bait protein-coding gene into a 
two-hybrid system vector that generates a BD-bait fusion and to clone a 
prey coding gene into a vector that produce an AD-prey fusion. If the sys-
tem is used to screen a library for new interacting partners, an appropriate 
cDNA library will be selected for the AD fusion partner.

2. Yeast host cells harboring the reporter gene are transformed with plasmids 
that express the BD-bait and AD-prey (or AD-cDNA library). For example, 
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Fig. 30.3. Schematic of Two-hybrid system and Protein complementation assay 
(PCA). (A) A general yeast two- hybrid system. Two test proteins A and B are fused to 
a DNA binding domain (DB) and an activation domain (AD) of a selected transcription 
factor, respectively. The interaction of A and B brings AD and DB into proximity, lead-
ing to reconstitution of its transcriptional function and the expression of the reporter 
gene (β-galactosidase gene as shown) with the corresponding DNA bindging sequence 
(dotted box). (B) PCA. The fluorescent protein YFP is split into two parts, N-YFP and 
C-YFP. Two test interacting proteins are fused to N-YFP and C-YFP, respectively. The 
association of protein A and B brings N-YFP and C-YFP into proximity, allowing the 
refolding of a functional YFP. The fluorescence intensity of the refolded YFP reflects 
the interaction of A and B. Other reporter proteins are used, including luciferase, 
DHFR, TEV protein, and β-lactamase.
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Saccharomyces cerevisiae EGY48 (MATa trpl ura3 his3 LEU2::pLexAop-
6LEU2) is used as a host for the LexA-based system. For the protein/ protein 
interaction analysis, EGY48 harboring a lacZ reporter is cotransformed 
with pEG202 derivatives and pJG4-5 derivatives by the lithium acetate 
method (11).

3. Transformants are maintained in synthetic medium with glucose (2%) 
under selection for the URA3, HIS3, and TRP1 containing expression plas-
mids (reporter, pEG202, and pJG4-5). Colonies are isolated for reporter 
gene expression analysis.

4. The expression of the reporter gene is evaluated. The expression of the 
lacZ gene is detected on indicator plates or quantified in a liquid medium 
assay. For a plate assay, colonies are patched onto synthetic medium plates 
containing galactose (2%), raffinose (1%), and X-gal to induce and detect 
the expression of the lacZ reporter gene. Positive expression induces 
blue color production. The time required for color development of posi-
tive interactions on X-gal selection plates ranges from 8 to 24 h. For the 
quantitative liquid assay, yeast transformants are grown overnight in the 
appropriate synthetic selecting medium to A600 ~ 1.0 before transferred to 
the galactose induction medium. After further induction, cells are perme-
abilized with chloroform and SDS (11). Chlorophenyl-red-β-D-galacto-
pyranoside is added as a chromogenic substrate. The amount of liberated 
chlorophenol red is detected with a spectrometer. Blue color formation 
on X-gal plates and the production of chlorophenol red indicate positive 
interaction of the test proteins.

5. For library screening to identify interacting proteins, positive transformants 
are selected. Library containing plasmids, such as pJG-cDNA library, are 
recovered from yeast cells and retested to eliminate false positives. Isolated 
plasmids are amplified in E. coli. The identities of the new interacting 
 proteins are derived from DNA sequencing.

2.3.2. Protein Complementation Assay (PCA)
For detecting protein–protein interactions in living cells, the protein comple-
mentation assay (PCA) has been gaining increased attention. This method 
depends on the division of a monomeric “reporter” or “biosensor” protein into 
two separate, inactive components. These two components can be structurally 
reconstituted and refolded into a functional molecule upon association. This 
association of the two complementing fragments is driven by the interaction 
of two proteins. For example, the reporter protein is rationally fragmented into 
N- and C-terminal segments that independently do not exhibit any activity. 
The two fragments are genetically fused to two potential interaction partners. 
If the interaction occurs between the two proteins, the fragments are brought 
into proximity and able to complement each other through noncovalent inter-
actions. The function of the fragmented but refolded protein is restored, leading 
to signal output (Fig. 30.3B).

An early description of this PCA-related technology is the ubiquitin-based 
split-protein sensor (40). Here, Ubiquitin is split into two inactive fragments, 
which were fused to known interacting proteins. Upon interaction between 
these two proteins, the function of ubiquitin is restored by complementation 
of its fragments, leading to the cleavage of a reporter protein by ubiquitin-
dependent proteases (40). Many of the current reporter proteins are enzymes 
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such as β-galactosidase, dihydrofolotate reductase, and β-lactamase (41–
43). Fluorescent complementation technologies have now been developed 
using both split yellow fluorescent protein (YFP) and green fluorescent 
protein (GFP), eliminating the need for incubation with substrates. (44,45) 
Although fluorescent protein complementation allows for direct spectro-
scopic read-outs, fluorescence-based approaches tend to suffer from slow 
development of fluorescence (folding) and background contributed by cel-
lular auto-fluorescence. Bioluminescence assays, mainly split firefly and 
renilla luciferase, have been explored which give decreased background 
allowing for more sensitive quantification of signals (46–48). A new PCA 
system has been described recently that uses Gaussia luciferase that gives 
rise to much improved luciferase signal (49). Interestingly, the luciferase 
reporter has been coupled to the split TEV (tobacco etch virus) protease 
PCA system (50). Reconstitution of the split TEV through fused interacting 
proteins is linked to either the cleavage and release of the active luciferase 
or the release of a transcription factor to activate the expression of the luci-
ferase reporter gene. The availability of various reporters permits the use 
of the PCA method for a diverse array of applications. The specific readout 
varies depending on the type of the PCA system used. However, the use of 
the PCA method involves the following general steps.

1. Identify a reporter protein that gives high activity with low background 
upon re-association of the two fragmented segments. To illustrate the use 
of PCA, renilla luciferase is used as an example.

2. Design a strategy to split the reporter protein at a site that would allow max-
imum refolding and recovery of the protein activity. For renilla luciferase, 
one strategy uses renilla luciferase that is split after two consecutive glycine 
molecules at residue 229 to generate the N-terminal fragment (1–229). The 
C-terminal fragment begins with lysine 230 and continues through amino 
acid 311 (51). Addition of glycine linkers to the region of the reporter that 
is fused to the gene of interest aids in the flexibility of the fragments allow-
ing for more possibilities of interaction in vivo.

3. Amplify the DNA sequence for the N-and C-terminal fragments of 
renilla luciferase by PCR and subclone them into two separate expres-
sion vectors. Adding restriction sites on the primers will aid in cloning 
in subsequent steps. Using vectors that incorporates epitope tags (i.e., 
6xHis, HA, or FLAG) will be useful for analyzing the expression of the 
fragments. Generating parent vectors where the segmented reporter is 
in frame with either the 5¢ or 3¢ portion of gene in question will aid in 
decreasing false negative results. Depending on where the interaction 
takes place on the proteins in question, the two portions of the reporter 
need to be in close enough proximity to find each other and restore 
proper enzyme function. This may only happen if the fusion is on either 
the N- or the C-terminal.

4. Make the fragmented renilla luciferase-target protein fusions. The interacting 
protein pair of interest are subsequently cloned into the two parent vectors in 
frame with the segmented reporter protein, generating two complementary 
PCA expression vectors. Consideration should be taken to introduce start 
and stop codons into the reporter as necessary. For example, if using the 
C-terminal reporter fragment fused to the N-terminal residue of the  protein 
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of interest, a methionine must be incorporated at the beginning of the 
C-terminal reporter fragment to initiate translation. 

5. Express PCA vectors in host cells. Mammalian cells are selected based on 
the experimental relevance for expression of PCA vectors. For example, 
Cos7 cells are transiently transfected with PCA vectors for their ease of 
transfection and their use for specific protein interactions in this in vivo 
environment. To verify expression, cells are lysed after growing for one to 
two days for analysis by Western blotting with an antibody specific to the 
test protein fusions or the introduced tags in the fusion proteins.

6. Monitor protein–protein interaction-induced luciferase activity. Lysates of 
PCA expression cells along with various control cells are used for luciferase 
activity assay in a luminescence plate reader or a standard luminometer (41). 
Controls include protein pairs that do not interact or a mutant protein that 
fails to interact with the corresponding protein fusion. The expression of 
PCA plasmids in live cells can also be detected using a luminescence plate 
reader. Results are expressed as relative luciferase units (RLU) normal-
ized to cell numbers or protein concentrations. Positive luciferase activity 
over the non-interacting protein pair control background is an indication of 
 protein interaction.

3. Applications

3.1. Solid Phase Affinity Chromatography-Based Methods

3.1.1. Coimmunoprecipitation
Co-IP is a widely used method to determine if two proteins can bind to each 
other under native conditions. It is particularly important to use this method 
to confirm the physiological interaction of two proteins demonstrated by 
other means under artificial experimental conditions. One example of co-IP 
is the demonstration of the interaction between the TSC2 and 14-3-3 proteins 
(52). Shumway et al. verified the interaction between these two proteins both 
with overexpressed and endogenous co-IP experiments. First, a c-Myc tagged 
version of the 14-3-3 protein was transiently expressed in cells. Lysates of 
these cells were subjected to co-IP, with an antibody to TSC2 to isolate TSC2 
protein complexes, and reverse co-IP, with an antibody to the c-Myc tag to 
isolate Myc-14-3-3-associated protein complexes. Second, TSC2 antibody 
was used to co-IP endogenous TSC2, and associated endogenous 14-3-3, 
from cell lysates. All of the isolated protein interaction complexes were 
resolved by SDS-PAGE and determined by probing with specific antibodies 
in a Western blot.

One important consideration to meaningfully interpret co-IP results is the 
use of proper controls, extensively discussed by Phizicky and Fields (53). 
One cause of false positive interactions is due to nonspecific binding of the 
antibody to the coprecipitated protein itself. To eliminate this possibility, the 
protein interaction should be demonstrated with the use of multiple antibodies 
derived from different sources, and recognizing different epitopes. If the 
interaction region on one or both proteins is known, mutations in this region 
which would disrupt protein–protein interactions are an efficient method to 
determine the specificity of the resulting interaction. For example, the K49E 
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point mutation in the 14-3-3 protein results in a diminishment of 14-3-3’s 
ability to bind to client proteins. This 14-3-3 K49E mutant is therefore a reli-
able tool to use when comparing binding results (54). Likewise, if the amino 
acid sequence important for the protein interaction is known, a peptide corre-
sponding to this sequence can be generated. The investigator can then include 
this control competitive peptide in the co-IP reaction, and can monitor if the 
peptide effectively competes with the protein interaction. This method was 
employed with the disruption of coimmunoprecipitated Raf/14-3-3 complex 
by difopein, a dimeric 14-3-3 peptide antagonist (55).

Co-IP is an informative tool to identify and characterize protein interac-
tions. It is both practical for studying known protein–protein interactions, and 
also useful for identifying new proteins associated with a bait protein recog-
nized by the selected antibody. Co-IP enriches protein interaction complexes 
from cell lysate pools, allowing for extensive characterization of the resulting 
binding partners. Therefore, it is a valuable tool for proteomics analysis of the 
protein complex. An understanding of the basic principles of co-IP allows the 
investigator to discover novel protein interaction complexes which are regu-
lated and occur under diverse sets of conditions.

However, we should realize that interacting proteins detected by co-IP from 
cell lysate may not represent direct association between these two proteins. 
Other in vitro assays are needed to confirm the nature of direct interaction 
with proper controls. Methods that can be routinely used to confirm direct 
protein–protein interactions include affinity pull-down assays using purified 
proteins described below, as well as protein overlay assays (6).

3.1.2. Affinity Pull-Down Methods
Affinity pull-down assays with various tags allow for a quick and reliable iso-
lation of tagged proteins from a mixture of cell lysates and analysis of proteins 
which co-purify with the tagged bait protein. Therefore, they can serve as both 
a confirmatory tool to verify previously suspected protein–protein interac-
tions and a discovery tool to identify unknown protein–protein interactions. 
For  confirmatory studies, they are used for determining whether two proteins 
directly bind to each other or through other proteins in the complex. These 
pull-down assays also provide a simple method to determine structure–function 
relationships to identify domains or residues that are responsible for the interaction. 
For discovery studies, any cellular or tissue lysates where the bait is functionally 
present are used as prey protein pools. Proteins associated with the tagged 
bait protein are isolated through affinity chromatography. The identities of the 
associated proteins are usually determined by mass spectrometry.

To determine direct protein–protein interactions, purified protein pairs are 
used. GST-tagged or 6xHis-tagged bait proteins can be used to show a direct 
interaction. Using this technique, the 6xHis-tagged ExoS ADP- ribosyltransferase 
protein was shown to bind 14-3-3 in a direct fashion (56). The two purified 
proteins were mixed together, and were subjected to nickel-charged affinity 
chromatography to isolate 6xHis-protein complexes. To quantify the interac-
tion, the amount of 14-3-3 eluted from the 6xHis-ExoS resin was determined. 
It was found that essentially molar equivalents of ExoS and 14-3-3 were 
reversibly bound to the affinity matrix while a ligand binding mutant of 14-3-3 
or egg albumin was detected primarily in the unbound phase (56). Further evi-
dence in support of the direct interaction is provided by an alternative measure 
using surface plasmon resonance technology.
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Another common application of the affinity pull-down is to verify an inter-
action and to define the structural determinants for the interaction. The source 
of the tagged proteins can be purified proteins from E. coli, mammalian cells, 
or other culture systems. Additionally, tagged proteins in a protein mix may 
be suitable under certain conditions because of the affinity chromatographic 
step used in the interaction assay. The target and prey proteins can be untagged 
native proteins from a variety of sources as long as a readout is available for 
the detection of the protein of interest. For example, radiography is used to 
detect the interaction of tagged proteins with a radiolabeled protein synthe-
sized in an in vitro transcription/translation system (57). Western blot is used 
for the detection of known interacting proteins with an available antibody 
(see below). An example of this is described by Bonnet et al. to identify the 
region of the PKR protein responsible for interaction with the IKK protein 
complex (58). In this example, GST-tagged fragments of the PKR protein were 
expressed in E. coli. The GST-PKR protein fragments were captured from the 
bacterial lysates by glutathione-conjugated sepharose. The resulting GST-PKR 
protein fragments, bound to the glutathione sepharose, were incubated with 
mammalian cell lysates, allowing binding of GST-PKR to endogenous pro-
teins. The resulting resin was washed and interacting proteins were analyzed 
by SDS-PAGE followed by Western blot with antibodies specific for IKK. 
Using this method, the PKR fragments that harbor IKK binding site were 
determined.

Affinity tagged pull-down assays have also been used for large scale protein–
protein interaction assays. The GST-14-3-3 affinity column was used to carry 
out global proteomics analysis for identification of 14-3-3-associated proteins in 
different phases of the mammalian cell cycle (59). This work has revealed 209 
binding proteins in mitotic phase and 184 from the interphase 14-3-3 binding 
pool, emphasizing the significance of this affinity method. Similarly, the GST-
tagged protein may be used to identify differentially regulated protein–protein 
interactions, coupled with the use of stable isotopic amino acids in cell culture 
(SILAC) technology (60). In this example, combined cell lysates from EGF-
stimulated versus unstimulated cells with SILAC were affinity-purified over 
the GST-tagged SH2 domain of a Grb2 fusion protein that specifically binds 
phosphorylated EGFR and Shc protein. This approach identified 28 EGFR/
Shc-binding proteins selectively enriched upon EGF stimulation.

Owing to its high affinity for immobilized glutathione and the ease of manip-
ulation, the GST-tag is widely used as a capture agent in various protein arrays 
for studying protein–protein interactions (61). For instance, 5,800 proteins in 
the yeast proteome are individually tagged with GST and rapidly purified (62). 
The GST-tagged proteins are individually printed onto slides at high density 
to form a yeast proteome microarray, which is used to screen for interacting 
proteins. For example, biotinylated calmodulin was used to screen the yeast 
proteome microarray, and the interacting proteins, were detected with Cy3- 
labeled streptavidin (62). The affinity tags, such as GST, have an important 
role in spectral biosensor area for direct protein interaction detection, which 
may be applicable for high throughput screening purpose. The gold array chip 
with a glutathione surface is used to capture various GST-fusion bait proteins. 
Proteins that interact with the bait fused to GST are detected by the spectral 
SPR biosensor (63). This method is likely to be useful for high through put 
screening purpose for isolation of protein–protein inter-action inhibitors.
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Despite its powerful applications in a variety of platforms, some disadvan-
tages of GST pull-down are noted. The GST protein itself is relatively large, 
approx 22 kDa and exists as a dimer. Because of its bulky size, it may sterically 
hinder the protein interactions of the fused protein. The GST protein is also 
prone to nonspecific interactions apart from the desired protein interactions 
that occur with the bait protein. Compared to other affinity tag-based pull-
down techniques, 6xHis pull-down has its own advantages and disadvantages. 
The short histidine peptide is shown not to affect the naive conformation of 
bait proteins and thus maintains its partner binding activity. On the other hand, 
some endogenous proteins carry tandem histidine residues that might mimic 
the interaction with the 6xHis-tag, resulting in false positive results. Also, it 
is notable that affinity tag-based pull-down assays only represent the binding 
capacity of an exogenously expressed fusion protein in an artificial system. 
In vivo interaction remains to be further investigated by other techniques, 
which permit the formation of real protein complexes in a native environment, 
such as endogenous immunoprecipitation. Thus, co-IP and affinity tag based 
pull-down assays represent complementary category of methods for studying 
protein–protein interactions.

3.1.3. TAP
Protein–protein interactions require the isolation of protein complexes 
under non-denaturing conditions. Use of high affinity antibodies or affinity 
tags can allow a very high degree of purification, and preserve the protein 
complex and its biological activity. However, the number of highly spe-
cific antibodies or affinity tags is limited, and each when used alone is often 
inadequate for protein complex studies (64). To overcome this limitation, 
the TAP methods utilizing two consecutive affinity purification steps have 
been developed and have proven to be highly effective in the identification 
of protein complexes (15). The TAP system is useful in routine detection of 
protein–protein interactions. It is especially powerful for proteomics stud-
ies to reveal protein–protein interaction networks in a variety of organisms 
when coupled with mass spectrometry.

This TAP method was originally developed and successfully applied for 
interaction proteomics in yeast (15,65). Several variations on the TAP tag have 
been developed that may offer advantages for applications in mammalian cells 
(20,21,66–69). In one example, the CBP element was combined with two addi-
tional affinity tags, a 6xHis-tag, and three copies of the hemagglutinin epitope 
(MAFT) (66). The third affinity step would theoretically improve purity. In 
another, streptavidin binding peptide (SBP) tag replaces the CBP moiety or 
protein A and has several advantages (20). The SBP tag can avoid the use of 
calcium or EGTA. Another important advantage of the SBP tag is that a wide 
variety of streptavidin-conjugated materials and reagents are commercially 
available, which include plates, beads, enzymes, and fluorophores. Also, 
because SBP can be selectively eluted from streptavidin-conjugated resin 
by the addition of biotin, a high degree of purification can be achieved (64). 
In addition to the purity of protein complexes, Drakas et al isolated dramatically 
increased quantities of protein complexes by taking advantage of the strong 
biotin–streptavidin interaction (68).

The original design placed the TAP tag at the C-terminal end of the fusion 
protein (15). In the event that a C-terminal tag disrupts protein function, an 
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N-terminal TAP tag needs to be generated (16). Protein overexpression may 
often lead to the formation of nonspecific and/or nonnatural protein interac-
tions with host proteins. Ideally, the TAP-tagged protein should be expressed 
at low natural levels to replace the endogenous wild type gene. For example, 
the TAP tag was placed under the control of the native promoters in yeast for 
global gene expression and protein interaction analysis (70). However, this is 
not always possible. Forler et al. developed an iTAP strategy, in which TAP 
approach is combined with suppression of the corresponding endogenous pro-
tein by RNAi (67). It is recommended to use stable cell lines for the purification 
of interacting proteins rather than transiently overexpressed cells. Stable cell 
lines usually express moderate amount of proteins, and are less likely to pro-
duce artifacts due to overexpression and association with unnatural partners. In 
addition, a variety of modifications have been tried to improve the efficiency of 
TAP (22,71). A recent description of a tag based on protein G and the strepta-
vidin-binding peptide (GS-TAP) illustrates its efficient use in mammalian cells 
with increased protein-complex yield and improved specificity (20).

Taken together, the choice of the appropriate number and/or type of TAP tags 
and the purification conditions depend on the nature of target proteins and the 
purpose of the designed experiments. It is expected that the TAP technology will 
find a broad application in dissecting interaction proteomics, the interactomes.

3.1.4. Surface Plasmon Resonance
SPR is another quantitative method that has a lot in common with pull-downs. 
That is, one component is immobilized while the other is in solution. It is 
amenable to rigorous analysis however since the steady-state level of binding 
is observed in real time and therefore does not suffer from elution of ligand 
when the beads are washed. Only analyte within a few angstroms of the sur-
face gives rise to a signal and so only when the analyte is bound do we detect 
it. The method is widely applicable when binding constants are in the range 
of 10−5 to 10−10 M. The other advantage is that association and dissociation rates 
can be measured (Association rate constant (ka): typically 103 − 5 × 106 M−1s−1 
and Dissociation constant (kd): typically 10−5 – 10−3 s−1). Complications from 
restricted diffusion or rebinding of released analyte are easily detected by 
deviation from ideal sensorgrams.

An example is given in the recent studies on the specificity of binding of 
polyubiquitin to isolated UBA domains (72). These domains bind ubiquitin in 
the micromolar range and exhibit selectivity as to the length and linkages of 
polyubiquitin chains. Binding constants for three different ubiquitin polymers 
interacting with sixteen different UBA domains revealed affinities varying 
from micromolar to millimolar and allowed the classification of the binding 
specificity of these domains into four classes. The binding specificity of the 
UBA domain is then predictive of the type of chain that it can interact with in 
the context of the physiological receptor and can offer important clues about 
the biological role(s) of the receptor.

3.2. Homogeneous Protein–Protein Interaction Assays in Solution

3.2.1. FRET
FRET is a unique and powerful technique to study protein–protein interac-
tions, receptor-ligand interaction, protein conformational changes, and other 
molecular dynamics. It can be used to study bimolecular interaction in vitro, 



484 H. R. Park et al.

signal transduction pathways in vivo, and in high throughput screening for 
drug discovery.

FRET has been widely used to monitor protein–protein interaction in vitro. 
The most popular FRET pair for biological use is the CFP-YFP pair, which 
can be genetically fused with test proteins. For example, a FRET based assay 
was designed to monitor the interaction between BAD and 14-3-3ζ proteins 
in vitro and in vivo (73). The enhanced CFP was fused to BAD as a FRET 
donor and the enhanced YFP fused to 14-3-3ζ as an acceptor molecule. These 
two fusion proteins were purified and tested for their interaction as indicated 
by the FRET signal production. The interaction of 14-3-3 proteins with Bad is 
phosphorylation-dependent promoted by protein kinase A. In the absence of a 
kinase, mixing of the Bad-CFP and 14-3-3ζ-YFP only gave rise to a minimal 
change in fluorescence signal. However, when PKA-treated Bad-CFP was 
incubated with 14-3-3ζ-YFP, a significant decrease at 480 nm (CFP emission) 
and a significant increase at 535 nm (YFP emission) was observed, indicating 
a kinase induced interaction of Bad with 14-3-3ζ in vitro. The ratio of the YFP 
emission (535 nm) over CFP emission (480 nm) intensity was used to quantify 
the FRET signal.

A major advantage of using the CFP-YFP FRET pair is for examining pro-
tein–protein interactions in living cells. The association of Bad and 14-3-3ζ is 
used as an example for this application (73). Expression vectors for BAD-CFP 
and 14-3-3ζ-YFP were introduced into mammalian cells. The dynamic inter-
action between BAD-CFP and 14-3-3ζ-YFP was examined upon treatment 
of cells with both phosphorylation inhibitors or activators. The treatment of 
cells with staurosporine, a general inhibitor of protein kinases including PKA, 
significantly decreased the FRET signal intensity (F535 nm/F480 nm), suggesting 
the dissociation of BAD-CFP from 14-3-3ζ-YFP. On the other hand, increased 
phosphorylation induced by the treatment of cells with a phosphatase inhibitor, 
okadaic acid, drastically increased the FRET signal, indicating an increased 
association of BAD-CFP with 14-3-3ζ-YFP. By using the FRET method, it 
was demonstrated that association between BAD and 14-3-3ζ is regulated by 
the balance among multiple phosphorylation events on BAD. Thus, FRET 
allows the dynamic measurement of protein–protein interactions in a defined 
intracellular environment and the visualization of interactions in a specific 
subcellular location.

Many fluorescent compounds are widely used in FRET assays for quanti-
fication of protein–protein interactions. FRET is a useful technique, not only 
for the detection of molecular interactions in vitro and in vivo, but also for 
high-throughput screening (HTS). FRET assay offers tremendous advantage 
over other methods for HTS such as a nonradioactive format, ease of automa-
tion, excellent reproducibility, and low fluorescence interference from diverse 
compounds in HTS operations. For this purpose, the time-resolved FRET 
(TR-FRET) is particularly useful (74). In contrast to standard FRET assays, 
TR-FRET uses a long-lifetime lanthanide chelate as the donor molecule. 
Lanthanide chelates are unique in that their excited state lifetime (the aver-
age time that the molecule spends in the excited state after accepting a pho-
ton) can be on the order of a millisecond or longer. The lifetime of common 
fluorophores used in conventional FRET is typically in the nanosecond range. 
The use of long-lived lanthanides combined with time-resolved detection 
(a delay between excitation and emission detection) minimizes background 
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fluorescence interference. It is important for screening of large compound 
libraries because autofluorecent compounds and scattered light may contribute 
to background fluorescence. The most commonly used lanthanides in TR-
FRET assays for HTS are europium and terbium. The europium-Cy5, or allo-
phycocyanin (APC) are frequently employed. For example, a homogeneous 
in vitro TR-FRET has been developed to study the ligand-dependent interac-
tion of estrogen receptor (ERs) with various nuclear coactivators (75). The 
assay consists of FLAG-tagged ER ligand binding domain (ER-LBD), a 
biotinylated coactivator peptide, europium-labeled anti-FLAG antibody, and 
streptavidin-conjugated allophycocyanin (APC). Excitation of europium at 
340 nm led to the emission of the FRET signal at 665 nm upon ER-LBD 
association with its APC-coupled coactivator peptide. In this study, the effect 
of various components on agonist-induced ER-LBD/coactivator interaction 
was examined. The TR-FRET assay was developed in a 384 well plate for-
mat for both mechanistic evaluation and HTS applications (75). For HTS, 
terbium offers some useful properties when used as the donor fluorophore in 
a TR-FRET assay. In particular, the terbium donor molecule can use common 
fluorophores such as rhodamine as the acceptor, which may simplify assay 
design and development.

3.2.2. FP
Fluorescence polarization is a versatile technique, and along with SPR is 
capable of measuring equilibrium binding constants. This simple tech-
nology has many applications, such as monitoring DNA–protein and 
DNA–DNA interactions, protein–protein interactions, protease assays, 
immunoassays, conformational changes of proteins, and cell biochemical 
studies (33). FP assays are homogeneous and so do not require a separation 
step or immobilization. Polarization values can be measured repeatedly and 
after the addition of reagents and operation is rapid and does not destroy 
the sample.

FP is often used for monitoring protein-peptide interactions in a homo-
geneous assay format. For example, a simple one-step “mix-and-measure” 
method has been developed that can be used to monitor the binding of the 
14-3-3  protein with a variety of its client proteins (35). In this assay, purified 
GST-14-3-3 along with a rhodamine-labeled peptide derived from a well-
studied 14-3-3 binding protein, Raf-1 was used. By increasing the amount 
of GST-14-3-3 proteins, polarization values progressively increased to reach 
saturation, suggesting that a greater fraction of fluorescent peptide was bound 
to the 14-3-3 protein. The maximum assay window (∆mP = mP of bound 
peptide – mP of free peptide) reached ~150 mP with an estimated dissociation 
constant, Kd, of 0.41 ± 0.01 µM for the Raf peptide. This FP signal was likely 
due to the specific interaction of the Raf-1 peptide with 14-3-3 because Raf-1 
peptide with GST alone did not induce FP signals. This assay has been used 
to compare the affinity of different isoforms of 14-3-3 for the Raf-1 peptide 
and to determine the structural requirement of 14-3-3 for Raf-1 binding. 
Similar assay formats can be designed for studying the interaction of a variety 
of proteins with their binding peptides.

Fluorescence polarization detection technology enables homogeneous 
assays suitable for HTS in 96/384 well format or even for ultraHTS in 1536 
well format in the drug discovery field. The FP assay offers a simple one step 
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“mix-and-measure” protocol, which is highly suitable for automated operation. 
For screening of a large number of compounds for molecular interaction mod-
ulators, competitive FP binding assays are used. Assay stability, sensitivity, 
and plate-to-plate variability are assessed before large scale HTS is performed. 
This type of assay has been used for many HTS operations (76).

3.3. Protein Fragment Complementation Based Methods

3.3.1. Yeast Two-Hybrid Method
The yeast two-hybrid method is relatively simple to implement, requiring 
only the availability of the bait/prey gene cloned into suitable vectors, an AD-
cDNA library (if for screening purpose), yeast host cells, and various media. 
This simplicity has led to the wide spread use of this technology. The power 
of this technology to reveal new interacting proteins without any prior knowl-
edge makes it a particularly valuable tool to identify protein complexes and 
establish signaling networks in cells.

The primary and most popular application of the yeast two-hybrid system 
is to identify new proteins that interact with a known protein of interest. 
Numerous new interactions have been established using this method. In each 
case, the protein of interest, the bait, is used to screen an appropriate cDNA 
library expressed in S. cerevisiae for new interacting proteins (6,11,37,38). 
The main weakness of this method is the generation of a large number of 
false positives. Therefore, it is important to include well defined negative and 
positive controls to decrease the number of false positives. For example, an 
unrelated bait protein, or an interaction-defective mutant of the bait is used to 
eliminate non-specific interacting proteins. Also, intracellular interaction in a 
protein complex may not necessarily indicates a direct association between 
two test proteins. Alternative methods using two purified proteins should be 
used to validate the interaction. Despite of these weaknesses, the yeast two-
hybrid system remains the choice of many investigators for identifying new 
interacting proteins.

Using an interaction mating approach, the yeast two-hybrid method has been 
employed to study pairwised protein interactions in a group of proteins (77). 
Because of its simplicity and the availability of the large genome data, the yeast 
two-hybrid system has been utilized for systematic mapping of protein–protein 
interactions to establish interactomes in model organisms. This application 
has led to the generation of interaction maps of model systems including the 
S. cerevisiae proteome and the partial human protein–protein interaction map 
(78). These interactomes provide a framework upon which further methods 
will be used for validation and functional confirmation.

When two proteins are found to interact with each other, the yeast two-
hybrid system can be used to define the interaction domains or residues. 
For example, deletion mutations are made to eliminate regions that are not 
involved in the interaction and narrow down the region of binding in the 
same system. Based on the known structural data, residues may be predicted 
and tested for their direct role in the interaction. For example, residues in the 
amphipathic groove of the 14-3-3 proteins, K49 and R56, are found to be 
important for Raf-1 interaction using the yeast two-hybrid system (39). On the 
other hand, the reverse two-hybrid system can be used to screen for residues 
that are important for interaction (6).
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3.3.2. Protein Complementation Assays
PCA has an advantage over conventional techniques in that protein–protein 
interactions can be measured in living cells and monitored in real time (45,47, 
48,79,80). In addition, protein interactions may be detected in any subcellular 
compartment of the cell. The PCA technology can also be adapted to monitor 
protein–protein interactions in living animals in a noninvasive manner (45). 
These benefits make PCA amendable to the study of protein–protein inter-
actions as they relate to a wide range of novel applications in chemical genet-
ics, proteomics research, and drug discovery.

While simple in concept and in practice, PCA has proven extremely useful 
in the study of a wide variety of highly complex protein–protein interactions. 
The appeal of PCA is derived from its ease of use, high sensitivity, and broad 
versatility. The interaction of virtually any pair of putative binding proteins 
can be monitored in the cellular environment with outputs ranging from fluo-
rescence and luminescence to affinity for labeled small molecules and survival 
in selective growth media. PCA has proven effective in various applications, 
including the screening of large protein libraries for novel binding partners, 
elucidating the mechanisms of regulation unique to specific protein–protein 
interactions, and investigating the effects of pharmacological agents in cell 
and animal models. It is hoped that the following examples will provide an 
appreciation for the vast utility of PCA, while sparking the imaginations of 
current and future investigators.

The production of antibodies for use in a research laboratory can often be 
a long and arduous task, requiring the purification of antigen protein and the 
use of live animals for the production of immune serum. Therefore, much 
interest is currently focused on methods of high throughput antibody selection 
from large libraries; however, all currently available library screening methods 
center on extracellular selection and therefore require a second step to assess 
antibody function in the reductive cytosolic environment. Since PCA occurs 
entirely intracellularly and does not require the purification of target or bind-
ing proteins, it presents a convenient single-step approach to the selection and 
verification of high specificity antibodies (81,82). A method using PCA for 
the one-round selection of a single-chain variable antibody fragment (scFv) 
specific for the c-Jun N-terminal kinase 2 (JNK2) was reported by Koch 
et al. (82). Specifically, the murine dihydrofolate reductase (mDHFR) PCA 
system was used, wherein mDHFR was genetically cleaved and the comple-
mentary fragments were cloned into a JNK2 antigen-containing plasmid and 
a synthetic scFv library, respectively. E. coli cells were co-transformed with 
the plasmids and grown on selective media containing a specific inhibitor of 
bacterial DHFR. Therefore, only those bacteria containing fused mDHFR 
could reproduce, and intracellular antigen antibody interactions were selected 
for by colony formation. Since selection took place within the intracellular 
environment, both selection and verification of intracellular functionality were 
achieved simultaneously (82).

Beyond widespread screening for the identification of novel protein bind-
ing partners, PCA can also be used to probe the more subtle regulatory com-
plexities of specific protein binding pairs or complexes. Specifically, mDHFR 
PCA was used to confirm a novel activation mechanism of the erythropoietin 
receptor (EpoR) (83). Erythropoietin (Epo) is a glycoprotein hormone that 
binds EpoR and induces the differentiation of erythroid progenitor cells into 
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erythrocytes. Free EpoR was long thought to exist primarily as two monomers 
which associate upon ligand binding, resulting in autophosphorylation and 
the propagation of differentiation signals. However, some crystallographic 
data have indicated that free EpoR can exist in a dimeric, but conformation-
ally restrained and inactive, configuration. This hypothesis was tested through 
PCA in which complementary fragments of mDHFR were genetically fused to 
each monomer of EpoR via peptide linkers of varying lengths. Interaction of 
the two monomers was monitored in the presence and absence of Epo by the 
introduction of fluorescein-labeled methotrexate (fMTX), which specifically 
binds full-length mDHFR. Therefore, retention of fMTX within the cell served 
as a reporter for EpoR inter-monomeric interaction. The short (5 nm) and long 
(30 nm) linkers were used to distinguish between ligand-induced interaction 
and interactions due to constitutive conformational proximity, respectively. The 
authors observed an interaction of EpoR monomers regardless of whether the 
linkers were short or long; however, for EpoR fusions with the short linkers 
the interaction was directly dependent upon the presence of Epo, whereas this 
interaction was constitutive and independent of Epo when the long linkers were 
used. These PCA results support the hypothesis that EpoR constitutively exists 
in a dimeric form, but that ligand binding induces an activating conformational 
rearrangement (83).

Another example of PCA’s utility in probing the details of protein–protein 
interactions involves the investigation of γ-aminobutyric acid transporter 1 
(GAT1) oligomerization (84). γ-aminobutyric acid (GABA) is the primary 
inhibitory neurotransmitter of the central nervous system. Its inhibitory activ-
ity is regulated in part by transport proteins such as GAT1, which mediate 
reuptake of GABA from the synapses. GAT1 is an oligomeric transmembrane 
protein that is a common anti-depressant and anti-convulsant pharmacological 
target. Amino acid residues critical to the efficient oligomerization of GAT1 
were identified via a PCA in which complementary fragments of β-galac-
tosidase were genetically fused to mutated and wild type GAT1 monomers. 
The resulting plasmids were cotransfected into cells, which were later fixed, 
lysed, and assayed for β-galactosidase enzymatic activity. Amino acids critical 
to the normal oligomerization of GAT1 were identified by observing which 
point mutations resulted in a decrease of β-galactosidase activity relative to 
non-mutated GAT1 monomers (84). Similar approaches have been used in the 
investigation of homo-and heterodimerization of the immunologically relevant 
toll-like receptors (TLR) (85).

In addition to providing a means of monitoring mechanistic details of 
protein–protein interactions, PCA also allows the study of the effects of 
various regulatory mechanisms on these systems. For example, the use 
of YFP-based PCA in the detection of a lectin (a carbohydrate binding 
protein)-mediated interaction between two important cell secretory system 
proteins has been reported (86). Specifically, complementary fragments 
of YFP were genetically fused to ERGIC-53 and cathepsin C. A fusion 
clone of ERGIC-53 with a mutated glycosylation site was also produced. 
Binding was detected by measuring YFP fluorescence emission. The results 
of this study were interesting for two reasons. First, an interaction between 
ERGIC-53 and cathepsin C had never been observed with other standard 
protein–protein interaction detection methods; however, the high sensitivity 
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of fluorescence-based PCA allowed the detection of the apparently weak 
interaction between ERGIC-53. Furthermore, this interaction was abrogated 
by the use of ERGIC-53 with a mutated glycosylation site, indicating that 
the carbohydrate is intimately involved in the regulation of this novel tran-
sient protein–protein interaction (86).

As indicated by the above examples, the ability to detect the disruption of a 
protein–protein interaction can be just as informative and useful as the ability 
to detect the occurrence of the interaction in the first place. This is especially 
true when using pharmacological agents or siRNAs to map large biochemical 
pathways or in the screening of small molecule libraries against identified 
intracellular protein–protein interaction targets. PCA has proven to be a highly 
effective tool in both endeavors (79,87–89) due to its capacity to identify pro-
tein binding pairs within a pathway, give information regarding the subcellular 
localization of protein interactions in cell culture and in vivo, and monitor the 
response of these interactions to pharmacological probes in a highly specific 
and quantitative fashion. For example, YFP fragment-fused clones were used 
to map protein targets downstream of the small GTPase Ras. Specifically, the 
authors showed that siRNA-mediated knock-down of Ras was sufficient to 
disrupt the YFP readout from various downstream PCA interactions, including 
those of Raf with MEK1, MEK1 with ERK2, and Pin1 with Jun. Additionally, 
the differential cellular localization of these downstream protein complexes 
was observed in the native cellular environment, representing a great advan-
tage over many traditional studies of protein–protein interactions that require 
the lysis of cells (89).

Another vitally important application of PCA is its use in drug discovery 
– both in high throughput screening of small molecule libraries and in the 
elucidation of the in vivo molecular effects and pharmacokinetics of known 
therapeutic agents (43). Specifically, the ability of split synthetic renilla luci-
ferase (hRLUC) PCA to monitor the rapamycin-induced heterodimerization of 
FKBP12 with FRB (mTOR) in living mice was demonstrated by Paulmurugan 
et al (45). In these studies 293T cells were cotransfected with hRLUC frag-
ment-fused FKBP12 and FRB and injected into living nude mice. The mice 
were subsequently injected with varying doses of rapamycin at different 
time intervals. Rapamycin-induced heterodimerization of FKBP12 with FRB 
was monitored by detection of luminescence with a cooled charged coupled 
device camera. In this way, the authors were able to monitor the molecular 
effects of rapamycin administration on living animals in real time and derive 
dose–response relationships at the molecular level while taking into account all 
in vivo pharmacokinetic considerations (43).

From the above examples it can be seen that PCA is a highly versatile tech-
nique with a wide range of applications from basic science to drug discovery 
and development. It is a powerful tool that can be used to identify interconnec-
tions among critical signaling events, reveal the spatial organization of protein 
complexes within signaling pathways, identify small molecule modulators of 
protein complex formation, and elucidate the molecular mechanisms of action 
of identified therapeutic agents. Because of its simplicity, speed, and high 
information return, PCA has the potential to rapidly advance our understanding 
of and ability to wield the vast networks of protein–protein interactions present 
in healthy and diseased cells.
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1. Introduction

In eukaryotic cells, one of the most important post-translational modifications of 
proteins is the covalent addition of carbohydrate. We can consider two major 
types of modification to amino acid residues: N-glycosylation of asparagine 
amine side-chain groups and O-glycosylation of serine or threonine hydroxyl 
side-chain groups (1). An additional prerequisite of N-linked glycosylation is 
that the asparagine is part of the tripeptide sequon asparagine-X-serine/threonine 
(Asn-X-Ser/Thr) where X can be any amino acid except proline. N-Linked 
oligosaccharides can be divided into three major classes; the complex type contain-
ing N-acetylglucosamine, N-acetylgalactosamine, mannose, galactose, fucose, 
and sialic acid; the oligomannose type containing N-acetylglucosamine and 
mannose only, and the hybrid type that has features common to both complex 
and oligomannose chains (Fig. 31.1). All of these structures are synthesized 
by a common pathway that begins in the endoplasmic reticulum (ER) with the 
assembly of a lipid-linked donor molecule. The preformed oligosaccharide is 
transferred to protein co-translationally in the lumen of the ER and by a series 
of glycosidase (α-glucosidase and α-mannosidase) trimming reactions is mod-
ified as the protein progresses through the ER and Golgi apparatus (2). The 
diversity of N-linked oligosaccharide structure is dictated by the accessibility 
of these partially processed chains to Golgi-resident glycosyltransferases, a 
group of enzymes able to add monosaccharides to oligosaccharides directly 
from nucleotide sugar donors. Glycosyltransferases are specific for nucleotide 
sugar donor, anomericity, glycosidic linkage between sugars and acceptor 
substrates. Consequently, there are a number of different transferases and 
each cell, tissue and species has a unique complement of enzymes that control 
oligosaccharide biosynthesis (3,4). O-Linked oligosaccharides contain similar 
monosaccharide residues to N-glycans but their synthesis has no requirement 
for en bloc addition of carbohydrate to the polypeptide chain. O-glycosylation 
proceeds by glycosyltransferase catalysed, stepwise addition of monosaccha-
rides to generate, as in the case of mucin glycoproteins, a diverse number of 
branched oligosaccharides (5,6) (see Fig. 31.2).

31
Glycoprotein Analysis

Terry D. Butters and David C. A. Neville

From: Molecular Biomethods Handbook, 2nd Edition.
Edited by: J. M. Walker and R. Rapley © Humana Press, Totowa, NJ

495



496 T. D. Butters and D. C. A. Neville

Fig. 31.1. The structure of asparagine(N)-linked oligosaccharides. The core unit (in 
bold) that is found in all three types is derived from a common dolichol lipid donor in 
the biosynthetic pathway. See ref. 2

Fig. 31.2. Serine or threonine (O)-linked oligosaccharide structures found on surface 
proteins of erythrocytes (top) or in mucin glycoproteins (bottom). The core N-acetylga-
lactosamine residue (in bold) is common to all O-linked oligosaccharides. See ref. 5

The degree of importance of glycosylation is reflected in the amount of 
energy and genetic information used by cells in providing the machinery to 
co-ordinate the correct assembly of protein oligosaccharides. Because many 
of these processes have been conserved throughout the evolution of eukaryo-
tes there are clearly some vital roles played by the oligosaccharide moieties. 
These roles are often indirect; in assisting the folding machinery in the ER to 
ensure the secretion of conformationally correct proteins (6), or in stabilizing 
the protein to heat or protease digestion. Functions of the oligosaccharide that 
have a more direct role include carbohydrate–protein interactions, where the 
specificity is dictated by the expression of an appropriate sequence of carbo-
hydrate residues. For a more thorough review of oligosaccharide functions see 
references (7,8).

A single glycoprotein may be glycosylated with both N- and O-glycans and 
several attachment sites may be present in the polypeptide chain. The hetero-
geneity introduced during oligosaccharide biosynthesis creates a mixture of 
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glycans, termed glycoforms, at the same attachment site on the polypeptide 
and presents considerable difficulties in analysing structure. To obtain a unique 
“fingerprint” of a single polypeptide species one needs structural information 
regarding the oligosaccharide at each attachment point. Attempts to study the 
sequence of both N- and O-linked oligosaccharides found on proteins must 
as a consequence address this enormous diversity of structure (9). This infor-
mation can then be used to manipulate protein oligosaccharides as a means 
to understand function. For the biologist/biochemist, two questions are posed 
when proteins from different experimental systems are to be analysed. The 
first is to ask if the protein is glycosylated. Secondly, if it is a glycoprotein, 
what is the structural identity, the carbohydrate sequence of the oligosaccha-
ride? An additional question then presents itself: how does the oligosaccharide 
structure influence the biochemical function of the protein? In this Chapter, a 
review of some of the current and traditional methodologies used to answer 
these questions will be presented.

2. Detection of Protein-Linked Oligosaccharide

In many biological systems the target protein may be only available in such 
small amounts that gross chemical analysis is not a viable option. However, 
the separation afforded by SDS/PAGE can be used in conjunction with 
staining methods that detect the presence of carbohydrate. One of the most 
simple chemical detection methods is the periodate oxidation of adjacent 
hydroxyl groups of monosaccharides to generate aldehydes. These groups 
are detected in situ by Schiff’s reagent or on Western blots after reaction with 
more sensitive reporter molecules such as digoxigenin-hydrazide or biotin-
hydrazide (10). Subsequent reaction of these conjugates with antibody- or 
 streptavidin-labeled enzymes permits colorimetric detection of glycoproteins 
at the nanogram (fmol) level. Pro-Q® Emerald glycoprotein stains, available 
from Molecular Probes, (http://probes.invitrogen.com/) can detect specifically 
the presence of glycoproteins following 1D or 2D gel electrophoresis. This 
method is also dependent on an initial prior periodate oxidation.

The contribution of carbohydrate to the mass of the polypeptide chain 
can be assessed after deglycosylation by chemical means using trifluor-
omethanesulphonic acid. This procedure efficiently cleaves N- and O-linked 
oligosaccharide chains leaving the protein reasonably intact (11). Selective 
cleavage of N-linked oligosaccharides is provided by endoglycosidase diges-
tion. Endoglycosidases are able to release nondestructively most but not all 
glycoprotein oligosaccharides. The endoglycosidase isolated from Flavobacterium 
meningosepticum, peptide-N4-(N-acetyl-β-glucosaminyl)asparagine amidase 
(PNGase F), cleaves between the chitobiose core reducing-terminal GlcNAc 
residue of oligomannose, hybrid and complex type N-glycans and the side 
chain of the asparagine residue of the protein backbone (Fig. 31.3). However, 
PNGase F is unable to hydrolyse oligosaccharides from plant proteins substi-
tuted with core α-1,3-linked fucose and for these structures PNGase A, isolated 
from sweet almonds, must be used (12). Endo-β-N-acetylglucosaminidase 
from Streptomyces spp. cleaves the chitobiose core between GlcNAc residues 
of oligomannose type N-glycans but will not hydrolyse small (< 3 mannose 
units) glycans, especially if these are core fucosylated (13). Estimates of the 

http://probes.invitrogen.com/
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polypeptide mass by SDS/PAGE before and after deglycosylation may be used 
to determine the number of N-linked oligosaccharide chains.

With this type of information, proteins can be further probed for particular 
types of oligosaccharide or carbohydrate sequences using a number of lectins. 
Lectins are plant and animal proteins that are able to bind specifically to 
sugars that may be either terminal residues or part of an extended sequence 
(14). Using enzyme-coupled lectins, sensitive visualization of oligosaccharide 
chains of glycoproteins, after electrophoretic transfer either to nitrocellulose 
or polyvinylidinefluoride (PVDF) membranes, can identify the type and even 
portions of the glycan sequence (15). This information aids protein purifica-
tion or oligosaccharide separation using lectin-affinity chromatography (16). 
Used in conjunction with specific glycosidase digestion, lectin blot analysis 
has identified the presence of hybrid-type carbohydrate chains on human 
monoclonal antibody (17). One important consideration, when using either 
chemical or lectin staining methods, is the specificity of the reaction. The 
inclusion of appropriate controls together with the additional use of proteins 
of known glycosylation type can help confirm identification and reduce errors 
in interpretation caused by erroneous signals (18).

Direct carbohydrate analysis of glycoproteins blotted onto PVDF membranes 
has been successfully applied to the examination of N-linked oligosaccharides 
of plant and animal origin. Acid hydrolysis of glycoprotein bands (100 µg pro-
tein) followed by monosaccharide compositional analysis by high-performance 
liquid chromatography (HPLC) was reproducible, and agreed with analyses 
performed without SDS/PAGE and electroblotting onto PVDF membranes 
(19). A more sophisticated analysis, using high-pH anion-exchange chroma-
tography (HPAEC) coupled with pulsed amperometric detection (PAD), allows 
the unequivocal determination of the presence of carbohydrate, by means of a 
complete monosaccharide composition and oligosaccharide mapping accord-
ing to size, charge, and isomericity, from 10–50 µg electroblotted glycoprotein 
bands (20). The derivatization of the released oligosaccharide with the fluorescent 

Fig. 31.3. Endoglycosidase release of N-linked oligosaccharides. PNGase releases the 
glycan from the protein without destruction of either oligosaccharide or protein. In 
addition to glycan composition information, the protein can be evaluated for biological 
activity or subjected to peptide/amino acid analysis to reveal identity
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molecule 2 aminobenzoic acid (2-AA), followed by HPLC, has allowed both 
the monosaccharide and oligosaccharide profile of 20 pmol of fetuin (∼1 µg 
protein) to be ascertained (21).

More recently, the in-gel release of N-linked oligosaccharides from glyco-
proteins, separated following SDS-PAGE, has been performed (22,23) there-
fore abrogating the need of protein blotting. The released oligosaccharides 
may be analysed, with or without subsequent fluorescent derivatization, and 
subjected to a number of differing analyses including HPLC, mass spectrom-
etry (MS), monosaccharide analysis and exoglycosidase sequencing (24,25) as 
outlined in the following section.

3. Analysis of Oligosaccharides Isolated from Proteins

3.1. Glycan Release and Labeling

Further quantitation of the types of monosaccharide linkage and number of 
oligosaccharide structures requires release of the oligosaccharide. Chemical 
methods such as hydrazinolysis involve cleavage of the glycosylamine link-
age (N-link) or ether linkage (O-link) with anhydrous hydrazine (Fig. 31.4). 
Glycosidic bonds between monosaccharides are unaffected and the oligosac-
charide (N- and/or O-linked) is released intact (26). Following re-N-acetyla-
tion, the terminal N-acetylglucosamine (in N-linked oligosaccharides) or 
N-acetylgalactosamine (in O-linked oligosaccharides) residue can be labeled by 

Fig. 31.4. Hydrazinolysis of glycoproteins. Anhydrous hydrazine releases N-linked 
oligosaccharide, as shown, (and O-linked oligosaccharides) intact but the protein is 
destroyed. Any N-acetylated sugars are also reduced to amines and re-N-acetylation is 
required. The open and closed ring conformation of the reducing terminal N-acetyl-
hexosamine residue exists as a tautoisomer in solution
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reductive methods using either borotritiide to introduce a radioactive group, 
or fluorescent molecules that provide a more sensitive reporter group, to aid 
detection (Fig. 31.5). Enzymatic release can be accomplished by endogly-
cosidases, after first considering the potential lack of hydrolysis noted with 
certain oligosaccharide types (see previous section). By contrast to hydrazine, 
endoglycosidase action does not destroy the protein (Fig. 31.3) nor change the 
nature of any sialic acids present, an important advantage when the contribu-
tion of oligosaccharide to biological activity is assessed.

O-Linked glycans can be selectively released using anhydrous hydrazine at 
reduced temperature (27) to minimize any peeling reactions that can occur, or 
by ß-elimination in the presence of sodium hydroxide. ß-elimination must be 
directly followed by a reduction step (using NaBH4) to stabilize the glycan to 
peeling reactions. O-Links can also be removed by other nonreducing conditions 
using either triethylamine in aqueous hydrazine (28) or aqueous ammonium 
hydroxide saturated with ammonium carbonate (29). Endoglycosidase cata-
lysed release has been sparingly applied mostly owing to the lack of well-
characterized enzymes that allow the release of all O-linked glycans (30). The 
commercially available enzyme, O-glycanase, has a specificity restricted to 
the core disaccharide sequence Gal-GalNAc only.

3.2. Fractionation of Oligosaccharides

The physical techniques described later in this chapter require that some 
preliminary fractionation of oligosaccharides has been achieved, possibly 
using one or a combination of methods. These include size separation by 

Fig. 31.5. Fluorescence labeling of released oligosaccharides. Following hydrazine or 
PNGase mediated release of the glycan; the reducing N-acetylhexosamine residue can 
be labeled quantitatively with a fluorescence reporter molecule. The reductive amina-
tion scheme using 2-AB and 2-AA is shown here but many other types of fluorescence 
derivatization can be used. See text for details
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low-pressure chromatography using Bio-Gel P-4 (31) that can provide some 
assignment based on the unique hydrodynamic volume of certain uncharged 
oligosaccharide sequences (32). The application of either strong anion-
exchange (SAX), weak anion-exchange (WAX), normal-phase (NP) or 
reverse-phase (RP) HPLC technology, subsequent to fluorescent derivatiza-
tion of the released glycans, to carbohydrate analysis provides a greater 
increase in the resolution and sensitivity of oligosaccharide mixtures (33,34). 
Chromatography times are far less than low-pressure separations and sensitivity 
in the femtomolar range can be accomplished. An example of the  separating 
power of HPLC and the level of sensitivity of detection of fluorescently
labeled oligosaccharides derived from various glycoproteins is shown in Fig. 
31.6. HPAEC is able to separate isomeric structures nondestructively, despite 
the use of basic pH eluants (35,36), and electrochemical detection using pulsed 

Fig. 31.6. HPLC separation of 2-AA-labeled N-linked oligosaccharides. N-linked 
oligosaccharides released from (A) ovalbumin and (B) transferrin following hydra-
zinolysis and from (C) ribonuclease B and (D) fetuin following PNGase F digestion 
were labeled with 2-AA and purified. Each chromatogram represents approx 1, 0.3, 2, 
and 6 pmol of oligosaccharide, respectively. The elution position of each 2-AA-labeled 
oligosaccharide relative to a 2-AA-labeled dextran hydrolysate external standard, GU 
values at top, is shown
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amperometry allows pmol amounts of carbohydrate to be analysed without the 
need for derivatization.

The majority of these highly sophisticated technologies have been commer-
cialized but there are alternative techniques that can be performed simply and 
effectively. The use of immobilized lectins to affinity fractionate oligosaccha-
rides, that comprise a number of quite different structures with similar masses, 
exploits the exquisite specificities of plant lectins (37,38). Polyacrylamide gel 
electrophoresis of oligosaccharides labeled with very sensitive fluorophores 
allows high-resolution separation and detection (39,40) and uses equipment 
that is familiar to most laboratories. Using these methods, coupled with spe-
cific glycosidase digestion, oligosaccharide structures have been deduced at 
the pmol level.

4. Methods for the Structural Analysis of Oligosaccharides

4.1. Oligosaccharide Sequencing Using Glycosidases

The structural characterization of oligosaccharides can be achieved using glyco-
sidases (41), a group of hydrolytic enzymes abundant in nature. Glycosidases 
have been purified from many sources including plant, vertebrate and inver-
tebrate tissues and microbes. Although most glycosidases are of lysosomal 
origin or associated with degradative vacuoles involved in the catabolism of 
glycoconjugates, others, for example α-glucosidases and α-mannosidases, 
are found in the endomembrane system of eukaryotes where they participate 
in N-glycan biosynthesis. Glycosidases are also found as soluble, secreted 
enzymes or are located in the outer membrane, for example members of the 
neuraminidases that are present in bacteria and viruses. Two major groups of 
enzymes are used in the determination of glycan structure; exoglycosidases 
that hydrolyse monosaccharides from the nonreducing terminus of glycans 
and endoglycosidases that cleave between monosaccharide residues located 
internally to the oligosaccharide.

Structural assignment using sequential exoglycosidase digestion relies 
on the known specificity and purity of glycosidase-catalysed hydrolysis. 
Exoglycosidases are usually named after the cleaved monosaccharide and 
its anomeric configuration. For example, β-galactosidase only hydrolyses 
glycans containing terminal β-galactose residues and α-fucosidase, terminal 
α-fucose residues. The strict observance of both glycon and anomericity by 
exoglycosidases (an exception being the β-hexosaminidases that hydrolyse 
both N-acetylglucosamine and N-acetylgalactosamine) is a feature that has 
considerable predictive value (Table 31.1). The selection of enzyme, or even 
the concentration of enzyme, can be used to determine the anomeric linkage 
between monosaccharides. The α-fucosidase isolated from Charonia lampas 
cleaves all α-fucosyl residues but at markedly different rates. Consequently, 
concentrations can be used to remove α1,6-linked fucose, preferentially and 
predictively, in comparison to α1,3/4-linked fucose. By contrast, almond meal 
α-fucosidase hydrolyses only α1,3/4-linked fucosyl residues and even at very 
high concentrations will not cleave α1,6 bonds (42).

In addition to the above substrate specificities, some exoglycosidases have 
activities that are dependent on the neighboring, or aglycon group. The most 
complicated example of aglycon specificity is shown by the β-hexosaminidase 
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isolated from Streptococcus pneumoniae where hydrolysis of the preferred 
glycon (GlcNAc linked β1,2 to mannose) is restricted by further substitu-
tions of the mannose residue, or by the presence of a bisecting GlcNAc (43). 
Aglycon specificity is also an important property of most endoglycosidases 
where an extended sequence of carbohydrate several residues away from the 
site of catalysis determines hydrolytic rates (44). By paying careful attention 
to the rules for glycosidic cleavage (including enzyme activity, concentration, 
pH and buffer optima, and ion dependence), oligosaccharide sequences are 
validly assigned. The use of glycosidases can therefore complement physical 
and chemical analyses (GC–MS, MS, NMR) and in many cases is sufficient 
in providing an appropriate level of information.

Any of the techniques described above (usually more than 1) are appropri-
ate to examine enzyme cleavage products. Gel filtration (Bio-Gel P4) relies 
on the shift in hydrodynamic volume and mass spectrometry relies on the shift 
in mass after hydrolysis. Usually several rounds of enzyme digestion, recov-
ery of the reaction products, further exoglycosidase digestion and analysis 
are required to enable full characterization. The covalently attached reporter 
group at the reducing terminus is retained during exoglycosidase digestion, 
which proceeds from the nonreducing terminus, allowing the change in mass 

Table 31.1. Monosaccharide and linkage specificity for exoglycosidases used in oligosaccharide 
sequencing.

  Monosaccharide  Linkages  
Enzyme Source hydrolysed hydrolysed Notes

neuraminidase  Arthrobacter  neuraminic acid  α2,6 > α2,3  General purpose
(sialidase)  ureafaciens  (sialic acid)  α2,8  sialidase

  Vibrio cholera neuraminic acid α2,3 α2,6 α2,8 

  Newcastle disease  neuraminic acid α2,3 α2,8 
  virus

ß-galactosidase Jack bean galactose β1,6>β1,4>β1,3 General purpose 
     galactosidase

  Streptococcus  galactose β1,4 Linkage specific
  pneumoniae

α-galactosidase Green coffee bean galactose α1,3 α1,4 α1,6 

α-fucosidase Charonia lampas fucose α1,2 > α1,6 > α1,3/4 General purpose 
     fucosidase

  Almond meal fucose α1,3/4 Linkage specific

ß-hexosaminidase Jack bean N-acetylglucosamine β1,2 β1,3 β1,4 β1,6 General purpose 
     hexosaminidase

  Streptococcus  N-acetylglucosamine β1,2 Linkage specific 
  spneumoniae    only at certain 
     concentrations

α-mannosidase Jack bean mannose α1,2 α1,6 α1,3 General purpose 
     mannosidase

  Aspergillus saitoi mannose α1,2 Linkage specific
See ref. 41 for details of preparation and optimal buffer for digestion. Many of these enzymes, either purified or recombinantly 
expressed, are commercially available from Sigma (http://www.sigmaaldrich.com/), NEB (http://www.neb.uk.com/) Merck 
(http://www.merckbiosciences.com/), Prozyme (http://www.prozyme.com/).

http://www.sigmaaldrich.com/
http://www.neb.uk.com/
http://www.merckbiosciences.com/
http://www.prozyme.com/
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to be measured or the glycan recovered. Separation using HPLC involves the 
use of a variety of matrices that exploit the physical/chemical properties of the 
oligosaccharide. Charged glycans can be resolved using weak anion exchange 
resins (45) and reversed-phase and gel filtration separates carbohydrates 
according to hydrophilicity or the number of monosaccharide units (34). 
HPAEC/PAD has the unique advantage that no derivatization or introduction 
of a reporter group is necessary for detecting separated glycans or monosac-
charides and additionally, all the reaction products can be measured. However, 
the retention times on these columns are not always predictive of structure and 
identification must rely on the elution times of known oligosaccharide stand-
ards. The use of normal-phase HPLC, following fluorescent derivatization, has 
overcome these difficulties, as the retention time on the column is referenced 
to an external standard, usually similarly derivatized dextran hydrolysate (46), 
giving definitive glucose unit (GU) values for each known oligosaccharide. As 
predictive relative retention time shifts can be assigned to differing monosac-
charide linkages, a combination of glycosidase digests and HPLC allows the 
assignment of oligosaccharide structures. Both neutral and charged oligosac-
charides are amenable to this method of analysis. Additionally, similar GU 
values can be obtained for each oligosaccharide independent of the differing 
fluorescent molecules used to derivatize the oligosaccharides, either 2-
aminopyridine (2-AP) (34), 2-AB (46), 2-AA (21) or 2-aminoacridone (47). 
See Fig. 31-6 for an example of fluorescently labeled oligosaccharides separated 
by HPLC. The same technique for fluorescence labeling with 2-AA follow-
ing PNGase treatment of glycoproteins shown here, can also be applied to 
glycosphingolipids after ceramide glycanase release of the glycan (48).

Enzyme arrays or RAAM, a method where a purified oligosaccharide is 
subjected to a mixture of glycosidases and the fragmentation or fingerprint 
obtained is matched to computer databases, allow rapid and reproducible 
analyses to be made (49). Although this technique had initially only been 
applied to gel permeation chromatography to separate the fragments, HPLC 
(46), HPAEC and mass spectrometric methods (50,51) can also be used.

4.2. Mass Spectrometry

Mass spectrometry requires relatively little material (low pmol/fmol range) 
and a number of differing ionization methods and mass spectrometers are 
used to analyse oligosaccharides. Matrix assisted laser desorption/ionization 
time-of-flight (MALDI-TOF) techniques involve irradiation of the sample 
mixed with a UV-absorbing matrix followed by mass separation of the ions. 
The molecular ions detected give information on the oligosaccharide composi-
tion, i.e., number of hexose, deoxyhexose, N-acetyl hexosamine and sialic acid 
residues present, and its ease of use and rapid analysis, used in combination 
with other separation technologies and/or glycosidase digestion, increases its 
analytical power. As laser irradiation can impart sufficient energy to cause 
decomposition of the oligosaccharides, MALDI-TOF instruments that can 
perform postsource decay (PSD) analysis can give information on oligosac-
charide sequence. Fast-atom bombardment (FAB)-MS can give sequence, 
branching point and linkage information, owing to fragmentation within the 
ion source of the spectrometer (52). However, without a compound database 
or other information none of these parameters can be predictively assigned. 
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To confirm the structure of an unknown glycan, further derivatization techniques 
such as permethylation of free hydroxyl groups with or without periodate 
oxidation has to be employed (53).

The above techniques are now largely superseded by the analysis of oli-
gosaccharides in solution using electrospray-ionization mass spectrometry 
(ESI-MS). This has the advantage that direct coupling to HPLC (54), capillary 
supercritical fluid chromatography (55), and capillary electrophoresis (56) 
is possible. Initially, molecular ions were separated using a quadrupole (Q) 
owing to differences in mass and charge. However, advances in electrospray 
technology, mass spectrometer design and sensitivity have enabled the assign-
ment of oligosaccharide sequence, branching point and linkage information 
(57,58). This is owing to the fact that current mass spectrometer design allows 
the use of tandem/hyphenated mass spectrometric techniques in 1 instrument, 
e.g. Q-Q, Q-TOF, TOF-TOF and others. Molecular ions may be selected using 
1 mass analyser, subjected to collision-induced decomposition/dissociation 
(CID) to fragment the molecule and the fragments analysed by the second 
mass analyser. However, expert analysis is required to determine both linkage 
and sequence information from the fragments obtained.

4.3. Nuclear Magnetic Resonance (NMR)

NMR analysis typically requires much larger amounts of free oligosaccharide 
to confirm the identity of structure and linkage, but can do so unambiguously 
and nondestructively (59). For high-resolution 2-dimensional studies at high 
field (500–600 MHz), 1–5 µmol is required. Much less material is needed for 
a 1D spectrum (50 nmol) but this may be orders of magnitude higher than it is 
possible to isolate for some biologically active glycoproteins. Therefore, the 
structural identification depends on reference to databases containing the known 
chemical shifts of anomeric protons. The quantity of primary biological material 
required for a single analysis using this technique may be beyond the scope of 
most studies. The NMR machine provides more than an analytical service and 
has important applications as a research tool in determining oligosaccharide 
conformation and molecular dynamics in solution (see Section 5).

4.4. Strategies for Glycosylation Site Analysis

Important biochemical functions of glycoproteins are mediated by the complement 
of oligosaccharides at particular attachment points on the polypeptide (60). 
To identify the oligosaccharide composition at specific sites a general strategy 
is to perform a limited proteolytic digestion of the protein. The peptide 
mixture can be separated by lectin affinity chromatography to isolate the 
glycopeptides selectively (61) that are further fractionated using reversed-
phase HPLC (62). Treatment of each glycopeptide fraction with PNGase F 
results in cleavage of N-linked oligosaccharides and the conversion of the 
asparagine linked amino acids to aspartic acid. Automated Edman sequencing 
is used to confirm amino acid composition and reveal amino acid residues 
substituted by O-linked oligosaccharides. The released oligosaccharide can 
then be analysed for carbohydrate composition, reductively or fluorescently 
labeled if appropriate, and sequenced using any of the above methods. 
Lectin micro-columns, permethylation and mass spectrometry methods are 
now being used to characterize protein glycosylation (63,64). These methods 
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are applicable to the analysis of small amounts of biological material. 
A method for glycosylation site analysis on in-gel separated glycoproteins 
has been published (65) that can be applied to low pmol amounts of material. 
This method could also be adapted to purified glycoproteins/glycopeptides. 
These methodologies highlight the increasing importance of mass spectrometry 
in the analysis of glycoproteins.

4.5. Monosaccharide Compositional Analysis

Hydrolysis of the glycosidic bonds of isolated oligosaccharides and intact 
glycoprotein can be achieved using acidic conditions. Trifluoroacetic acid 
(2M TFA) at 100°C for 4–6 h to releases neutral sugars (glucose, galactose, 
mannose, and fucose) nondestructively, whereas amino sugars (N-acetylglu-
cosamine and N-acetylglucosamine) are not quantitatively recovered. Amino 
sugars are quantitatively released by hydrolysis using 6M HCl under the same 
conditions, a treatment that destroys neutral sugars. Separation and detec-
tion of the monosaccharides at the pmol level usually require derivatization. 
Compositional analysis using mass spectrometry of alditol acetates derived from 
sugars released by acid hydrolysis, and separated by gas chromatography (GC), 
has been obtained from less than 5 µg of glycoprotein (66). A second GC–MS 
method is analysis of monosaccharides as trimethylsilyl (TMS) derivatives (67) 
following methanolysis and re-N-acetylation of the parent glycoprotein-derived 
glycan, which can, with modifications, routinely be performed on subnanomole 
amounts of sugar (68). Derivatization is unnecessary with HPAEC/PAD (20) 
and analyses using similar amounts of protein can accommodated. HPAEC also 
has the advantage that acid labile monosaccharides, for example sialic acid, can 
be quantified after digestion of oligosaccharides or glycoproteins with mild acid 
conditions (0.1N HCl for 1 h at 80°C) or enzymatically using neuraminidases. 
The availability of specific neuraminidases that discriminate between α2,3- and 
α2,6-linked sialic acid residues provides additional information about the 
glycosidic linkage (see Table 31.1). Derivatization with 2-AA, followed by 
C18 RP-HPLC, allows the determination of the monosaccharide composition 
from sub-microgram quantities of glycoprotein (69).

4.6. Glycosidic Linkage Analysis by GC-MS

Information regarding the ways in which monosaccharides are linked to one 
another in an oligosaccharide can be obtained in the following manner. To 
begin, permethylation of all the oligosaccharide free hydroxyl groups is per-
formed and then the glycosidic linkages are subsequently hydrolysed. Any 
free hydroxyl groups are acetylated and the now partially methylated alditol 
acetates (PMAAs) are separated, subjected to gas collision, and detected fol-
lowing GC-MS. The mass fragments generated are compared to a database of 
known structures that indicate how the monosaccharides were linked to their 
neighboring residues (70).

5. Glycoprotein Structure and Function

The availability of high resolution methods to sequence the oligosac-
charide structure of glycoproteins, together with the acquisition of tools 
and reagents for glycan manipulation, such as the use of inhibitors (71) 
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or knock-out mouse models (72), has been instrumental in ascribing func-
tion to glycoproteins (73). A systematic approach to profiling the major 
oligosaccharide classes found in tissues obtained from transgenic mice 
has been developed using a “Glycan Isolation Protocol” for the isolation 
of glycans derived from N- and O-linked glycoproteins, proteoglycans, 
Glyco phosphatidylinositol-anchored proteins and glycosphingolipids (74). 
The field of glycobiology uses these analytical approaches to contrib-
ute significantly to our understanding of the oligosaccharide code and 
allows protein glycan structure to put this into a biologically meaningful 
context. Although the number of the X-ray crystal structures for proteins 
has increased dramatically in the last few years, there are few examples 
of glycoprotein structures where the glycan density is revealed (75). The 
inherent flexibility of the oligosaccharide is not amenable to the uniform 
packing that is necessary for obtaining crystals, but high-resolution 2-
dimensional NMR methods of analysis can yield important information 
regarding geometry and conformation. A number of reliable protocols now 
exist to model oligosaccharide structures in silico (76) and to rationalize 
protein carbohydrate interactions at the cellular level (77,78).

6. Glycoprotein Remodelling

Definition of the role(s) played by the oligosaccharide moiety in glycoprotein 
function can be made by experimental manipulation either during biosyn-
thesis, or on the mature protein. Glycosylation inhibitors have been used to 
great effect in changing the normal N-glycosylation pattern (79). The uses of 
inhibitors that block the addition of N-linked glycans, for example tunicamy-
cin, have profound effects on protein folding and secretion and consequently 
many proteins lack biological activity if cells are grown in the presence of 
such compounds. More selective effects are gained by subtle modification 
of the N-linked glycan after it has been added to the nascent protein. The 
deoxynojirimycin and deoxymannojirimycin families, castanospermine, and 
swainsonine are natural products found in plants that are potent glycosi-
dase inhibitors (80,81) and have been used therapeutically to attenuate the 
infectivity of the HIV and hepatitis B virus (71,82). The addition to tissue-
cultured cells of these compounds inhibit α-glucosidase and α-mannosidase 
processing reactions and prevent or reduce the complement of complex-type 
oligosaccharides (83). The expression of recombinant glycoproteins in 
Chinese hamster ovary (CHO) cells in the presence of an α-glucosidase 
inhibitor generates a uniform population of oligosaccharides that are easily 
cleaved using endoglycosidases. This protocol efficiently produces a prop-
erly folded yet deglycosylated protein that can be used to probe function 
(84) or may be used to obtain X-ray crystal structure where the otherwise 
heterogeneous nature of the oligosaccharide precludes such analysis (85).

Molecular biology techniques can be applied to glycoprotein remodelling 
by the substitution of the amino acids (asparagine, serine, and threonine) 
involved in N- and O-linked glycosylation, at the genetic level. Site-directed 
mutagenesis has been successfully applied to the HIV surface glycoprotein, 
gp 120, to delete N-glycosylation attachment points. These experiments 
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provide important information regarding the influence of glycosylation on 
virus infectivity (86).

Glycoproteins in solution and on the surface of cells can be modified using 
exoglycosidases, glycosyltransferases, or using chemical probes to aid detec-
tion of terminal carbohydrate residues and to investigate function (87–90). 
Efforts to obtain the genes or cDNAs for glycosidases (43) and glycosyltrans-
ferases (72), have been successful in providing a range of specific reagents for 
biologists to manipulate oligosaccharides.

7. Glycoproteomics

The interaction between glycoprotein oligosaccharides and protein ligands is 
an important process observed in normal and disease biology, including cell 
migration during embryogenesis, cancer metastasis, inflammation, bacterial 
and viral infectivity and lymphocyte homing. Initiatives in the glycobiology 
community to analyse oligosaccharide structure and glycan-binding protein 
ligands obtained from mouse and human tissue, or cell lines, is generating 
a valuable knowledge base resource for scientists. The consortium for func-
tional glycomics integrates the core analytical capability with glyco-gene 
chip arrays to monitor the expression of 2,000 relevant mouse and human 
transcripts with the creation of new knock-out mouse strains for glycosyl-
transferases and glycosidases, chemical synthesis of oligosaccharides for 
ligand binding arrays and bioinformatics (http://www.functionalglycomics.
org/static/consortium/main.shtml).

The availability of high resolution, high throughput analytical techniques 
where protein separation by 2D-electrophoresis, followed by glycan profiling 
of the individual isoforms and protein sequence identity, is now a possibility 
to identify some of the pathogenetic mechanisms involved in human disease 
(http://www.hgpi.jp/).

8. Summary

The many techniques presented here are offered as a guide: the strategy 
adopted will depend on access to the equipment or analytical techniques 
described, and the quality of information that is most relevant to the needs 
of the biologist. If the target protein to be analysed is as complex as the 
HIV glycoprotein gp120, that contains over 100 glycoforms (91), then only 
a fully integrated approach will be successful. This includes the release 
of oligosaccharide, labeling, fractionation and exoglycosidase, NMR, MS 
sequence, and compositional analysis. For other studies, the separating 
power of SDS/PAGE used in conjunction with endoglycosidase release to 
characterize the type of glycan and its contribution to the mass of the protein 
is an excellent starting point. Enzyme based methods to remove the glycan 
or modify its structure provides important clues to glycoprotein function 
and should dictate further strategy. The development of simplified proto-
cols for releasing oligosaccharides and fluorescence labeling followed by 
conventional high performance chromatography can now be used by most 
laboratories as an initial platform for obtaining high quality information 
about glycoprotein structure.

http://www.functionalglycomics.org/static/consortium/main.shtml
http://www.functionalglycomics.org/static/consortium/main.shtml
http://www.hgpi.jp/
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1. Introduction

Peptides play a central role in numerous biological and physiological proc-
esses. They also may be critical for research endeavors in the post-genomic 
and proteomic era that is characterized by a vast array of new predicted 
protein sequences. To elucidate the biological function of putative proteins 
it is important to have facile access to their synthesis. Today we have almost 
routine technologies for the chemical synthesis of small peptides and proteins, 
and have made significant progress toward the synthesis of larger proteins via 
chemoselective ligation (1–5) and expressed protein ligation (6–8). Although 
these new approaches are impressive and have been employed successfully for 
the synthesis of many proteins, general protein chemical synthesis is still not 
routine and there are still many challenges that remain to be confronted.

Methods for synthesizing peptides are divided conveniently into two 
categories: solution and solid-phase. Classical solution chemistry involves the 
preparation of fully protected peptide segments and their subsequent conden-
sation in organic solvents for the convergent synthesis of large polypeptides. 
Solid-phase peptide synthesis (SPPS) uses an insoluble polymeric support for 
sequential addition of side-chain protected amino acids. The resulting peptide 
is then cleaved from the resin, typically under acidic conditions. SPPS has 
numerous advantages over the classical solution procedure, such as automa-
tion of the elongation reaction, independence from solubility problems, and 
minimization of side product formation. On the other hand, in the classical 
solution procedure, the products can be monitored and purified at each step 
in the reaction, potentially leading to easier isolation of the desired final pep-
tide. Therefore, solution synthesis retains value in large-scale manufacturing, 
and for specialized laboratory applications, whereas solid-phase chemistry 
remains the method of choice in research. In this chapter, an overview of SPPS 
is presented. For brevity, only commercially available reagents and deriva-
tives utilized for synthesis will be considered here. The reader is referred to a 
number of comprehensive reviews for further discussion of peptide synthesis 
techniques (9–22).
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2. Background

Merrifield introduced SPPS in 1963 (23) using acid-labile protecting groups 
as well as a resin-substrate linker that was cleaved under strongly acidic 
conditions. The concept of SPPS has been outlined in Fig. 32.1. Briefly, an 
Nα-derivatized amino acid is attached to a commercially available insoluble 
(solid) support via a linker moiety. The Nα-protecting group is then removed 
(deprotected) and the amino acid-linker-support is thoroughly washed with 
solvent. The next amino acid (which is Nα-protected) is then coupled to the 
amino acid-linker-support as either a preactivated species or directly (in situ) 
in the presence of an activator. When three functional groups are present in the 
sequence, the side-chain of the residues also has to be protected. After this 
reaction is complete, the nascent oligopeptide-linker-support is washed with 
solvent, thus removing unreacted material. The deprotection and/or coupling 
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cycle is repeated until the desired sequence of amino acids is generated. 
Finally, the peptide-linker-support is cleaved to obtain the peptide as a free 
acid or an amide, depending on the chemical nature of the linker. Ideally, the 
cleavage reagent also removes the amino acid side-chain protecting groups, 
which are stable to the Nα-deprotection conditions.

There are primarily two protocols that have been used for the solid-phase 
chemical synthesis of peptides and proteins (Fig. 32.2). The first protocol 
(Fig. 32.2A) uses the tertiary-butyloxycarbonyl (Boc) group for Nα-amino 
protection. The Boc group is typically removed by trifluoroacetic acid (TFA), 
and the free amino terminus is neutralized by a tertiary amine. Cleavage of the 
peptide from the resin is carried out by strong acid, usually hydrogen fluoride 
(HF). Side-chain protecting groups are suitably “fine-tuned” to be stable to 
repeated cycles of Boc removal, yet cleanly cleaved by the use of HF or 
trifluoromethanesulfonic acid (TFMSA). The main drawbacks associated with 

Fig. 32.2. Protection scheme strategy for (A) Boc and (B) Fmoc chemistries
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this strategy is that repetitive TFA acidolysis could lead to acid-catalyzed side 
reactions, and some peptides containing fragile sequences will not survive the 
strong acid conditions used to remove side-chain protecting groups and cleave 
the peptide from the resin. The second protocol (Fig. 32.2B) uses the 9-fluore-
nylmethyloxycarbonyl (Fmoc) group for Nα-amino protection. Fmoc strategy is 
based on the orthogonal concept that the two protecting groups belong to inde-
pendent chemical classes and are removed by different mechanisms. Removal of 
the Fmoc group is achieved usually with piperidine in N,N-dimethylformamide 
(DMF) or N-methylpyrrolidone (NMP). Side-chain protection groups that are 
compatible with Nα-Fmoc protection are removed at the same time as the appro-
priate anchoring linkages by the use of TFA. The milder conditions of the Fmoc 
protocol have led to an overall preference for this chemistry (24). However, cer-
tain deleterious side reactions are more prevalent in Fmoc-based methodology 
(25). This review summarizes peptide and protein synthesis using both the Boc 
and Fmoc solid-phase chemical methods.

3. Polymeric Support (Resin)

The success of solid-phase chemistry is critically dependent on the chemical 
composition and physical properties of the polymer matrix. In practice, such 
supports include those that exhibit significant levels of swelling in useful reaction/
wash solvents. Swollen resin beads are reacted and washed batch-wise with 
agitation, and filtered either with suction or under positive nitrogen pressure. 
Alternatively, solid-phase synthesis may be carried out in a continuous-flow 
mode, by pumping reagents and solvents through resins that are packed into 
columns. The resin support is quite often a polystyrene suspension polymer 
cross-linked with 1% of 1,3-divinylbenzene. Dry polystyrene beads have an 
average diameter of about 50 µm, but with the commonly used solvents for 
peptide synthesis, namely dichloromethane (DCM) and DMF, they swell 2.5 
to 6.2-fold in volume (26). Thus, the chemistry of solid-phase synthesis takes 
place within a well-solvated gel containing mobile and reagent-accessible 
chains (26,27). This type of resin shows high mechanical stability and accept-
able swelling in organic solvents. However, overall reaction rates and yields 
are limited by the hydrophobic nature and molecular flexibility of the base 
polymer. Polymer supports have also been developed based on the concept 
that the insoluble support and peptide backbone should be of comparable 
polarities (15). A resin of copolymerized dimethylacrylamide, N,N'-bisacry-
loylethylenediamine, and acryloylsarcosine methyl ester, commercially known 
as polyamide or Pepsyn, has been synthesized to satisfy this criteria (28). 
Increasing popularity has been seen for polyethylene glycol- polystyrene graft 
supports, which swell in a range of solvents and have excellent physical and 
mechanical properties for both batch-wise and continuous-flow SPPS (29–33). 
Meldal and co-workers have developed various PEG-based segmented net-
work resins including poly(ethyleneglycol-acrylamide) (PEGA Versabeads O) 
(34,35). The hydroxyl groups of Versabeads O can be converted into almost 
any desired functional group. The intermediate polarity of this resin facilitates 
compatibility with water as well as organic solvents. The maximum loading 
values can go up to 1 mmol/g, but lower loadings are easily obtained. The 
ChemMatrix® resin has loadings between 0.8 and 1.0 mmol/g, which is up to 
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three times the loadings of many other PEG-based resins. ChemMatrix® can 
be used in a wide array of solvents, including water. Also recently described 
is a 100% PEG resin that offers an advantage over polystyrene-based resins 
for long and difficult peptides (36). Owing to a highly crosslinked matrix, the 
100% PEG resin has enhanced mechanical and thermal stabilities. Nonstyrene 
based segmented network resins such as cross-linked poly(oxyethylene-
acrylate) resin (CLEAR) was developed and successfully used for peptide 
synthesis (37). Finally, multiple antigenic peptide (MAP) systems are com-
mercially available that utilize a Lys-branched polystyrene resin core matrix 
(38). Both Boc- and Fmoc-strategies can be employed with little or no variation 
of the standard protocols.

Regardless of the structure and nature of the polymeric support chosen, it 
must contain appropriate functional groups onto which the first amino acid can 
be anchored. Almost all syntheses by the solid-phase method are carried out in 
the C → N direction, and therefore generally start with the intended C-terminal 
residue of the desired peptide being linked to the support. This is achieved 
by the use of a “linker” (see Fig. 32.1), which is a bifunctional spacer that 
on one end incorporates features of a smoothly cleavable protecting group so 
that eventual cleavage provides either a free acid or amide at the C-terminus, 
although, in specialized cases, other useful end groups can be obtained (39). 
The other end of the linker contains a functional group, often a carboxyl that 
can be activated to allow coupling to functionalized supports. Polymeric sup-
ports and linkers had been reviewed in detail by several authors (16,40,41).

4. Protection Schemes

The preceding section outlined the importance of the solid support on the 
failures and successes of the peptide synthesis. The second key step of the 
solid-phase procedure is the choice and optimization of protection chemistry. 
Even when a residue has been incorporated safely into the growing resin-bound 
polypeptide chain, it may still undergo irreversible structural modification or 
rearrangement during subsequent synthetic steps. The vulnerability to damage 
is particularly pronounced at the final deprotection/cleavage step, since these 
are usually the harshest conditions. So far we dealt only tangentially with 
combinations of “temporary” and “permanent” protecting groups (A and B, 
respectively, in Fig. 32.1) and the corresponding methods for their removal. 
At least 2 levels of protecting group stability are required, insofar as the 
“permanent” groups used to prevent branching or other problems on the side-
chains must withstand repeated applications of the conditions for quantitative 
removal of the “temporary” Nα-amino protecting group. On the other hand, 
structures of “permanent” groups must be such that conditions can be found 
to remove them with minimal levels of side reactions that affect the integrity 
of the desired product. The necessary stability is often approached by kinetic 
“fine-tuning,” which is a reliance on quantitative rate differences whenever the 
same chemical mechanism (usually acidolysis) serves to remove both “tem-
porary” and “permanent” protecting groups. An often-limiting consequence 
of such schemes based on graduated lability is that they force adoption of 
relatively severe final deprotection conditions. Alternatively, orthogonal 
protection schemes can be used. These involve two or more classes of groups 
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that are removed by differing chemical mechanisms, and therefore can be 
removed in any order and in the presence of the other classes. Orthogonal 
schemes offer the possibility of substantially milder overall conditions, 
because selectivity can be attained on the basis of differences in chemistry 
rather than in reaction rates. Quasi-orthogonally protecting schemes had been 
used in synthesis of complex peptides (i.e., cyclic or branched) and for the 
construction of peptide libraries. The quasi-orthogonal protecting groups that 
have become widely accepted will be briefly mentioned below.

4.1. Temporary Protecting Groups

4.1.1. Tertiary-Butyloxycarbonyl (Boc)-Based Chemistry
The so-called “standard Merrifield” system is based on graduated acid lability 
(Fig. 32.2A). The acidolyzable “temporary” Boc group is stable to alkali and 
nucleophiles, and removed rapidly by inorganic and organic acids (10). Boc 
removal is usually carried out with TFA (20–50%) in DCM for 20–30 min, 
and, for special situations, HCl (4 N) in 1,4-dioxane for 35 min. Deprotection 
with neat (100%) TFA, which offers enhanced peptide-resin solvation com-
pared to TFA–DCM mixtures, proceeds in as little as 4 min (42,43). Following 
acidolysis, a rapid diffusion-controlled neutralization step with a tertiary 
amine, usually 5–10% triethylamine (Et3N) or N,N-diisopropylethylamine 
(DIEA) in DCM for 3–5 min, is interpolated to release the free Nα-amine. 
Alternatively, Boc-amino acids may be coupled without prior neutralization 
by using “in situ” neutralization, i.e., coupling in the presence of DIEA or 
N-methylmorpholine (NMM) (44,45). “Permanent” side-chain protecting 
groups are ether, ester, and urethane derivatives based on benzyl alcohol. 
Alternatively, ether and ester derivatives based on cyclopentyl or cyclohexyl 
alcohol are sometimes applied, as their use moderates certain side reactions. 
These “permanent” groups are sufficiently stable to repeated cycles of Boc 
removal, yet cleanly cleaved in the presence of appropriate scavengers by 
use of liquid anhydrous HF at 0°C or trimethylsilyl trifluoromethanesulfonate 
(TMSOTf)/TFA at 25°C. The phenylacetamidomethyl (PAM; for producing 
peptide acids) or 4-methylbenzhydrylamine (MBHA; for producing peptide 
amides) anchoring linkages have been designed to be cleaved at the same time 
(Fig. 32.3).

4.1.2. 9-Fluorenylmethoxycarbonyl (Fmoc)-Based Chemistry
The electron withdrawing fluorine ring system of the Fmoc group renders 
the lone hydrogen on the β-carbon very acidic, and therefore susceptible to 
removal by weak bases (46,47) (Fig. 32.2B). Following the abstraction of 
this acidic proton at the 9-position of the fluorine ring system, β-elimination 
proceeds to give a highly reactive dibenzofulvene intermediate (46–50). 
Dibenzofulvene can be trapped by excess amine cleavage agents to form stable 
adducts (46,47). The Fmoc group is, in general, rapidly removed by primary 
(i.e., cyclohexylamine and ethanolamine) and some secondary (i.e., piperidine 
and piperazine) amines, and slowly removed by tertiary (i.e., Et3N and DIEA) 
amines. Removal also occurs more rapidly in a relatively polar medium [DMF 
or N-methylpyrrolidone (NMP)] compared to a relatively nonpolar one (DCM). 
Removal of the Fmoc group is achieved usually with 20–55% piperidine in 
DMF or NMP for 10–18 min (51); piperidine in DCM is not recommended, as 
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an amine salt precipitates after relatively brief standing. Piperidine scavenges 
the liberated dibenzofulvene to form a fulvene-piperidine adduct. Two percent 
1,8-diazabicyclo[5.4.0]undec-7-ene (DBU)−DMF can also be used for Fmoc 
removal (52). This reagent is recommended for continuous-flow syntheses 
only, as the dibenzofulvene intermediate does not form an adduct with DBU 
and thus must be washed rapidly from the peptide-resin to avoid reattach-
ment of dibenzofulvene (52). However, a solution of DBU−piperidine−DMF 
(1:5:94) is effective for batch syntheses, as the piperidine component scav-
enges the dibenzofulvene (53,54). After Fmoc removal, the liberated Nα-amine 
of the peptide-resin is free and ready for immediate acylation without an inter-
vening neutralization step. “Permanent” protection compatible with Nα-Fmoc 
protection is provided primarily by ether, ester, and urethane derivatives based 
on tert-butanol. These derivatives are cleaved at the same time as appropriate 
anchoring linkages, by use of TFA at 25°C. Scavengers must be added to the 
TFA to trap the reactive carbocations that form under the acidolytic cleavage 
conditions. The TFA-labile 4-hydroxymethylphenoxy (HMP; for producing 
peptide acids), 2-chlorotrityl (for producing peptide acids), 5-(4-aminomethyl-
3,5-dimethoxyphenoxy)valeric acid (PAL; for producing peptide amides), or 
4-(2',4'-dimethoxyphenylaminomethyl)phenoxy (Rink amide) anchoring link-
ages are used in conjunction with Fmoc chemistry (Fig. 32.4).

4.2. Permanent Protecting Groups

Once the means for Nα-amino protection has been selected, compatible protec-
tion for the side-chains of trifunctional amino acids must be specified. These 
choices are made in the context of potential side reactions, which should be 
minimized. Problems may be anticipated either during the coupling steps or 
at the final deprotection/cleavage. For certain residues (e.g., Cys, Asp, Glu, 
and Lys), side-chain protection is absolutely essential, whereas for others, an 
informed decision should be made depending upon the length of the synthetic 
target and other considerations. Most solid-phase syntheses follow maximal 
rather than minimal protection strategies. As is clear from the preceding 

Fig. 32.3. Linker-resins for Boc SPPS
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discussion, the Boc and Fmoc groups have risen to the fore as the most widely 
used. Almost all of the useful Nα-Boc and Nα-Fmoc protected derivatives can 
be manufactured in bulk, and are found in the catalogues of the major suppliers 
of peptide synthesis chemicals. The most widely used “permanent” protecting 
groups for the trifunctional amino acids for Boc- and Fmoc-strategy have been 
listed in Table 32.1. A plethora of other Nα-amino protecting groups, some 
illustrating remarkably creative organic chemistry, have been proposed over 
the years (19,55). Chemistries relying on these protecting groups are beyond 
the scope of the present review.

4.2.1. Asp and Glu
The side-chain carboxyls of Asp and Glu are protected as benzyl (OBzl) 
esters for Boc chemistry and as tert-butyl (OtBu) esters for Fmoc chemistry. 
To minimize the imide/α → β rearrangement side reaction, Boc-Asp may be 
protected with either the 2-adamantyl (O-2-Ada) (56) or cyclohexyl (OcHex) 

Fig. 32.4. Linker-resins for Fmoc SPPS

Table 32.1. Recommended side-chain protecting groups for Boc and Fmoc 
SPPS.

 Boc chemistry Fmoc chemistry
Amino acid Side-chain protecting group Side-chain protecting group

Arg Tos Pbf

Asn Xan Trt

Asp OBzl, O-2-Ada, OcHx OtBu, O-1-Ada, OMpe

Cys Acm, Meb Acm, Trt

His Tos, Dnp Trt

Gln Xan Trt

Glu OBzl OtBu

Lys 2-ClZ Boc

Met Met(O) 

Ser/Thr Bzl tBu

Tyr 2,6-Cl2Bzl, 2-BrZ tBu

Trp CHO Boc
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(57) groups. Fmoc-Asp may be protected with the 1-adamantyl (O-1-Ada) 
group (56) or the extremely hindered Mpe (β-3-methylpent-3-yl) protecting 
group (58). The base-labile 9-fluorenylmethyl (OFm) group offers orthogonal 
side-chain protection for Boc-Asp/Glu (59–61), whereas the palladium-sensi-
tive allyl (OAl) group (62,63) offers orthogonal side-chain protection for both 
Boc- and Fmoc-Asp/Glu. The N-[1-(4,4,-dimethyl-2,6-dioxocyclohexylidene)-
3-methylbutyl]aminobenzyl (Dmab) group can be used for quasi-orthogonal 
protection of Asp during Fmoc chemistry, as Dmab is stable to 20% piperidine 
and can be removed selectively with 2% hydrazine in DMF (64).

4.2.2. Ser, Thr, and Tyr
The side-chain hydroxyls of Ser, Thr, and Tyr are protected as Bzl and tBu 
ethers for Boc and Fmoc SPPS, respectively. In strong acid, the Bzl protecting 
group blocking the Tyr phenol can migrate to the 3-position of the ring (65). 
This side reaction is decreased greatly when Tyr is protected by the 2,6-dichlo-
robenzyl (2,6-Cl2Bzl) (65) or 2-bromobenzyloxycarbonyl (2-BrZ) (66) group; 
consequently, the latter two derivatives are much preferred for Boc SPPS.

4.2.3. Lys
The ε-amino group of Lys is best protected by the 2-chlorobenzyloxycarbonyl 
(2-ClZ) or Fmoc group for Boc chemistry, and reciprocally by the Boc group 
for Fmoc chemistry. Orthogonal side-chain protection for both Boc- and 
Fmoc-Lys is provided by the palladium-sensitive allyloxycarbonyl (Aloc) 
group (63,67). In addition, 1-(4,4-dimethyl-2,6-dioxocyclohex-1-ylidene)ethyl 
(Dde) side-chain protection of Lys during Fmoc chemistry allows for selective 
deprotection with 2% hydrazine in DMF (68). Lys(Dde) has been successfully 
employed for the synthesis of branched peptides and peptide templates (68–
71). Partial loss of Dde moiety had been noted during the synthesis of long 
sequences (72), compromising the purity of the final product. Furthermore, 
Dde has also been reported to undergo intramolecular N → N migration, lead-
ing to scrambling of its position within the peptide chain. To avoid both side 
reactions, 1-(4,4-dimethyl-2,6-dioxocyclohexylidene)-3-methylbutyl (ivDde) 
has been introduced (72). The ivDde group is cleaved under the same condi-
tions as Dde group. Another selectively removable side-chain protecting group 
for Lys is 4-methyltrityl (Mtt), which is labile to 1% TFA−triisopropylsilane 
in DCM (73).

4.2.4. Arg
The highly basic trifunctional guanidino side-chain group of Arg may be 
protected by appropriate benzenesulfonyl derivatives, such as the 4-tolue-
nesulfonyl (Tos) or mesitylene-2-sulfonyl (Mts) groups in conjunction with 
Boc chemistry, and either 4-methoxy-2,3,6-trimethylbenzenesulfonyl (Mtr), 
2,2,5,7,8-pentamethylchroman-6-sulphonyl (Pmc), or 2,2,4,6,7-pentamethyl-
dihydro-benzofuran-5-sulfonyl (Pbf) with Fmoc chemistry. These groups most 
likely block the ω-nitrogen of Arg, and their relative acid lability is Pbf > Pmc 
> Mtr >> Mts > Tos (74–76).

4.2.5. His
Activated His derivatives are uniquely prone to racemization during stepwise 
SPPS, owing to an intramolecular abstraction of the proton on the optically 
active α-carbon by the imidazole π-nitrogen (77). Racemization could be 
suppressed by either reducing the basicity of the imidazole ring, or by blocking 
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the base directly (78). Consequently, His side-chain protecting groups can be 
categorized depending on whether the τ- or π-imidazole nitrogen is blocked. 
The Tos group blocks the Nτ of Boc-His, and is removed by strong acids. 
However, the Tos group is also lost prematurely during SPPS steps involving 
1-hydroxybenzotriazole (HOBt); this allows acylation or acetylation of the 
imidazole group, followed by chain termination owing to Nim → Nα-amino 
transfer of the acyl or acetyl group (79,80). Therefore, HOBt should never be 
used during couplings of amino acids once a His(Tos) residue has been incor-
porated into the peptide-resin (see Coupling Reactions). Boc-His(Tos) is cou-
pled efficiently using benzotriazol-1-yl-oxy-tris(dimethylamino)phosphonium 
hexafluorophosphate (BOP) (3 equiv) in the presence of DIEA (3 equiv); these 
conditions minimize racemization and avoid premature side-chain deprotec-
tion by HOBt (81). The 2,4-dinitrophenyl (Dnp) Nτ-protecting group has been 
used in Boc strategies as well. The advantages of the Dnp group for protection 
of His are that it is stable to almost all coupling conditions and couples bet-
ter than Boc-His(Tos) in some difficult sequences. The main drawback of the 
Dnp group is that is not cleaved by HF and TFMSA, and therefore a separate 
deprotection step is necessary. Final Dnp deblocking is best carried out at the 
peptide-resin level before the HF cleavage step, by use of thiophenol in DMF. 
The τ-nitrogen of Fmoc-His can be protected by the Boc and triphenylmethyl 
(Trt) groups. It has been shown that the Boc group was very effective at sup-
pressing racemization (15). Unexpectedly, His(Boc) was not completely stable 
to repetitive base treatment (82). The Trt group is completely stable to repeti-
tive piperidine treatment and is readily removed by 95% TFA. The Trt group 
reduces the basicity of the imidazole ring significantly (the pKa decreases 
from 6.2 to 4.7), although racemization is not eliminated completely when 
preformed symmetrical anhydride coupling methods are used (83). It is recom-
mended that the appropriate derivatives be coupled as preformed esters or in 
situ with carbodiimide in the presence of HOBt (78,83).

4.2.6. Asn and Gln
Although conditions are available for the safe incorporation of Asn and Gln 
with free side-chains during SPPS, there are compelling reasons for their 
protection. Side-chain protecting groups such as 9-xanthenyl (Xan) and Trt 
minimize the occurrence of dehydration (84–86) and pyroglutamate formation 
(10), and may also inhibit hydrogen bonding that otherwise leads to secondary 
structures, which substantially reduce coupling rates. In Fmoc synthesis, the 
Trt protected derivatives Fmoc-Asn(Trt)-OH and Fmoc-Gln(Trt)-OH are the 
most widely used (86,87). Since intramolecular cyclization of Gln to pyro-
glutamate is particularly problematic in the Boc strategy, Boc-Gln(Xan)-OH 
should be used.

4.2.7. Met
The thioether side-chain of Met survives cycles of Fmoc chemistry, but protec-
tion during Boc chemistry is often advisable. The reducible sulfoxide function 
is applied under these circumstances. Smooth deblocking of Met(O) occurs in 
20–25% HF in the presence of dimethylsulfide to prevent alkylation of Met.

4.2.8. Trp
There are two main reasons for Trp side-chain protection: oxidation of Trp 
during peptide synthesis and alkylation of the indole ring by carbonium ions 
generated during cleavage. The highly sensitive side-chain of Trp is best 
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protected by the Nin-formyl (CHO) and Nin-Boc groups for Boc and Fmoc 
chemistry, respectively. Trp(CHO) is deprotected at the peptide-resin level 
by treatment with piperidine−DMF (9:91), 0°C, 2 h, before HF cleavage (88). 
Boc side-chain protection of Trp is partially reduced to a carboxylate function 
during the TFA cleavage procedure thereby preventing alkylation, peptide 
re-attachment, or sulfonation. Complete deprotection occurs in aqueous solu-
tion (89,90). The efficacy of using Trp(Boc) in Fmoc synthesis has now been 
confirmed by a number of independent studies (91,92). The combination of 
Trp(Boc) and Arg(Pbf) seems to be optimal (91).

4.2.9. Cys
The most challenging residue to manage in peptide synthesis is Cys. 
Compatible with Boc chemistry are the 4-methylbenzyl (Meb), acetamid-
omethyl (Acm), tert-butylsulfenyl (StBu), and 9-fluorenylmethyl (Fm) β-thiol 
protecting groups; compatible with Fmoc chemistry are the Acm, StBu, Trt, 
and 2,4,6-trimethoxybenzyl (Tmob) groups. The most commonly used group 
in Fmoc chemistry is Trt because this group generates the free thiol upon 
deprotection with TFA. Both the Trt and Tmob groups have a tendency to form 
stable carbonium ions that can realkylate Cys (93,94) upon TFA treatment; 
therefore, effective carbonium ion scavengers are needed. The Meb group is 
optimized for removal by strong acid (65); Cys(Meb) residues may also be 
directly converted to the oxidized cystine (disulfide) form by thallium (III) 
trifluoroacetate [Tl(Tfa)3], although some cysteic acid forms at the same time. 
Cys(Fm) is stable to acid, and cleaved by base. The Acm group is acid- and 
base-stable and removed by mercuric (II) acetate, followed by treatment with 
H2S or excess mercaptans to free the β-thiol. Mercuric (II) acetate can modify 
Trp, and thus should be used in the presence of 50% acetic acid for Trp-con-
taining peptides (95). In multiple Cys(Acm)-containing peptides, mercuric (II) 
acetate may not be a completely effective removal reagent (96). Alternatively, 
Cys(Acm) residues are converted directly to disulfides by treatment with I2 or 
Tl(Tfa)3 on-resin (97,98). Finally, the acid-stable StBu group is removed by 
reduction with thiols or phosphines. Cys protecting group strategies have been 
described in detail (99).

5. Coupling Reactions

There are currently four major kinds of coupling techniques that serve well 
for the stepwise introduction of Nα-protected amino acids for solid-phase syn-
thesis. In the solid-phase mode, coupling reagents are used in excess to ensure 
that reactions reach completion. However the activating group or reaction has 
to be chosen carefully to achieve a very high coupling efficiency and at the 
same time avoid potential side reactions (22,100,101).

The classical example of an in situ coupling reagent is N,N'-dicyclohexyl-
carbodiimide (DCC) (102,103). The related N,N-diisopropylcarbodiimide 
(DIPCDI) is more convenient to use under some circumstances, as the result-
ant urea co-product is more soluble in DCM. The generality of carbodiim-
ide-mediated couplings is extended significantly by the use of HOBt as an 
additive, which accelerates carbodiimide-mediated couplings, suppresses 
racemization, and inhibits dehydration of the carboxamide side-chains of 
Asn and Gln to the corresponding nitriles (84,104,105). More recently, 



526 M. Cudic and G. B. Fields

protocols involving phosphonium and aminium/uronium salts of  benzotriazole 
derivatives have been introduced. Benzotriazol-1-yl-oxy-tris(dimethylam
ino)phosphonium hexafluorophosphate (BOP), 2-(1H-benzotriazol-1-yl)-
1,1,3,3-tetramethylaminium hexafluorophosphate (HBTU), 2-(1H-benzo-
triazol-1-yl)-1,1,3,3-tetramethylaminium tetrafluoroborate (TBTU), and 
O-(7-azabenzotriazol-1-yl)-1,1,3,3-tetramethylaminium hexafluorophosphate 
(HATU) have deservedly achieved popularity. Interestingly, X-ray crystallo-
graphic analysis has shown that the solid-state structures of HBTU and HATU 
are not tetramethyluronium salts, but guanidinium N-oxide isomers (106). 
They all require a tertiary amine such as NMM or DIEA for optimal effi-
ciency (45,107–114). HOBt has been reported to accelerate further the rates 
of BOP- and HBTU-mediated couplings (112,115). 2-(6-Chloro-1-H-benzo-
triazole-1-yl)-1,1,3,3-tetramethylaminium hexafluorophosphate (HCTU) is a 
novel aminium-based coupling reagent that gave superior results compared to 
TBTU in the synthesis of difficult peptides (100). The superiority of HATU 
and HCTU had been explained by formation of corresponding 7-azabenzot-
riazole (OAt) and 6-chloro-1-H-benzotriazole (6-ClOBt) esters that are more 
reactive than OBt esters (116). The main disadvantage of HATU is its high 
price, and therefore it is generally recommended for difficult couplings and 
long sequences. In situ activations by excess HBTU or TBTU can cap free 
amino groups (117,118); it is not known whether HOBt can suppress this 
side reaction. Acylations using BOP result in the liberation of the carcinogen 
hexamethylphosphoramide, which might limit its use in large scale work. The 
modified BOP reagent benzotriazole-1-yl-oxy-tris-pyrrolidinophosphonium 
hexafluorophosphate (PyBOP) liberates potentially less toxic by-products 
(119) and can be used in excess that is especially useful in cyclization steps or 
for the activation of hindered amino acids. Recently developed is also a new 
group of coupling reagents that are derived from organophosphorus esters, 
phosphate, or phosphinyl esters (120). 3-(Diethoxyphosphoryloxy)-3,4-dihy-
dro-4-oxo-1,2,3-benzotriazine (DepODhbt or DEPBT) has been successfully 
used in the synthesis of linear and cyclic peptides by both solution and solid-
phase methods with remarkable resistance to racemization. When DEPBT is 
used as a coupling reagent, it is not necessary to protect the hydroxyl group 
of the amino component (such as Tyr, Ser, and Thr) and the imidazole group 
in the case of His (121,122). Commonly used coupling reagents and additives 
are presented on Fig. 32.5.

A long-known but steadfast coupling method involves the use of active 
esters, such as pentafluorophenyl (OPfp), HOBt, 6-ClOBt and 3-hydroxy-
2,3-dihydro-4-oxo-benzotriazine (ODhbt) esters. Boc- and Fmoc-amino 
acid OPfp esters are prepared from DCC and pentafluorophenol (123–125) 
or pentafluorophenyl trifluoroacetate (126). Although OPfp esters alone 
couple slowly, the addition of HOBt (1–2 equiv) increases the reaction 
rate (127,128). Fmoc-Asn-OPfp allows for efficient incorporation of Asn 
with little side-chain dehydration (85). HOBt esters of Fmoc-amino acids 
are rapidly formed (with DIPCDI) and highly reactive (129,130), as are 
Boc-amino acid HOBt esters (131). Nα-protected amino acid ODhbt esters 
suppress racemization and are highly reactive, in similar fashion to HOBt 
esters (120,132).

Preformed symmetrical anhydrides (PSAs) are favored by some workers 
because of their high reactivity. They are generated in situ from the  corresponding 
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Fig. 32.5. Common coupling reagents and additives for SPPS

Fig. 32.6. General protocol for Boc SPPS
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Nα-protected amino acid (2 or 4 equiv) plus DCC (1 or 2 equiv) in DCM; 
 following removal of the urea by filtration, the solvent is exchanged to DMF 
for optimal couplings. The solubilities of some Fmoc-amino acids make PSAs 
a less than optimum activated species.

Fmoc-amino acid fluorides react rapidly under SPPS conditions in the pres-
ence of DIEA with very low levels of racemization (133,134). Fmoc-amino 
acid fluorides are an especially effective method for coupling to N-alkyl amino 
acids (135,136). These fluorides can be prepared and isolated by the reaction 
of the protected amino acid with cyanuric fluoride or (diethylamino)sulfur 
trifluoride (DAST), or generated in situ through the aminium reagent tetram-
ethylfluoroformamidinium hexafluorophosphate (TFFH) (137). Furthermore, 
anionic polyhydrogen fluoride additives such as benzyltriphenylphosphonium 
dihydrogen trifluoride (PTF) have been used successfully to obtain amino 
acid fluorides (138). Recommendations for coupling methods are included 
in Figs. 32.6 and 32.7.

6. Chemoselective Ligation

Regardless of the improvements in peptide-synthesis efficiency, stepwise 
SPPS protocols are most effective in producing up to 50-residue peptides. 
The recent introduction of chemoselective ligation has dramatically extended 
the reach of total chemical synthesis of proteins (2,4,5). The initial strategies 
resulted in the formation of thioester or oxime bonds between peptide frag-
ments. For example, reaction of a peptide bearing a C-terminal thioacid with 

Fig. 32.7. General protocol for Fmoc SPPS
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a peptide containing an N-terminal bromoacetyl group results in a synthetic 
protein product containing a thioester bond (139,140). This approach has 
been used to construct HIV-1 protease (139), a 4 α-helix TASP molecule 
(141), a folded β-sandwich fibronectin domain model (142), and a tethered 
dimer of HIV-1 protease (143). A convenient linker that produces C-terminal 
thioacids following Boc chemistry has been described (144). A variation of 
the thioester approach, in which a peptide C-terminal thiol (such as Cys) 
is reacted with an N-terminal bromoacetyl or maleimido peptide to form 
a thioether bond, has been used to construct linked cytoplasmic domains 
from the αIIbβ3 integrin (145), a β-meander TASP molecule (146), and a 
129-residue tripod protein (147). Linkers that produce C-terminal thiols have 
been described for both Boc (148) and Fmoc (149) chemistries. To prevent 
decomposition of thioester linkers during Fmoc syntheses, an Fmoc depro-
tection solution containing 1-methylpyrrolidine, hexamethyleneimine, and 
HOBt in NMP-DMSO (1:1) should be used (150). DBU in the presence of 
HOBt has been used successfully as well (151,152). Several other approaches 
have been directed toward stabilization of thioesters (153). More convenient 
use of chemoselective ligation has been achieved via “safety-catch” type 
handles (154–157), backbone amide linker (BAL) strategies (158,159), and 
standard linkers (PAM or HMBA) cleaved by a nucleophile in the presence 
of an organoaluminum Lewis acid catalyst (160,161). As an alternative to 
thioester and thioether bonds, peptides containing either aldehyde or 
N-terminal aminooxyacetyl groups can be ligated to form oxime bonds 
(162,163). An aldehyde containing peptide can also be ligated to a peptide 
containing a weak nucleophilic base, such as hydrazide, N-terminal Cys, or 
N-terminal Thr, to form a hydrazone, thiazolidine, and oxazolidine linkages, 
respectively (4,164–167).

Chemoselective ligation was made further attractive by “native chemical 
ligation,” in which an amide bond, rather than a thioester, thioether or oxime 
bond, is generated between fragments (168). A peptide bearing a C-terminal 
thioacid is converted to a 5-thio-2-nitrobenzoic acid ester and then reacted 
with a peptide bearing an N-terminal Cys residue. The initial thioester liga-
tion product undergoes spontaneous rearrangement, leading to an amide bond 
and the regeneration of the free sulfhydryl on Cys. The ligation strategy was 
further extended to make use of other thiol additives and their respective 
reactivities (169,170). The trityl-associated mercaptoproprionic acid-leucine 
(TAMPAL) resin allows for the convenient generation of any amino acid as 
a C-terminal thioester (171). Native chemical ligation can proceed intramo-
lecularly to create cyclized proteins (172,173). Conformationally assisted 
protein ligation, in which the C- and N-termini to be ligated are brought in 
close proximity via peptide folding, has been shown to eliminate the absolute 
need for an N-terminal Cys residue (174). Amide bonds can also be generated 
by chemoselective ligation methods that result in thiazolidine linkages via an 
O → N acyl shift to form hydroxymethyl-thiazolidine (175). Chemoselective 
ligation can be performed for multiple fragments (176,177), and in either the 
N → C or C → N direction in the solid-phase (178). A modular chemoselec-
tive ligation strategy was used for the synthesis of a covalently-linked dimer 
of cMyc and Max transcription factor b/HLH/Z domains (179). The individual 
cMyc and Max domains were assembled by native chemical ligation, and then 
linked via oxime bond formation.
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Recent advances in the ligation field include use of selenocysteine as a 
potential Ala surrogate (180,181), thioligation with a removable auxiliary 
(182–184), and the Staundiger ligation principle (185–189).

7. Cleavage and Side-Chain Deprotection

Boc SPPS is designed primarily for simultaneous cleavage of the peptide 
anchoring linkage and side-chain protecting groups with strong acid (HF or 
equivalent), whereas Fmoc SPPS is designed primarily to accomplish the same 
cleavages with moderate strength acid (TFA or equivalent). In each case, care-
ful attention to cleavage conditions (reagents, scavengers, temperature, and 
times) is necessary to minimize a variety of side reactions.

Treatment with HF simultaneously cleaves PAM and MBHA linkages and 
removes the side-chain protecting groups commonly applied in Boc chemistry 
(190). HF cleavages are always carried out in the presence of a carbonium ion 
scavenger, usually 10% anisole. For cleavages of Cys-containing peptides, 
further addition of 1.8% 4-thiocresol is recommended. TMSOTf/TFA has 
also been used for strong acid cleavage and deprotection reactions, which are 
accelerated by the presence of thioanisole as a “soft” nucleophile (191,192). 
TMSOTf (1M)−thioanisole (1M) in TFA (a.k.a. DEPROTM) efficiently cleaves 
PAM and MBHA linkages (192,193).

The combination of side-chain protecting groups, e.g., tBu (for Asp, Glu, 
Ser, Thr, and Tyr), Boc (for His and Lys), Tmob (for Cys), and Trt (for Asn, 
Cys, Gln, and His), and anchoring linkages, e.g., HMP or Rink amide, com-
monly used in Fmoc chemistry are simultaneously deprotected and cleaved by 
TFA. Such cleavage of tBu and Boc groups results in tert-butyl cations and 
tert-butyl trifluoroacetate formation (194–198). These species are responsible 
for tert-butylation of the indole ring of Trp, the thioether group of Met, and, 
to a very low degree (0.5–1.0%), the 3'-position of Tyr. Modifications can 
be minimized during TFA cleavage by utilizing effective tert-butyl scaven-
gers. The indole ring of Trp can be alkylated irreversibly by Mtr, Pmc, and 
Pbf groups from Arg (91,130,199–201), Tmob groups (85,86), and even by 
some TFA-labile ester and amide linkers (127,202–205). The extent of Pmc 
modification of Trp is dependent upon the distance between the Arg and Trp 
residues (206). Cleavage of the Pmc group may also result in O-sulfation of 
Ser, Thr, and Tyr (201,207). Three efficient cleavage “cocktails” for Mtr/
Pmc/Pbf/Tmob quenching, and preservation of Trp, Tyr, Ser, Thr, and Met 
integrity, are TFA−phenol−thioanisole−EDT−H2O (82.5:5:5:2.5:5) (reagent 
K) (200), TFA−thioanisole−EDT−anisole (90:5:3:2) (reagent R) (204), and 
TFA−phenol−H2O−triisopropylsilane (88:5:5:2) (reagent B) (208). The use 
of Boc side-chain protection of Trp also significantly reduces alkylation by 
Pmc/Pbf groups (91,92).

8. Side Reactions

Side reactions that occur during SPPS have been reviewed extensively 
(10,11,14–16,21). In general, side reactions can lead to racemized, deletion, 
truncated, terminated, modified, and/or oxidized peptides. The present discus-
sions focus on new approaches for alleviating well established side reactions.
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8.1. Diketopiperazine Formation

The free Nα-amino group of an anchored dipeptide is poised for a base-
catalyzed intramolecular attack of the C-terminal carbonyl (10,209,210). Base 
deprotection (Fmoc) or neutralization (Boc) can thus release a cyclic diketo-
piperazine while a hydroxymethyl-handle leaving group remains on the resin. 
With residues that can form cis peptide bonds, e.g., Gly, Pro, N-methylamino 
acids, or d-amino acids, in either the first or second position of the (C → N) 
synthesis, diketopiperazine formation can be substantial (210–212). For most 
other sequences, the problem can be adequately controlled. In Boc SPPS, the 
level of diketopiperazine formation can be suppressed either by removing the 
Boc group with HCl and coupling the NMM salt of the third Boc-amino acid 
without neutralization (44), or else by deprotecting the Boc group with TFA 
and coupling the third Boc-amino acid in situ using BOP, DIEA, and HOBt 
without neutralization (212). For susceptible sequences being addressed by 
Fmoc chemistry, the use of piperidine−DMF (1:1) deprotection for 5 min 
(210), or deprotection for 2 min with a 0.1M solution in DMF of tetrabutylam-
monium fluoride (“quenched” by MeOH) (213) has been recommended to 
minimize cyclization. Alternatively, the second and third amino acids may 
be coupled as a preformed Nα-protected-dipeptide, avoiding the diketopi-
perazine-inducing deprotection/neutralization at the second amino acid. The 
stearic hindrance of the 2-chlorotrityl linker may minimize diketopiperazine 
formation of susceptible sequences during Fmoc chemistry (214,215).

8.2. Aspartimide Formation

A sometimes serious side reaction with protected Asp residues involves an 
intramolecular elimination to form an aspartimide, which can then partition 
in water to the desired α-peptide and the undesired by-product with the chain 
growing from the β-carboxyl (10,57,216). Aspartimide formation is sequence 
dependent, with Asp(OBzl)-Gly, -Ser, -Thr, -Asn, and -Gln sequences show-
ing the greatest tendency to cyclize under basic conditions (216–218); the 
same sequences are also quite susceptible in strong acid (10,57,74). For mod-
els containing Asp(OBzl)-Gly, the rate and extent of aspartimide formation 
was substantial both in base (50% after 1–3 h treatment with Et3N or DIEA) 
and in strong acid (a typical value is 36% after 1-h treatment with HF at 
25°C). Aspartimide formation is minimized during Boc chemistry by using the 
Asp(OcHex) or Asp(O-2-Ada) derivative.

Sequences containing Asp(OtBu)-Gly are somewhat susceptible to base-
catalyzed aspartimide formation (11% after 4-h treatment with 20% piperidine 
in DMF) (218), but do not rearrange at all in acid (219). Piperidine catalysis of 
aspartimide formation from side-chain protected Asp residues can be rapid, and 
is dependent upon the side-chain protecting group. Treatment of Asp(OBzl)-
Gly, Asp(OcHex)-Gly, and Asp(OtBu)-Gly with 20% piperidine−DMF for 
4 h resulted in 100, 67.5, and 11% aspartimide formation, respectively (218), 
whereas treatment of Asp(OBzl)-Phe with 55% piperidine−DMF for 1 h 
resulted in 16% aspartimide formation (220). Sequence dependence studies 
of Asp(OtBu)-X peptides revealed that piperidine could induce aspartimide 
formation when X = Arg(Pmc), Asn(Trt), Asp(OtBu), Cys(Acm), Gly, Ser, 
Thr, and Thr(tBu) (221,222). Aspartimide formation can also be conformation 
dependent (223). This side-reaction can be minimized by including 0.1 m HOBt 
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in the piperidine (222) or piperazine (224) solution. However, only masking 
of the Asp-X amide bond via an amide backbone protecting group (i.e., 
2-hydroxy-4-methoxybenzyl; Hmb) for the residue in the X position offers 
complete protection (225,226).

8.3. Racemization of Cys Residues

C-terminal esterified (but not amidated) Cys residues are racemized by 
repeated piperidine deprotection treatments during Fmoc SPPS. Following 
4-h exposure to piperidine−DMF (1:4), the extent of racemization found was 
36% d-Cys from Cys(StBu), 12% d-Cys from Cys(Trt), and 9% d-Cys from 
Cys(Acm) (227). Racemization of esterified Cys(Trt) was reduced from 11.8% 
with 20% piperidine−DMF to only 2.6% with 1% DBU−DMF after 4 h treat-
ment (52,227). Several highly hindered bases such as 2,6-dimethyl pyridine, 
2,3,5,6-tetramethylpyridine, and 2,6-di-tert-butyl-4-(dimethylamino)pyridine 
have been successfully used in place of the usual DIEA or NMM to minimize 
cysteine racemization even with in situ coupling protocols and regardless 
of the thiol protecting group (228). Additionally, the steric hindrance of the 
2-chlorotrityl linker has been shown to minimize racemization of C-terminal 
Cys residues (229).

8.4. Interchain Association

Effective solvation of the peptide-resin is perhaps the most crucial condition 
for efficient chain assembly (230). Under proper solvent conditions, there is 
no decrease in synthetic efficiency up to 60 amino acid residues in Boc SPPS 
(231). The ability of the peptide-resin to swell increases with increasing pep-
tide length owing to a net decrease in free energy from solvation of the linear 
peptide chains (26). Therefore, there is no theoretical upper limit to efficient 
amino acid couplings, provided that proper solvation conditions exist (232). 
In practice, obtaining these conditions is not always straightforward. “Difficult 
couplings” during SPPS have been attributed to poor solvation of the growing 
chain by DCM. Infrared and NMR spectroscopies have shown that intermo-
lecular β-sheet aggregates are responsible for lowering coupling efficiencies 
(233–235). A scale of β-sheet structure-stabilizing potential has been devel-
oped for Boc-amino acid derivatives (236). Enhanced coupling efficiencies 
are seen upon the addition of polar solvents, such as DMF, TFE, and NMP 
(131,233,237–240). Chaotropic salts may be added to organic solvents to dis-
rupt β-sheet aggregates (241,242). Also, using a lower substitution level of the 
resin to minimize interchain crowding can improve the synthesis (243).

Aggregation also occurs in regions of apolar side-chain protecting groups, 
sometimes resulting in a collapsed gel structure (244,245). In cases where 
aggregation occurs owing to apolar side-chain protecting groups, increased 
solvent polarity may not be sufficient to disrupt the aggregate. A problem of 
Fmoc chemistry is that the lack of polar side-chain protecting groups could, 
during the course of an extended peptide synthesis, inhibit proper solvation of 
the peptide-resin (240,244,246). To alleviate this problem, the use of solvent 
mixtures containing both a polar and nonpolar component, such as THF−NMP 
(7:13) or TFE−DCM (1:4), is recommended (240). The addition of DMSO 
has been demonstrated to inhibit peptide aggregation to an even greater extent 
than DMF (247,248), or a solvent mixture containing detergents (249) can be 
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effective for disrupting such aggregates. The partial substitution or complete 
replacement of tBu-based side-chain protecting groups for carboxyl, hydroxyl, 
and amino side-chains by more polar groups would also aid peptide-resin 
solvation (240,244,246). The incorporation of reversible, amide backbone 
protecting groups, such as Hmb or 2-hydroxy-6-nitrobenzyl (Hnb), has been 
demonstrated to be an effective method for disrupting interchain aggregates 
and thus improving solvation and reaction conditions (250–252). The relative 
acyl transfer efficiency of the Hnb auxiliary is superior to the Hmb auxiliary, 
being even more pronounced between more sterically demanding amino acids. 
On-resin aggregation also has the potential to disrupt the rate of Fmoc deprotec-
tion. DBU was shown to be particularly effective in ensuring complete Fmoc-
deprotection during difficult peptide syntheses, although caution is required in 
the presence of Asp-X owing to potential aspartimide formation (52,253).

Microwave energy had been recently used to improve coupling rates of diffi-
cult sequences (254–257). A comparison of microwave and conventional heat-
ing shows that both provide excellent synthetic results for shorter sequences; 
however, a clear benefit of microwave irradiation for longer β-peptides has 
been documented (257).

Even though considerable advances in coupling methods, resin properties, 
and the choice of coupling solvents have been made, the problem of difficult 
sequences has not been eliminated. Consequently, the development of new or 
improved synthetic strategies to overcome this long-standing problem in SPPS 
remains a continuing goal.
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1. Introduction

Activation and clonal expansion of antigen-reactive B cells to mount an 
immune response is one of our body’s most important defenses against 
foreign materials. Each clone of B cells is able to secrete its own unique 
antibody, such that an invading pathogen will be countered by millions of 
antibodies capable of binding to different sites on its surface. Such a poly-
clonal response is ideal for our body’s defense. However, many  experimental 
and clinical situations require access to an unlimited supply of a single 
antibody with a clearly defined specificity and affinity; i.e., a monoclonal 
antibody.

In short, monoclonal antibodies are identical antibodies produced by 
hybridoma cell lines derived from fusion of a B cell with a tumor cell. 
Kohler and Milstein first described the technique of monoclonal antibody 
production in 1975, a process that has been put to use in a wide range 
of laboratory, clinical, and industrial applications (1). The importance of 
 monoclonal antibody production and the theories surrounding it earned 
them, the 1984 Nobel Prize in Physiology or Medicine. Monoclonal  antibodies 
have since become powerful tools in virtually every field of biological 
 sciences and medicine and are a major driving force in medical diagnostics, 
from over-the-counter home pregnancy tests to precise laboratory-based 
immunoassays. More recently, monoclonal antibodies have moved into the 
medical therapeutic field with products for treatment for various cancers and 
autoimmune diseases. Therapeutic monoclonal antibodies now represent one 
of the fastest growing areas of the pharmaceutical industry, with potential 
market capital of billions of dollars. To date, 19 therapeutic antibodies have 
been approved for clinical use by the FDA and over 150 antibodies are being 
tested in clinical trials (Table 33.1). The future applications of monoclonal 
antibodies are limitless. The following is a summary of antibody production 
and its therapeutic applications.
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Table 33.1. FDA-approved therapeutic monoclonal antibodies.

Year Name Type Target Major indication

1986 OKT 3/Muromonab-CD3 Murine CD3 Transplant rejection

1994 Reopro/Abciximab Chimeric GpIIb/gpIIIa Anticoagulation

1995 Panorex/Edrecolomab Chimeric CA17-1A Colorectal cancer

1997 Rotuxan/Rituximab Chimeric CD20 B-cell lymphoma

1997 Zenapax/Daclizumab Humanized CD25 Transplant rejection

1998 Remicade/Infliximab Chimeric TNF-alpha Autoimmune disorder

1998 Simulect/Basiliximab Chimeric CD25 Transplant rejection

1998 Snagis/Pavilizumab Humanized RSV RSV prophylaxis

1998 Herceptin/Trastuzumab Humanized Her2/neu Breast cancer

2000 Mylotarg/Gemtuzumab Humanized CD33 AML

2001 Campath/Alemtuzumab Humanized CD52 CLL

2002 Zevalin/Ibritumomab Murine CD20 B-cell lymphoma

2002 Humira/Adalimumab Human TNF-alpha Autoimmune disorder

2003 Bexxar/Tositumomab Murine-I-131 CD20 B-cell lymphoma

2003 Xolair/Omalizumab Humanized IgE Asthma and allergy

2003 Raptva/Efalizumab Humanized CD11a Psoriasis

2004 Erbitux/Cetuximab Chimeric EGFR Colorectal cancer

2004 Avastatin/Bevacizumab Humanized VEGF Solid tumor

2005 Tysabri/Natalizumab Humanized CD40 Multiple Sclerosis
TNF, tumor necrosis factor; RSV, respiratory syncytial virus; AML, acute myeloid leukemia; CLL, chronic lymphocytic leuke-
mia; EGFR, epidermal growth factor receptor; VEGF, vascular endothelial growth factor.

2. Production of Monoclonal Antibodies

Monoclonal antibodies are immunoglobulins secreted by a single clone of B 
cells with specificity for binding a particular epitope of an antigen. There are 
five classes of antibodies: IgA, IgD, IgE, IgG, and IgM (2). These antibody 
are heterogeneous molecules but share a common basic structure that deter-
mines their unique characteristics. IgG is the most used subtype of antibodies 
in diagnostics and medical treatment and comprises several distinct structural 
and functional domains (Fig. 33.1A). IgG is made up of two identical heavy 
chains (50–70 KD) and two identical light chains (25 KD) forming a Y-shaped 
structure. Each light chain is bound to a heavy chain and the two heavy 
chains are bound to each other through disulphide bonds. Light chains consist 
of one variable domain (VL) and a single constant domain (CL), whereas 
heavy chains comprise one variable domain (VH) and three constant domains 
(CH). Functionally, immunoglobulin is divided into two antigen-binding 
fragments (Fabs) and a constant (Fc) region, which are linked via a flexible 
hinge region. The VL and VH domains of Fabs bind antigens. Each V domain 
contains three regions with hypervariable sequences, which form loops that 
are primarily responsible for antigen recognition and are referred to as com-
plementarity determining regions (CDRs). The remaining V region is referred 
to as framework residues (FR). The Fc portion of the antibody mediates 
 effector functions, antibody-dependent cell-mediated cytotoxicity (ADCC), 
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and  complement-dependent cytotoxicity (CDC). In ADCC, antibodies bind to Fc 
receptors on the surface of effector cells—such as natural killer (NK) cells and 
macrophages—to trigger phagocytosis or lysis of the targeted cells. In CDC, 
antibodies kill the targeted cells by triggering the complement cascade.

The features that make antibodies attractive diagnostic and therapeutic 
tools are their high specificity and distinct structural and functional domains, 
which have facilitated recombinant protein engineering for the development 
of antibodies for different uses. Monoclonal antibody production originally 
employed only murine (rodent) systems, but the focus of development is now 
shifting to chimeric, humanized, and fully human antibodies. To meet the 
demand of constantly expanding diagnostic and therapeutic markets, func-
tional antibody fragments and antibodies that conjugate with enzymes, toxins, 
drugs, and radioactive isotopes have also been developed.

Fig. 33.1. Antibody molecule and its modifications: (A) immunoglobulin molecule, (B) Recombinant chimeric 
antibody, (C) recombinant humanized antibody, and (D) antibody fragments
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2.1. Murine Monoclonal Antibodies

As mentioned above, monoclonal antibodies are produced by B cells of a single 
clone and recognize a single epitope. Although these single clone B cells may 
produce hundreds of antibodies, all are identical in the epitope- binding region. 
However, B cells are mortal and will eventually die. Kohler and Milstein 
found that B cells can be immortalized by fusion with myeloma cells, forming 
hybridoma cells. The cells inherit immortality from their myeloma parent and 
the ability to secrete large amounts of a specific antibody from their B-cell 
parent. Hybridoma production involves several steps: 1) selection of the anti-
gen (an entire protein or peptide); 2) selection of an animal for immunization; 
3) immunization of the animal; 4) fusion of activated B cells with a myeloma 
cell line; and 5) screening for and cloning the hybridoma cell line (3). Only 
animals for which compatible myeloma cell lines are available for fusion may 
be used. Because most hybridoma cell lines are derived from BALB/C mice, 
mice are most commonly used as the B-cell donor to avoid histocompatibility 
problems when B cells are fused with a typical BALB/c myeloma cell line. 
Animals are injected with the antigen of interest or antigen/adjuvant mixtures 
to activate B cells, which are then collected from the spleen or lymph nodes. 
The activated B cells are fused with myeloma cells, and the hybridoma cells 
are selected by growing cells in medium supplemented with hypoxanthine, 
aminopterin, and thymidine (HAT). The cloning and selection of the specific 
hybridoma clone are done by limiting dilution technique and immunoassay. 
The production of monoclonal antibody using species other than murine fol-
lows the same principle.

2.2. Recombinant Monoclonal Antibodies

Because murine antibodies tend to elicit immune responses in humans, and 
insufficiently activate human effector functions, murine monoclonal antibod-
ies have been relatively unsuccessful as therapeutic reagents (4). These prob-
lems have been largely overcome by using recombinant techniques to avoid 
the human immune response while retaining antibody specificity, as described 
in the following.

2.2.1. Chimeric Monoclonal Antibodies
The first generation of recombinant monoclonal antibodies consisted of rodent-
derived variable domains fused to human constant (C) domains, because the 
C domains are the most immunogenic areas of antibodies (Fig. 33.1B) (5). 
Because the antigen-binding site of the antibody is localized within the V 
domain, replacement of murine C domains with human C domains would retain 
the antibody’s binding affinity for an antigen and largely mask the human 
immune response to a murine antibody. The presence of human C domains 
also allows more efficient human ADCC and CDC. Several chemotherapeutic 
agents, including rituximab (anti-CD20) and cetuximab (antiepidermal growth 
factor receptor [anti-EGFR]), were developed with this technique.

2.2.2. Humanized Monoclonal Antibodies
Procedures have been developed to humanize the variable domains, further 
reducing the murine content and immunogenicity of monoclonal antibod-
ies. The antigen-binding specificity of an antibody is mainly determined by 



Chapter 33 Monoclonal Antibodies 551

topography and the characteristics of its CDR surface, such as the conforma-
tion of the individual CDR and the nature of its amino acid side chains. Thus, 
transferring murine CDRs onto the variable domain of a human antibody 
can markedly decrease the immunogenicity of an antibody (Fig. 33.1C) (6). 
However, CDR grafting may not result in complete retention of antigen-binding 
properties. Analysis of unique human and murine immunoglobulin heavy- 
and light-chain variable domains revealed that the precise patterns of exposed 
residues in the framework differ between human and murine antibodies. Some 
framework residues from the murine antibody must be preserved in the 
humanized antibody if significant antigen-binding affinity is to be retained. 
To achieve the optimal human framework, human variable domains showing 
the greatest sequence homology to the murine variable domains are chosen 
from a database. This approach results in humanized monoclonal antibodies 
that retain the interior and contacting residues that affect their antigen-binding 
characteristics. This method involves computer modeling, polymerase chain 
reaction-based techniques, and site-directed mutagenesis. The process of CDR 
grafting has been successfully used to humanize many antibodies, including 
trastuzumab (anti-EGFR) and alemtuzumab (anti-CD52).

De-immunization technology targeting murine T-helper cell epitopes is 
another way to decrease the immunogenicity of the murine-derived mono-
clonal antibodies. T-helper cell epitopes are antibody sequences that bind to 
major histocompatibility (MHC) class II molecules and can be recognized 
by T-helper cells to trigger activation and differentiation of T cells, thereby 
inducing the human antimurine immune response. The de-immunization 
procedure involves identifying and removing murine T-helper cell binding 
epitopes from the antibody, with the assistance of computer prediction of 
sequence and mutagenesis (7,8).

2.2.3. Fully Human Antibodies
Despite the marked reduction of murine content, the unwanted immunogenic-
ity of humanized antibodies ranges from negligible to intolerable. The devel-
opment of fully human antibodies is the current trend and can be achieved by 
using human hybridomas, transgenic animals, and phage display of antibody 
libraries as described below (9–11).

With the successful cloning of human and murine immunoglobulin genes 
and the maturation of transgenic techniques, human immunoglobulins can 
now be produced in animals. Several strains of mice have had their mouse 
immunoglobulin loci replaced with human immunoglobulin genes (11,12). 
These transgenic mice produce structurally and functionally normal human 
antibodies. Cloning and production of these antibodies can be achieved by 
using usual hybridoma technology.

Production of human antibodies from phage libraries is a field of rapid 
growth (13). Briefly, human heavy chain and light chain messenger RNAs 
(mRNAs) are isolated from B cells of different sources, reverse transcribed 
to cDNA, amplified by PCR, and cloned and expressed on the surface of fila-
mentous bacteriophages. Single colonies expressing antigen-specific antibody 
can be identified by colony screening techniques with the mixture of antigen 
and phage libraries. Sources for these mRNAs include individuals who have 
been immunized with an antigen or exposed to an infectious agent, patients 
with an autoimmune disease or cancer, and even nonimmune human donors, 
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depending on the desired antibody targets. Adalimumab, a recombinant IgG1 
specific for tumor necrosis factor, is the first phage-display-derived human 
monoclonal antibody approved by the FDA.

2.2.4. Other Recombinant Antibodies
Because intact antibodies are relatively large molecules (about 150 kDa), 
diffusion through vascular walls and clearance from the blood stream are 
slow. Rapid development in the field of recombinant DNA technology has 
also allowed modification of antibodies or antibody fragments for diagnostic 
and therapeutic applications. Antibody fragments, biospecific antibodies, and 
antibodies conjugated with enzymes, drugs, and radioactive materials have 
become available and can be tailored to specific needs (Fig. 33.1D).

The Fc fragment of an antibody is not needed for cytokine inactivation, 
receptor blocking, or viral neutralization, and may cause unwanted effects. 
Therefore, it is removed from most antibodies used for such purposes. 
Proteolysis or recombinant engineering is usually used to yield the Fab frag-
ments. The smallest functional fragments of antibodies that bind to an antigen 
are Fv fragments (VH and LH), which comprise the CDR and FR regions. 
Joining VH and VL by a flexible peptide linker through recombinant technol-
ogy produces single-chain variable fragment (scFv) (14). The expression of 
a scFv is possible and more practical, using a microbial expression system. 
The pharmacokinetics of such fragments appears to be better, especially in 
penetrating tissue. Shortening the linker between the VH and LH of an scFv 
increases intermolecular complexes of VL and VH, resulting in diabodies 
(15). Triabodies and tetrabodies can also be produced by further reducing the 
linker length (16). The scFv can be fused to constant domains such as CH3 to 
form minibodies (17). The generation of bispecific antibodies by fusing two 
different scFvs is now possible and may provide powerful and more specific 
therapeutic agents. Indeed, a bispecific antibody (CD30:CD16) has been 
demonstrated to induce marked regression of xeno-transplanted Hodgkin’s 
lymphoma in mice because of recruitment of CD16-positive NK cells to 
CD30-positive lymphoma cells (18). Antibodies or antibody fragments tagged 
with toxin (rituximab/saporin-S6 and Ki-3[scFv]-ETA), drug (gemtuzumab 
ozogamicin), and radioactive material (131I-tositumomab) have also been 
developed to effect greater cytotoxicity in the treatment of cancer and have 
been widely successful (19,20).

3. Therapeutic Application of Monoclonal Antibodies

Next to vaccines, therapeutic monoclonal antibodies are the most significant 
class of biopharmaceuticals being investigated in recent clinical trials. The 
FDA has approved 19 monoclonal antibodies for clinical use to date (Table 
33.1), primarily in the areas of oncologic and autoimmune disorders. Although 
chemotherapy remains one of the major tools in combating cancers, tumor cell 
resistance and toxic effects on normal tissues often prevent or limit the use of 
these cytotoxic chemicals. Thus, the concept of targeted therapy for patients 
with cancer has intrigued researchers for years. Monoclonal antibody-based 
immunotherapy has now been used to treat thousands of cancer patients, and 
its use for treatment of transplant rejection and infectious diseases is also 
under intensive study.
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Two main classes of monoclonal antibodies have been developed for clini-
cal use: unconjugated “naked” antibodies and antibodies conjugated to a drug, 
a toxin, or a radioisotope. Examples of applications of selected antibodies are 
described in the following sections.

3.1. Cetuximab (Erbitux) in Colorectal Cancer

The EGFR family consists of four transmembrane receptors, including Her-1 
(erbB-1), Her-2 (erbB-2), Her-3 (erbB-3), and Her-4 (erbB-4) (21,22). The 
EGFR Her-1/erbB-1 comprises three major functional domains: an extracel-
lular ligand-binding domain, a transmembrane domain, and a cytoplasmic 
tyrosine kinase domain. Binding of ligands activates the cytoplasmic tyrosine 
kinase of EGFR, causing autophosphorylation of the EGFR tyrosine residue 
in the cytoplasm. Autophosphorylation initiates a cascade of intracellular 
signaling transduction, which includes components of the Ras mitogen acti-
vated protein kinase (MAPK) and downstream protein kinase C and phos-
pholipase D pathways. Activation of EGFR stimulates tumor growth and 
progression, including the promotion of proliferation, angiogenesis, inva-
sion, and metastasis, and inhibition of apoptosis (23,24). Overexpression 
and dysregulation of EGFR have been found in many human malignancies, 
most notably in the colon/rectum but also in the bladder, brain, breast, cer-
vix, esophagus, lungs, ovaries, pancreas, and kidneys (25,26). Cetuximab, a 
chimeric monoclonal antibody, binds EGFR and inhibits signal transduction, 
thereby inhibiting cell growth and inducing apoptosis. Cetuximab is used in 
association with chemotherapy or as single agent in the treatment of patients 
with EGFR-expressing colorectal cancer who cannot tolerate chemotherapy 
(27). The use of cetuximab as a monotherapy produced an overall response 
rate of approx 10% in these patients, with a disease control rate of 32% (27, 
28). It generated even better results when combined with chemotherapy, 
with a response rate of 23% and disease control in 56% of patients (28). 
Many clinical trials are also underway to evaluate the effect of cetuximab in 
other cancers, including head and neck cancer, nonsmall-cell lung cancer, 
and pancreatic cancer (29).

3.2. Trastuzumab (Herceptin) in Breast Cancer

Her-2 is another tyrosine kinase and belongs to the EGFR family (21). In 
transgenic mouse models, overexpression of Her-2 in the mammary glands 
causes breast cancer. Her-2 is overexpressed in 23–30% of breast cancers 
in humans (30), and tumors that overexpress Her-2 are more aggressive and 
carry a poor prognosis. Tumor Her-2 status is determined with examination 
of formalin-fixed paraffin-embedded tumor tissues by immunohistochemistry 
or fluorescence in situ hybridization (FISH). Tumors with high-level expres-
sion (3+ by immunohistochemistry) or shown to be positive by FISH assays 
are considered Her-2-positive (31). Trastuzumab, a humanized anti-Her-2 
monoclonal antibody containing 95% human and 5% murine amino acids 
(32), binds specifically to the extracellular domain of Her-2. The mechanisms 
of action are multiple and only partially established. Upon binding its antigen, 
trastuzumab blocks signal transduction, induces apoptosis, inhibits expression of 
the vascular endothelial growth factor—a central player of tumor  angiogenesis—
and induces an immune cytotoxic response (33,34). Trastuzumab alone, as a 
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first-line treatment produces clinical response rates of 26%; the integration of 
trastuzumab with chemotherapy can increase this rate to 63% to 79% (35). 
Trastuzumab-containing regimens are first-line therapy for life-threatening 
disease. Trastuzumab is also indicated as first-line therapy in Her-2-positive 
and hormone receptor-negative cases. For patients with hormone receptor-
positive tumors whose disease is nonlife threatening, hormone therapy is con-
sidered as an initial treatment and may be switched to trastuzumab-containing 
regimens if the disease progresses.

3.3. Bevacizumab (Avastatin) in Colorectal Cancer 
and Macular Degeneration

The role of vascular endothelial growth factor (VEGF) in angiogenesis has 
long been established (36). It is also secreted by tumors to stimulate new blood 
vessel formation and thus facilitates tumor growth. VEGF is overexpressed in 
many tumors, including colorectal cancers and renal cell carcinoma, which 
are particularly rich in vessels. This finding led to trials of bevacizumab, an 
anti-VDGF humanized antibody, in colorectal cancer and eventual approval by 
the FDA (37). Binding of bevacizumab to its antigen blocks binding of VEGF 
to its receptor, thus inhibiting endothelial cell proliferation and growth of the 
new vasculature supplying tumor cells. Anti-VEGF therapy in combination 
with chemotherapy or radiation has shown greater antitumor effects than either 
treatment alone (38,39). Bevacizumab in combination with chemotherapy is 
indicated for first-line treatment of metastatic colorectal carcinoma (37). This 
antibody is being investigated in clinical trials for other solid tumors such as 
nonsmall cell lung cancer, renal cell carcinoma, metastatic breast cancer, and 
hematologic malignancies (38).

Bevacizumab has also proved effective in the treatment of age-related mac-
ular degeneration (40). Intravitreal administration of this anti-VEGF antibody 
demonstrated beneficial morphologic and functional effects, including resolu-
tion of macular edema, subretinal fluid, and pigment epithelial detachment. 
Patients who received treatment had improved visual acuity, decreased retinal 
thickness, and reduced angiographic leakage, owing to the antineovasculature 
function of bevacizumab.

3.4. Rituximab (Rituxan) in B-Cell Lymphomas, Leukemias, 
and Autoimmune Disorders

Patients with hematologic malignancies have benefited most from the 
advances in cancer treatment over the past several decades. Lymphoma and 
leukemia are the most common indications for monoclonal antibody-based 
therapy, owing to the accessibility of tumor cells to this “magic bullet.”

Rituxan, a chimeric anti-CD20 antibody, was the first antibody approved for 
clinical use in hematopoietic tumors (41,42). CD20 is expressed on mature B 
cells and up to 95% of B cell non-Hodgkin lymphomas, but is generally absent 
from stem cells and plasma cells. The function of CD20 is still controversial, 
but it is thought to regulate the cell cycle through calcium channel regulation 
in the cell membrane. Binding of rituximab by CD20 on cell surfaces triggers 
cell death directly through apoptosis and also by stimulating an immune reaction 
against the cells by ADCC and CDC (43).
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Rituximab exhibits activity against a range of B cell malignancies, including 
large-cell lymphoma, follicular lymphoma, mantle cell lymphoma, small lym-
phocytic lymphoma, and post-transplant lymphoproliferative disorder. It exerts 
a beneficial effect when used either simultaneously or sequentially with chemo-
therapy. Combination chemotherapy such as CHOP and rituximab is now the 
standard of care in cases of diffuse large B cell lymphoma, after a seminal 
trial showed that this combination leads to better overall survival relative to 
CHOP alone (44). The use of rituximab has also been demonstrated in indolent 
lymphomas such as follicular lymphoma and small lymphocytic lymphomas, 
which are primarily incurable except for some patients treated with bone mar-
row transplant (45,46). Patients with lymphomas may have an initial response 
to standard chemotherapy, but most develop resistance. The addition of rituxi-
mab has increased the cure rate and improved the survival of such patients. 
Rituximab is becoming one of the most active single agents in the treatment 
of indolent B cell lymphomas and can be given as maintenance therapy after 
clinical remission following chemotherapy (47). It selectively kills malignant 
cells and normal B cells expressing CD20, without toxicity to any other cells, 
and lacks dose-limiting toxicity and has not demonstrated overlapping toxicity 
with chemotherapy. An emerging and promising strategy is the combination of 
rituximab with immune modulators such as interferons and interleukins (48).

After the success of rituximab, researchers realized that the CD20 antigen 
is a good target for lymphoid malignancies. Monoclonal antibodies against 
CD20 can be used as vectors to deliver radioactive substances to kill CD20-
positive tumor cells and surrounding tumor cells that do not express CD20. 
Ibritumomab and tositumomab, two radioactive anti-CD20 conjugates, have 
been approved by the FDA to treat CD20-positive lymphomas that do not 
respond adequately to rituximab.

In addition to B-cell malignancies, rituximab has also shown effect in 
several other disease states. Because of its activity against normal B cells, 
rituximab has been used effectively in autoimmune disorders such as rheuma-
toid arthritis and systemic lupus erythematosus (SLE), and even in cases of 
thrombocytopenic purpura and aplastic anemia.

The important role of B cells in the pathogenesis and development of 
autoimmune and inflammatory disorders has long been recognized (49). They 
act as antigen-presenting cells, stimulate autoaggressive T cells, produce 
inflammatory cytokines and autoantibody (which may initiate inflammatory 
reactions), and form antigen-antibody immune complex deposits. Addition of 
rituximab to methotrexate significantly reduces clinical signs and symptoms 
of rheumatoid arthritis patients and produces better American College of 
Rheumatology responses than methotrexate alone (50). Treatment of refrac-
tory SLE has been difficult and the results are usually poor. Rituximab reduces 
inflammatory variables and clinical symptoms, and is suggested to be an effec-
tive maintenance therapy (51). Anti-CD20 therapy has also been applied to the 
management of chronic immune thrombocytopenia purpura, aplastic anemia, 
and refractory polymyositis and dermatomyositis (52–54).

3.5. Alemtuzumab (Campath 1H) in Chronic Lymphocytic Leukemia

CD52 is a glycoprotein present on approximately 95% of all normal human 
B and T cells, monocytes, and macrophages, as well as most B cell and T cell 
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lymphomas, but not on erythrocytes, neutrophils, platelets, or hematopoietic 
stem cells (55). The precise function of CD52 is not clear. Alemtuzumab, an 
anti-CD52 monoclonal antibody, is approved by the FDA for treatment of 
chronic lymphocytic leukemia (CLL), the most common lymphocytic leukemia 
(56,57). Alemtuzumab appears to work through ADC and ADCC. As a single 
agent, it showed response rates between 33% and 57% (58). Rapid elimination 
of CLL cells in the peripheral blood was seen in 97% of CLL patients, whereas 
CLL cells in lymph nodes seem more resistant to this treatment. Alemtuzumab 
has also been used in combination with rituximab in cases of CLL that do 
not respond to conventional therapy (i.e., refractory cases). This combination 
led to a 63% response rate in patients with refractory CLL (59). In addition, 
Alemtuzumab has been used to treat follicular lymphomas, Waldenstrom’s 
macroglobinemia, and mycosis fungoides. Because of its ability to deplete T 
cells, alemtuzumab has been used successfully to prevent graft-versus-host 
disease (GVHD) following bone marrow transplantation (60).

3.6. Gemtuzumab Ozogamicin (Myelotarg) in Acute Myeloid 
Leukemia

Acute myeloid leukemia (AML) is the most common type of acute leukemia 
in adults. Although most AML patients will achieve remission after chemo-
therapy, many eventually relapse. Because most patients are seniors and otherwise 
ill, targeted therapy with limited side effects is desirable.

CD33 is a transmembrane glycoprotein expressed in the maturing myeloid 
cells and myeloblasts of most AML patients (61). It is not expressed in pluripo-
tent stem cells; therefore, killing of CD33 positive cells would not affect stem 
cell function. Unconjugated antibodies and antibodies conjugated with radio-
active materials, toxins, and synthetic drugs have been used in attempts at tar-
geted killing of CD33-positive cells. The most clinically successful approach 
so far has been a humanized anti-CD33 antibody conjugated with antibiotic 
calicheamicin (i.e., gemtuzumab ozogamicin), which has been approved by 
the FDA for treatment of CD33-positive AML in patients during first relapse 
who are not candidates for other chemotherapy or who are older than 60 years 
of age (62). Binding of gemtuzumab ozogamicin to CD33 forms a complex 
that is internalized; the release of conjugated calicheamicin then leads to cell 
death. In clinical trials, gemtuzumab ozogamicin therapy led to superior overall 
response rates relative to combination chemotherapy (63,64).

3.7. Muromonab (OKT-3) in Transplant Rejection

Organ transplantation has become a treatment option for most end-stage dis-
eases of the kidneys, heart, liver, and lungs, but transplant rejection is an ever-
present concern. With the discovery that rejection is mainly caused by killing 
of target cells in the transplanted organ by host cytotoxic T cells, CD3 was 
identified as a potential target for the treatment of transplant rejection. CD3 
is a transmembrane protein that participates in antigen binding by the T cell 
receptor (TCR) and mediates T cell activation. It is expressed by most T cells, 
with the exception of T cell precursors.

OKT-3, a murine monoclonal antibody against CD3 antigen, is the first 
monoclonal antibody approved for clinical use by the FDA (65,66). It appears to 
interact with CD3/TCR, inducing TCR internalization and reducing  interaction 
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with the antigen. OKT-3 coats circulating T cells, facilitating their removal from 
circulation by the reticuloendothelial system. OKT-3 also induces apoptosis of 
T cells, thus limiting their ability to cause an alloimmune response. The use 
of OKT-3 in organ transplantation has increased owing to its ability to reverse 
allograft rejection. The majority of studies conducted have been in patients with 
renal transplantation, but promising results have also been demonstrated in liver 
and heart transplantation. OKT-3 showed a reversal rate of up to 90% when used 
as the primary rejection treatment for renal transplant, superior to conventional 
therapy (66). This agent is also useful in acute and resistant rejection after 
liver transplantation (67). Rejection of heart transplants was also successfully 
reversed by OKT-3 in several studies (68).

3.8. Adalimumab (Humira) in Rheumatoid Arthritis

Adalimumab, the only fully human monoclonal antibody FDA-approved 
for treatment of autoimmune diseases such as rheumatoid arthritis, is an 
antibody against tumor necrosis factor alpha (69). Adalimumab works by 
binding to TNF-alpha and blocking its reaction with the TNF receptor. Thus, 
adalimumab downregulates expression of other pro-inflammatory cytokines 
such as IL-6 and granulocyte-macrophage colony stimulating factor (GM-
CSF). This antibody can also lyse target cells in the presence of complement. 
Because adalimumab is a human antibody, it has a long half-life and low 
immunogenicity. Patients receiving adalimumab showed significantly less 
joint damage than those receiving placebo (70). Adalimumab also signifi-
cantly reduces symptoms and signs of rheumatoid arthritis, improving function 
and quality of life. Adalimumab has proven efficacy as a monotherapy or in 
combination with methotrexate or pre-existing therapy.

3.9. Pavilizumab in Respiratory Syncytial Virus Infection

Antibody-containing sera from humans or animals have been widely used for 
prophylaxis and therapy of viral and bacterial diseases. Respiratory syncytial 
virus (RSV) infects almost all children by early childhood. During the 1990s, 
9000 children each year in the United States will require hospitalization for 
RSV infection, 2% of whom will die (71). Prematurely born infants and those 
with congenital diseases have the greatest risk of RSV infection and have 
more severe consequences than do otherwise healthy infants. Palivizumab, a 
humanized monoclonal RSV antibody, has been demonstrated to significantly 
reduce hospital admissions and was recommended as an immunoprophylactic 
agent. It is the only agent currently approved by the FDA for prevention of 
RSV infections in high-risk infants (72).
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1. Introduction

Antibodies now constitute an indispensable tool for research across all areas 
of biomedicine and the life sciences. Whilst polyclonal antibodies from the 
serum of an immunized animal remain in widespread use, there is little doubt 
that monoclonal reagents have significant benefits. Foremost is their recogni-
tion of just a single feature (epitope) of the biomolecule of interest (the target 
or antigen). The conformation of the epitope as recognized by an antibody is 
of more than academic interest. Linear epitopes—for example, a contiguous 
stretch of amino acids on a protein antigen—are likely to be bound success-
fully by an antibody providing they are accessible. These features can be 
perturbed by chemical modification, but they are more likely to be recognized 
by the antibody after sample preparation (e.g., denaturation in the prepara-
tion of samples for a Western blot, or tissue sample for immunohistochemical 
analysis) than epitopes that are formed through folding of the target (e.g., con-
formational epitopes). These considerations may govern whether an antibody 
will recognize its target in the intended area of application.

1.1. Monoclonal Antibodies from Hybridomas

For around 30 yr, the hybridoma methods of Kohler and Milstein (1) have 
served as a general method for the production of monoclonal antibodies. The 
methods are based upon the immortalization of single B lymphocytes taken 
from a donor and immortalization by fusion with a myeloma cell line. When 
working with laboratory animals, the B-cell donor must be hyperimmunized 
with the antigen of interest to ensure that a high proportion of splenic lym-
phocytes are synthesizing antibody against the intended target. At least in 
principle, B cells specific for the antigen could be selected before fusion, but 
in practice this is rarely done. After cell fusion, selection for hybridomas is 
carried out with drugs that block nucleotide synthesis and salvage; surviving 
lines are cloned and screened for the synthesis of antibody against the antigen 
of interest. The system works well but is it labor-intensive and it is difficult 
to control the precise specificity of antibodies that emerge from screening. 
More fundamental limitations also exist. Because this method of monoclonal 

34
Antibody Phage Display

Rob Aitken

From: Molecular Biomethods Handbook, 2nd Edition.
Edited by: J. M. Walker and R. Rapley © Humana Press, Totowa, NJ

563



564 R. Aitken

antibody production is founded upon immunization of a donor animal, problems 
arise in generating antibodies against self antigens (e.g., cell surface markers) 
or proteins of conserved sequence (e.g., proteins that a near identical between 
mice and humans). Molecules that are poorly immunogenic because of their 
structure (e.g., carbohydrates) are similarly problematic, and when mixtures 
of antigens are used for immunization, the host response is naturally biased to 
those antigens that are present in highest concentration or are most immuno-
genic to the host immune system. The method has obvious limitations when 
toxic molecules are the focus of interest. In a project with periodic or unpre-
dictable requirements for monoclonal antibodies, immunization, fusion and 
screening must be carried out each time a new reagent is required. This has 
obvious cost and time implications.

1.2. Antigen-Binding Fragments

Over the past 15 yr, technologies have been developed that open up completely 
different avenues for the production of monoclonal antibodies. These methods 
are founded upon several conceptually simple principles but throughout, are 
recombinant in their philosophy. This route to monoclonal antibody isolation 
does not employ full-length antibodies as would be produced by the mam-
malian immune system – these can be constructed at a later stage if required 
– but instead works with antigen-binding fragments. Typically, these are Fab 
fragments or single-chain Fv fragments (scFv) (Fig. 34.1). The modest size of 
these proteins (55 kDa (Fab) and 30 kDa (scFv) versus 150 kDa for a full-length 
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Fig. 34.1. Structure of full-length antibodies and antigen-binding fragments. Domains 
in the heavy (shaded) and light chain (open) components of these proteins are indi-
cated. In the full-length structure, lines between the CH1 and CH2 domains indicate 
the hinge region of the immunoglobulin. The double connecting line in this region 
indicates disulphide bonds. In the scFv structure, the free-form line indicates a linker 
peptide extending from the carboxyl terminus of the VH domain to the amino terminus 
of the VL component
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antibody such as IgG) makes possible their routine expression in bacteria. It 
is important to note however that these fragments retain the ability to interact 
with antigen, potentially with high affinity.

Fab fragments are conventially produced by proteolytic digestion of full-
length antibodies using papain. Cleavage of the antibody in the flexible 
hinge region releases a monovalent antigen-binding fragment comprising the 
immunoglobulin light chain and the VH and CH1 domains of the heavy chain 
(Fig. 34.1). Fabs thus retain the original immunoglobulin’s (Ig) capacity to 
recognize antigen and the constituent chains are held together by the natural 
forces of association.

In contrast, there is no natural equivalent of the scFv protein. The interac-
tions between the VH and VL domains impart some stability but tethering 
through a flexible linker enhances this considerably (2,3). Translation as a 
single protein also enables the construction of simple expression systems for 
synthesis in bacteria. The construction of scFvs from antibodies often retains 
high affinity for the original antigen.

1.3. Aims of This Chapter

The objectives of this chapter are to explain how these antibody fragments 
can be constructed through molecular biology and how proteins that possess 
the ability to bind a biomolecule of interest can be conveniently isolated. It 
is significant that these goals can be accomplished quicker and with greater 
control than by application of hybridoma methods. The technology is also 
less prone to the constraints indicated above because the selection process 
takes place in vitro.

2. Methods

2.1. Overview of Antibody Phage Display

The generation of monoclonal, antigen-specific Fabs and scFvs by recom-
binant methods bears very little relation to conventional hybridoma technology. 
At the outset, a large library of antigen-binding fragments must be generated. 
Whilst the material for library construction can be sourced from the lymphoid 
tissues of animals or human subjects, entirely synthetic libraries have become 
popular (4–6) and have many advantages that are discussed below. Whatever 
its origin, the library is formed in a bacteriophage system so that each virus 
within the collection possesses at its surface an antibody fragment with 
the potential to bind to antigen, and carries within its capsid the coding 
sequence for that Ig (7,8) (Fig. 34.2). This linkage of phenotype (the ability 
to interact with a target molecule) and genotype (the coding sequence for the 
antigen-binding protein) is crucial for what follows.

Numerous options exist to extract clones from these phage libraries that 
have the ability to interact with a target molecule. Note that as libraries can be 
generated from nonimmunized biological sources or through synthetic means, 
the term “antigen” can become meaningless and “target” describes better 
the molecule against which antibodies are to be sought. In its simplest form, 
 selection involves coating a plastic surface with the target molecule, and then 
application of the viral library (8). Those phage that display antibody fragments 
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with affinity for the coated surface become immobilized on the surface; others 
can be washed away. Recoveries are typically low at this stage of selection so 
the phage are recovered from the surface, infected into bacteria and thereby 
replicated to much higher numbers. Through repeated rounds of selection, 
recovery and amplification, target-binding clones are recovered from the 
library and enriched for those that are favored by the conditions of selection.

At this stage, the antibody fragments are present at the surface of the virus, 
expressed as fusions to one or other of the components of the viral capsid. This 
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Fig. 34.2. The basis to scFv phage display. The components of a typical scFv phage 
display vector are shown at the top of the Figure with the organization of the soluble 
recombinant antibody product shown beneath. The domains of the scFv are labeled, 
the free-form line indicating the linker peptide extending from the carboxyl terminus 
of the VH domain to the amino terminus of the VL component. The foot of the Figure 
shows the schematic structure of a phage particle carrying the phagemid vector within 
the viral capsid (heavy line). The phage particle carries five copies of pIII (light shading) 
some of which are scFv-pIII fusion proteins (magnified section)
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is essential if the antibody is to be displayed at the phage surface. Through 
simple manipulation, antibody fragment can also be expressed as an independent, 
freely soluble protein. Guided by a leader peptide (Fig. 34.2), the protein is 
then exported and released into the bacterial periplasm where folding – assem-
bly in the case of Fab fragments – takes place (9,10). Many vectors encode 
peptide tags to enable purification (e.g., histidine repeats) and detection (e.g., 
c-myc, Flag) of the translation product (Fig. 34.2).

The characterization of viral clones recovered by phage display can take 
a number of paths. Firstly, immunoassay with either virus (“phage ELISA”) 
or the individual protein (“soluble protein ELISA”) can confirm the specifi-
city of an antibody fragment for the target. The natural extension of these 
experiments is into Western blotting, epitope mapping and the determination 
of affinity through surface plasmon resonance. By sequencing the reading 
frame, the antibody fragment can be further characterized to determine the 
diversity of clones recovered. Purification of soluble antibody enables the 
biological properties of the protein to be assessed (e.g., seeking the ability 
of the antibody fragment to inhibit the action of the target molecule or proc-
esses in which it is involved). Adaptation of the antibody fragment can take 
many forms. The natural biological activity of a full length antibody can be 
restored by recloning the coding sequences into a mammalian expression 
vector that carries the antibody constant domains (11,12). The capacity of 
the fragment to bind to target can be harnessed by creating fusions with 
reporters (e.g., to locate the target molecule in cells (13)), enzymes (e.g., for 
immunoassays for the target molecule (14)) or bioactive agents (e.g., toxin 
fusions enable specific elimination of defined populations of cells in vitro 
or in vivo (15)). With such a range of options, it is little wonder that phage 
display and recombinant antibody technology has rapidly become a popular 
experimental technique.

2.2. Library Construction

The flexibility of phage display as a method for the generation of monoclonal 
reagents becomes apparent even at the earliest stage of a project. Because of 
this flexibility, it is important for the investigator to be clear about experi-
mental goals and the wider context of the project so that the most appropriate 
options are exercised. For many projects, a monoclonal reagent is simply 
required for detection of a biomolecule or for assessment of the function of 
this target in vitro or in vivo. If this is the case and the format (Fab or scFv) 
of the monoclonal reagent is not of great importance, then it many be possible 
to acquire a library from external sources and the time and costs of library 
construction may be avoided.

If the aim is to use phage display to learn more about the nature of the 
immune response in a patient or high affinity antibodies are required that have 
been matured by the response in vivo, the necessity for library generation 
from that patient, or from a hyperimmunized experimental animal becomes 
essential.

2.2.1. Source of Material
The construction of a custom library takes as its starting point, cDNA from 
an appropriate biological source that contains a diverse range of Ig transcripts. 
Many libraries have been prepared from human donors vaccinated against or 
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infected with particular pathogens or their products. For example, Zwick and 
colleagues have described the isolation (16) and characterization (17) of HIV-
neutralizing antibodies derived from an HIV seropositive donor. Equally, the 
immune response active in patients with a range of syndromes and conditions 
can be sampled if access to lymphoid tissue can be arranged. Fostieri et al. 
(18) reported the isolation from myasthenia gravis patients of Fab antibodies 
the acetylcholine receptor. Note that samples need to be protected against the 
degradation of RNA on recovery and during storage so snap-freezing and stor-
age at −80°C, and the use of proprietary protectants (e.g., RNAlater, Ambion) 
are strongly recommended. Samples from the spleen or lymph nodes are ideal 
for library construction, but may be hard to obtain from human sources. There 
may, for example, be ethical, cultural, or legal constraints on access to material 
from post mortem analysis, or tissues taken during surgery. Informed consent 
for the sampling of human blood may be easier and there are several reports 
in the literature of library construction with material sampled in this way 
(19–22). Before embarking on this approach, it is worth considering that the 
numbers of B lymphoblasts circulating in the blood are relatively low and the 
appearance of antigen-specific B cells may be transitory after infection, vac-
cination etc. These factors can constrain the yield of cDNA and the diversity 
of Ig transcripts for library construction. It is possible to isolate peripheral 
blood lymphocytes against a purified antigen (23,24) or to expand in vitro 
small numbers (even single) of B lymphocytes (25) to overcome the first of 
these issues.

To construct large libraries containing antibodies against many, chemically 
diverse targets, several investigators have deliberately chosen to sample the naïve 
human repertoire or to use material from normal donors. B lymphocytes bearing 
IgM at the surface can be selected from blood or lymphoid tissue. Alternatively, 
transcripts encoding IgM can be specifically recovered by PCR at a later stage 
driving the construction of the library towards the naive repertoire (26–29).

Sampling material from a vaccinee or an individual who has been exposed 
to a pathogen (30–33) can enrich a display library with high affinity antibodies 
against targets that may be of immediate relevance (e.g., toxins or other micro-
bial virulence factors (34,35)). The library may also represent a snap-shot of 
the diversity of the humoral response at the time of sampling, aiding analysis 
of the diversity of the response and its genetic basis (e.g., use of particular 
families of immunoglobulin genes (23,36)). But these features may not be 
universally beneficial. The library may be overpopulated with clones that are 
reactive with immunodominant products recognized by the donor’s immune 
system. The library will also be formed from all immunoglobulins expressed 
by the donor at the time of sampling, but not all antibody sequences express 
well in the bacterial systems used for propagation of the library, creating gaps 
in the repertoire of the library (37).

These sorts of limitations have been overcome with the generation of 
libraries that have been diversified by synthetic methods. Here, scaffolding 
sequences can be chosen that are known to be expressed successfully in bacte-
ria and then diversified to produce libraries that can be screened for reactivity 
with a tremendous range of chemically diverse targets (38–41). This is the 
concept of a “single pot library” – a single resource that contains antibodies to 
practically any target (42).
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2.2.2. Repertoire Recovery
Given a source of cDNA from a lymphoid tissue, the next objective is to 
recover from it antibody-coding sequences. The use of the polymerase chain 
reaction with specific primers allows extraction and amplification of antibody-
coding sequences from all the other transcripts present in the sample.

Herein lies a paradox: of their nature, antibodies are translated from 
sequences of enormous diversity. How then can the repertoire be recovered 
with a manageable number of PCR primers? Fortunately, sequence diversity 
is concentrated into regions that code for the complementarity-determining 
regions (CDRs) – those parts of the protein that will contact antigen. The 
CDRs are supported on sequences (framework regions; FRs) that are more 
conserved in sequence. In the human and murine immune systems, antibody 
coding sequences are assembled from gene segments in the developing B 
lymphocyte that are numerous but which can be grouped into smaller numbers 
of families because of the conservation of the FR sequences (43). In many 
other species, the antibody repertoires are founded upon more limited use of 
Ig gene segments or families (44). Overall, the impact of these features is that 
huge molecular diversity can be recovered in a representative fashion through 
a significant but very manageable number of amplification reactions.

A major decision point arises at this point. Is the library to be constructed with 
Fab or scFv antibody fragments? This governs the actual primer sets that will 
be used for recovery of the repertoire. If Fab fragments are to be generated, a 
further question arises: is there to be a preference for antibodies of a particular 
class? With these considerations in mind, the human antibody heavy chain 
repertoire can be recovered by PCR with combinations of 8 primers that anneal 
to the coding sequence for FR1 and 4 that anneal to the coding sequence for IgG 
constant domain 1. Similar considerations govern the number of reactions and 
primer sets required for recovery of the light chain repertoires of mice and men 
(e.g., the de Haard library (28)) although for other species, fewer primer sets are 
often needed because of more restricted usage of germline segments.

Near identical methods are used if it is decided that a scFv library is to be 
constructed, the exception being the nature of the primers that are used for 
amplification: primers specific for the FR1-coding sequence of light and heavy 
chain cDNA are paired with primers that anneal to FR4-coding sequence (e.g., 
the Vaughan library (27)). The J segments that are rearranged in B cells to 
form this part of the Ig reading frame are modest in number in many species 
– in some animals, only single J segments are utilized – so once again, the 
repertoire can be recovered with reasonable numbers of PCR reactions using 
all combinations of heavy chain and light chain primers.

Depending upon the vector to be used for library construction, restriction 
sites are included in the primers used for PCR. In many cases, the combination 
of vector-derived sequence and the choice of the restriction site ensures near-
native protein sequence in the recombinant product.

2.2.3. Library Construction
In the construction of large libraries from patient material, some investigators 
have chosen to clone heavy or light chain PCR products into a “holding” vec-
tor (e.g., the de Haard library (28)). The purpose of this is 2-fold. First if mate-
rials are to be accumulated over a period of time (e.g., from patient material 
that for logistic reasons cannot be obtained regularly), it enables PCR products 
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to be archived in a stable form pending library construction. Second, when 
PCR products are digested for transfer into the display vector, thereby  generating 
the library, excision of the inserts can be convincingly demonstrated and there 
is no ambiguity about their suitability for ligation. Restriction enzymes chosen 
for cloning are usually able to digest DNA close to the termini of the duplex 
and where efficiency is an issue of concern, recognition sites can be positioned 
to ensure efficient digestion. However, excision of the amplicons from a hold-
ing vector provides clear confirmation that the antibody sequences are ready 
for ligation.

Phage display vectors have been extensively adapted by different investigators 
to match individual needs, but the following properties are typical, irrespective 
of whether scFv or Fab libraries are to be prepared (Fig. 34.2). For display 
upon filamentous phage, pIII is the preferred anchor (7) and phagemid vectors 
have superseded the use of viral genomic DNA except for specialist purposes 
(e.g., multivalent display (45)). This is largely because shifting from single-
stranded DNA carried within the viral capsid to an independently replicating, 
double-stranded plasmid in bacteria (ideal for purification in high yield, 
restriction analysis, sequencing, and protein expression studies) is extremely 
straightforward. Aside from a plasmid origin of replication, a selectable 
marker and viral sequences to enable packaging into virions, these vectors 
possess a promoter for expression of the cloned antibody sequence (typically 
plac for ease of regulation), bacterial leader sequences (e.g., the pelB and ompA 
leader sequences) and cloning sites for the Ig inserts (Fig. 34.2). Fab display 
vectors usually carry a simple dicistronic operon for independent expression, 
translation and export of the heavy and light chain components (e.g., pComb3; 
(7)). In scFv display vectors, the linker sequence that tethers the VH and VL 
components can be included in the vector, or introduced by PCR before liga-
tion into the vector. In order that the antibody fragment will be displayed, the 
Ig sequence lies in-frame with gIII, the coding sequence for pIII, a minor phage 
coat protein present in five copies at the tip of the assembled virus (Fig. 34.2). 
The pIII protein mediates infection of the bacterial host by the phage through 
interaction with the bacterial F pilus and the TolA co-receptor (46). Pioneering 
work by Smith (47) demonstrated that phage infectivity could be retained even 
when peptides and proteins were fused to pIII. A range of features may be 
present in the intervening sequence of the display vector. It has become con-
ventional to include an amber stop codon in this part of the vector (Fig. 34.2) 
providing the option of expressing an antibody-pIII fusion protein for display 
in suppressor strains of Escherichia coli (e.g., TG1). Moving the construct 
into a nonsuppressing bacterial host (e.g., HB2151) then allows expression 
of the antibody fragment as a soluble protein. The same goal can be achieved 
with only slightly more effort by excision of the gIII sequence using flanking 
restriction sites that generate compatible termini, and religation (7). Histidine 
repeats to facilitate protein purification and tags for immunochemical detection 
are also common features of this part of the vector (Fig. 34.2).

Once the PCR products from repertoire recovery have been cloned into 
display vectors and transformed into an appropriate strain of E. coli, how 
then is viral assembly initiated? Only two viral sequences are present 
in the  vector: gIII and the packaging signal. By adding helper phage (e.g., 
VCS M13, Stratagene), the full range of viral proteins can be synthesized in 
the bacterial host, viral assembly can begin, but it is a single-stranded form 
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of the phagemid rather than the helper phage genome that is packaged into 
progeny phage. Filamentous bacteriophage are not released from E. coli in a 
catastrophic lytic event (cf phage lambda or the T phages) – rather, they are 
extruded as viral proteins accumulate in the inner membrane and assemble to 
form the capsid. After DNA is packaged into the virion, the capsid is capped 
with copies of the minor coat protein pIII. This is a crucial stage as regards the 
formation of a display library. Low level expression of the antibody-pIII fusion 
from the phagemid is achieved by growth of the bacteria in low concentrations 
of glucose thereby allowing some expression from the lac promoter. This leads 
to accumulation of the recombinant protein in the bacterial membrane. As 
capping takes place, a mixture of pIII proteins – wild-type pIII encoded by the 
helper phage and antibody-pIII from the phagemid vector – are incorporated 
into the capsid (Fig. 34.2). It is estimated that one or two fusion proteins are most 
commonly incorporated (48), the balance comprising wild-type pIII. Thus 
progeny phage carry the phagemid, and display at their surface the encoded 
antibody fragment. When these events take place across the stock of bacteria 
transformed with the recovered Ig repertoire, a phage display library results.

The properties of helper phage used in this procedure have been extensively 
refined over recent years. Selection of the library on the target biomolecule 
can be aided by elimination of phage that only display wild-type pIII and 
interact with the selecting surface in a nonspecific fashion. Helper phage such 
as KM13 have been modified to include a trypsin-sensitive site in pIII (49). 
Treatment with the enzyme renders them noninfective. When partnered with a 
display vector that expresses pIII lacking this susceptibility, proteolysis can be 
used to inactivate any phage that lack antibody at their surface. An alternative 
approach is mutation of the helper phage such that it carries a truncated version 
of gIII that is unable to contribute to the infection process (50).

2.2.4. Characterization of the Library
Once the display library has been generated, its size and potential utility can 
be estimated in a number of ways. The absolute number of virus present can 
be determined by titration along the simple principle that infection of bacteria 
with phage will transduce the vector into the bacterial host thereby conferring 
upon the bacteria resistance to antibiotic. Samples of the library are thus seri-
ally diluted and by adding aliquots to cultures of bacteria that express the F 
pilus, the frequency with which bacteria are converted to antibiotic resistance 
can be established. Phage stocks of 1012 transducing units per ml or more are 
routinely obtained.

Plasmid DNA can be re-isolated from bacteria infected in this way for fur-
ther analysis. Restriction analysis of colonies picked at random can determine 
the frequency of complete Ig inserts within the library. The ligation of ampli-
cons into the display vector is rarely 100% efficient (48) and it is useful to 
know what proportion of the library lacks the heavy or light chain components 
of a Fab or the VH or VL regions of a scFv.

The diversity of Ig sequences carried by the library is also an important para-
meter. This can be estimated by digesting the Ig inserts with restriction enzymes
like BstNI, an enzyme that recognizes a 4 base sequence (5′ CC(A/T)GG 3′) 
that happens to occur commonly in Ig V region coding sequences. Given the 
likely occurrence of this sequence in the display vector, it is important that the 
antibody V region insert is specifically recovered by PCR or restriction digestion 
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before analysis. Failing this, the restriction profile is likely to be obscured by 
vector-derived fragments.

A more detailed assessment of library diversity can be made by sequenc-
ing. For scFv inserts, sequencing primers can be designed against upstream 
or downstream flanking vector sequences or either strand of the linker region. 
For Fab inserts, the V region sequences are rather shorter and hence it may be 
possible to sequence the region of interest using primers against the bacterial 
leaders upstream of the VH and VL inserts. Although more costly and time-
consuming, this approach has several significant advantages over restriction 
analysis. The extent and location of diversity can be thoroughly assessed. 
If some amplicons from repertoire recovery are disproportionately represented 
in the library, this can be identified. The degree of diversity present in the 
library can also be assessed. Perhaps the most important benefit of sequencing 
is that the reading frames in the library can be checked for integrity. cDNA 
prepared from lymphoid tissue will include transcripts from B cells undergoing 
somatic hypermutation, a process with the capacity to introduce stop codons 
and (more rarely) shifts in the reading frame. Similarly, the use of PCR for 
repertoire recovery will introduce errors with low frequency. For synthetically 
diversified libraries, stop codons will be introduced a higher frequency. An 
alternative method that can be employed to check for the integrity of the read-
ing frame is to pick clones at random from the library and after appropriate 
manipulation (see the following), check for the expression of soluble, recom-
binant antibody by capture ELISA, dot blotting or Western blotting.

2.3. Screening by Phage Display

2.3.1. Selection Methods
One of the most attractive features of phage display is the speed with which 
selection from the library can be executed, the flexibility of the method of 
selection and, most of all, its potential for direct extraction of antibodies 
directed against the target of interest. It is worth comparing this latter feature 
with conventional monoclonal methods where the only driving force towards 
the antibody of interest is the frequency of B cells of the desired specificity 
amongst the hybridoma population.

In its simplest form, selection can take place upon a convenient surface 
(often plastic) that has been coated with the target (8). This is an application of 
the “panning” methods originally devised by Smith (51). As in most immuno-
chemical procedures, the surface needs to be blocked to minimize nonspecific 
binding of library phage. To avoid capturing phage that bind to the blocking 
reagent, the blocker (often skimmed milk, but purified proteins like serum 
albumin or gelatine are also used) is preincubated with the phage stock. This 
reduces substantially the chances of interaction with blocking protein present 
at the selecting surface. The number of phage added to the surface usually 
ensures that each specificity calculated to exist in the library is represented 
several thousand-fold, allowing ample opportunity for recovery. After incuba-
tion, the surface is washed rigorously and those phage that remain attached are 
recovered. Recovery can be though change in the pH (48), the addition of mild 
chaotropic agents (5) or proteases for those phage systems that are appropri-
ately adapted (see description of KM13 above (49)). Whilst elution must break 
the interaction between the displayed antibody and the target-coated surface, 
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it must not be so harsh as to impair the ability of virus to infect bacteria. 
Fortunately, the infection process is robust.

Recovered phage are then infected into an appropriate strain of bacteria. 
This serves two important purposes. Firstly, it allows an estimate to be made 
of the number of virus recovered from selection; as before, this can be done 
by measuring the frequency with which bacteria are transduced to antibiotic 
resistance. Secondly, the numbers of phage recovered at the first round of 
selection are modest (numbers in the range of 103 to 104 are typical) and rep-
resent a very low percentage of the input (1010 to 1012). Infection into bacteria, 
recovery of antibiotic-resistant colonies and reinfection with helper phage 
allows amplification of the recovered sample to numbers appropriate for a sec-
ond round of selection. Further rounds often take place on surfaces coated with 
successively lower concentrations of the target molecule in an effort to refine 
selection towards those antibodies with the highest affinity of interaction (48). The 
percentage of phage recovered at each round of selection often climbs sharply 
from round one to two and further elevation may occur at round 3 (8,51). 
This can be suggestive of success. Sequencing of clones picked at random 
through a selection experiment often reveals the emergence of common 
sequences in the CDRs from collections that initially appear diverse. This 
indicates that progressive enrichment is taking place during phage selection. 
It is important to note, however, that this selection is “blind” and that despite 
careful experimental design, it can drift from the intended direction for a 
number of reasons. For example, phage that have a low propensity to interact 
with the selecting surface but are able to replicate quickly will rapidly domi-
nate the output. Similarly, antibodies that react with a contaminant with high 
affinity rather than the intended target can emerge. Selections that suffer these 
problems can show all the signs of success as selection proceeds but their fail-
ure will only become apparent when tested in immunoassay at a later stage. 
If these problems arise, again the speed of phage display means that setbacks 
can be quickly rectified.

The formats for selection are limited only by the ingenuity of the investi-
gators. To avoid conformational change in the target by binding to a plastic 
surface, solution-based selection methods are popular. Often the target is mod-
ified by addition of a small ligand (e.g., biotin). Phage mixed in solution with 
the target can then be captured to a plastic surface coated with streptavidin or 
collected by using magnetic beads (52,53). Selection in solution can also be 
followed by capture to a surface coated with another antibody directed against 
the target. This selection method is also useful for small target molecules that 
may not bind efficiently to plastic or when direct binding to a selecting surface 
may obscure features of potential importance.

Antibodies against small target molecules can also be isolated by phage 
display through the use of carrier proteins. The target can be coupled to a 
larger protein carrier either by chemical activation or through genetic fusion 
and the conjugate then coated to a selecting surface. Naturally, antibodies may 
be bound during selection via interaction with the carrier. To drive selection 
towards the molecule of interest, selection in the next round takes place using 
conjugate employing a different carrier protein (54).

This leads an important principle that can be employed in phage display 
– the concept of negative selection. Although selection strategies naturally 
spring to mind in which clones that bind to a coated surface are retained and 
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carried forward to successive rounds, it is equally possible to deplete on a 
coated surface, leaving behind those antibodies that are captured. This is valuable 
when seeking antibodies against some feature of the target, one that distin-
guishes it from other, closely related biomolecules. By applying the library 
to an irrelevant but similar target, the library can be depleted of antibodies 
directed towards common or shared motifs (negative selection step). Phage left 
free in solution can then be taken forward for positive selection against the 
target. Alternating rounds of negative and positive selection may then drive 
the process towards the specificities of interest (55).

These examples only serve to illustrate some aspects of selection. Recent 
reviews (4,5) should be consulted to appreciate the enormous variety of selection 
strategies that have been employed by investigators.

One common feature of selection alluded to earlier is that round-on-round, 
the diversity of the recovered clones falls as enrichment takes place. When 
using complex targets or those comprising multiple molecular species, anti-
bodies of potential value are discarded during early rounds of selection. To 
overcome this wastage, robotic methods have emerged. These are of particular 
value when deriving antibodies for use in proteomics. Thousands of clones are 
picked for evaluation at the early stages of selection, and checked by gridding 
onto membranes coated with the targets of interest (56,57).

2.3.2. Assessing the Output
The assessment of phage numbers can be conveniently determined by titration 
experiments. This is important in calculating the size of a library, recoveries 
of virus during selection and amplification when preparing for later rounds of 
panning. The procedure exploits the ability of phage to infect strains of E. coli 
and transduce them to express the antibiotic marker carried by the phagemid. 
Hence, serial dilution of the phage stock and infection to E. coli TG1 provides 
a convenient assay.

When selection successfully extracts clones from a library, it is customary 
to observe low percentage recoveries at the first round of selection that rise by 
several orders of magnitude in the next round. Further elevation may be seen 
in later rounds of the selection. This does not necessarily imply that clones 
against the intended target are emerging but it is a strong indicator of selection 
on some basis.

The specificity of clones recovered from selection can be conveniently 
determined by ELISA using various formats. One assay of immediate benefit 
takes the mixed output of phage from a round of selection and tests its reactivity 
against the target and a range of irrelevant proteins or other biomolecules. 
Binding of virus to the immunoassay surface can be detected with reagents 
against the capsid. Depending upon the supplier, the reagent may be directly 
conjugated to an enzyme reporter (e.g., horseradish peroxidase) or addition of 
a secondary antibody–enzyme conjugate may be required. Because the viral 
input to the assay is mixed in composition, the assay is often termed polyclonal 
phage ELISA. It can be usefully applied in an initial assessment of the success 
of a selection protocol. Along with the rising percentage recoveries of virus, 
increasing ELISA strength in the polyclonal phage ELISA versus the intended 
target provides signs of specific selection, assuming signals against an irrel-
evant target remain consistently low. The assay can, for example, confirm 
that viruses are not emerging through inadvertent selection against blocking 
materials used in panning.
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The natural progression in evaluating the output from selection is to identify 
individual clones that react with the intended target. Plates used for titrating 
the output of each round of selection can be used to isolate individual clones 
for culture, superinfection with helper phage, and the preparation of mono-
clonal phage stocks. These can then be tested in ELISA as described above.

Some caution has to be exercised with the outcome of monoclonal phage 
ELISA. Because these assays are typically executed with many clones simul-
taneously – it is common practice to pick, for example, 96 clones from the 
output at each round of selection, using microtitre plates for bacterial culture 
and superinfection – it is rarely possible to titrate the numbers of virus used 
in the monoclonal phage ELISA. Hence, fluctuations in the ELISA data 
among clones under test may reflect to some extent variation in the viral 
input rather than strength of interaction with the target. Another caveat is 
that phage-based ELISA can generate signals of apparent strength but if the 
affinity of the displayed antibody for the target is moderate or low, the signal 
may be heavily dependent upon multivalent display (i.e. it benefits from avid-
ity effects rather than affinity). In this instance, expression of the antibody as 
a monovalent soluble protein fails to generate the signal strength in ELISA 
that might be expected from initial testing with phage. The final aspect of the 
technology that needs to be considered is the influence of the bacterial host. 
Propagation of virus is often carried out in suppressor strains of E. coli (e.g., 
TG1) to ensure translation of the amber stop codon that (depending upon the 
vector) may be positioned between the antibody and pIII reading frames. This 
is essential for synthesis of the fusion protein required for display. In this host 
background, amber stop codons elsewhere in the reading frame (e.g., located 
in the CDRs where diversification may have been generated synthetically) 
will also be translated (56). Phage carrying these sequences may be able to 
bind to the target biomolecule in ELISA. When the construct is transferred to 
a nonsuppressing bacterial host (e.g., HB2151), a full-length antibody cannot 
be formed so once more, clones that appear promising from monoclonal phage 
ELISA are unreactive at a later stage of their characterization. For all these 
reasons, it is vital that a significant number of clones are chosen from mono-
clonal phage ELISA for further characterization, and that this choice does not 
entirely favor clones that generate the strongest signal in phage ELISA.

These issues concern the viral input to ELISA. It is also worth considering 
the nature of the target at this point in the evaluation process. The outcome 
of the assay will be used to judge if phage recovered from the screen are of 
the intended specificity: it is therefore vital that the target used for ELISA is 
as pure as possible or controls are included in the assay to determine if phage 
have been isolated that are reactive with a (potentially minor) contaminant, 
the blocking agent used in selection or another component of the selection 
system (e.g., naked plastic, biotin, streptavidin etc.). On the assumption that 
clones recovered from selection are of the intended specificity, it may also be 
possible to assess at this stage if recognition is taking place of a particular fea-
ture of the target biomolecule. For example, competitive ELISA with another 
monoclonal antibody, a ligand or other biomolecule reactive with the target, or 
peptides derived from the target sequence can be used to good effect. Finally, 
the coating of the immunoassay surface with different forms of the target 
(e.g., the native protein if a recombinant form has been used in selection, close 
homologues of the target perhaps taken from other species, protein that has 
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been modified at a post-translational stage [phosphorylation, glycosylation, 
addition of fatty acyl moieties]) or chemical derivatives of small target species 
(e.g., forms of the target that lack particular molecular features, alternative 
peptide sequences) can help define antibodies that show particular promise at 
an early stage of their characterization.

Clones that emerge from this phase of analysis can be sequenced to assess 
the diversity of the CDRs or (for libraries derived from an immunized source) 
the range of Ig segments that contribute to the response against the target in vivo. 
Consensus sequences may appear in the CDRs of antibodies isolated by stringent 
selection methods, but this step is also worthwhile in identifying whether 
identical clones are present. Because the DNA of phagemid display vectors 
is easily isolated for sequencing, this approach has significant benefits over 
assessing the diversity of recovered clones by restriction analysis with BstNI 
or other frequently cutting endonucleases. As described above, primers for 
sequencing may be designed against flanking regions of the antibody reading 
frame or the coding sequence for the scFv linker.

2.4. Expression of Recombinant Antibodies

Most display vectors have been designed to minimize the degree of manipu-
lation in moving from expression of antibody-pIII fusions to synthesis of 
soluble, monovalent protein. For some (e.g., the Fab display vector pComb3 
(10) and its derivatives), the pIII coding sequence is excised by digestion with 
SpeI and NheI. Because these enzymes generate compatible termini, the vector 
fragment is then isolated and re-ligated for expression of the Fab in an E. coli 
host. Many scFv display vectors possess an amber stop codon between the 
reading frames for antibody and the phage coat protein (Fig. 34.2). Infection 
of virus into a nonsuppressing host (e.g., E. coli HB2151) therefore leads to 
expression of the soluble antibody fragment.

In the majority of display vectors, transcription of the recombinant anti-
body takes place from a lac promoter. It is customary to grow the bacteria 
under glucose repression until adequate biomass has been reached. Removal 
of the glucose by centrifugation and resuspension in fresh, glucose-free 
medium containing IPTG inducer then triggers transcription and translation. 
The choice of growth temperature during the expression phase is important 
to avoid aggregation of the protein and to minimize toxicity to the bacterial 
host though some studies suggest that effects on yield can be minimal (58). 
Expression at 30°C is often chosen as a starting point. Frequently, overex-
pression of the antibody leads to leakage of the periplasmic contents to the 
culture medium from which the protein can be purified. Purification is aided 
significantly by the presence of a histidine repeat sequence at the carboxy-
terminus of the protein, a feature that is most conveniently incorporated in 
the original vector. Material generated in this way can be used in immu-
noassay or blotting, detection being made with Ig-binding proteins such 
as Protein A, G or L (56) or reagents against the purification and/or other 
peptide tags (e.g., c-myc, Flag etc.).

Because analysis of the soluble protein differs in many ways from that 
of the original phage clone, it is prudent to carry forward many different 
constructs that appear to bind to the target. The movement from a suppressor 
mutant for expression of a scFv-pIII fusion and propagation of phage to a 
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nonsuppressor host for expression of soluble protein can mean that clones 
that are positive in phage ELISA react poorly when the soluble antibody is 
expressed (see above). Amber stop codons present in the Ig reading frame 
will truncate the antibody prematurely in this situation. Some Ig sequences 
can be expressed more successfully in bacteria than others and whilst some 
investigations have identified causes for this effect (59), in many cases, they 
remain unexplained. Clones from custom, immunized libraries may therefore 
prove difficult to overexpress if they happen to carry problematic framework 
sequences. It is for this reason that some of the most successful, synthetically 
diversified libraries are founded upon single frameworks: the framework can 
be chosen as one that expresses consistently well in a bacterial host (56). The 
affinity of the antibody-target interaction can also be a relevant consideration 
(60). Multiple display of an antibody at the phage surface can drive a promis-
ing interaction in phage ELISA but when expressed as monovalent soluble 
protein, constructs with low or modest affinity for the target can give ELISA 
signals that are close to background.

Some of these potential problems can be foreseen by careful experimental 
design. For example, Westerns, dot blots or capture ELISA can be used to 
check for evidence of expression of the protein before target-specific ELISA 
is undertaken. These data can also be used to normalize extracts or quantities 
of purified protein that are taken forward to ELISA so that reaction with target 
can be ranked in the knowledge that roughly equivalent amounts of recom-
binant antibody have been used in the assay.

Once these issues have been addressed, expression of the antibody can 
be scaled up and the product purified by nickel chelation chromatography 
(if a histidine tag is present), or affinity chromatography on Protein A, G, L 
(according the antibody sequence carried). Determination of the affinity of the 
purified protein for its target is most commonly assessed by surface plasmon 
resonance using instruments such as the BiaCore.

2.5. Optimization and Further Modification

Once recombinant antibodies have emerged from selection and characteri-
zation, the availability of the coding sequence and the ability to express the 
protein in bacteria opens up numerous options. The affinity of the antibody 
for its target can be enhanced by rational or random mutagenesis (15,61,62), 
manipulations that may further refine the specificity of the antibody for its 
target. Fusions can be generated, linking the Ig reading frame to enzymes 
like alkaline phosphatase (63) or fluorogens like green fluorescent protein 
(64). Other manipulations (e.g., the addition of a terminal cysteine residue 
(65) can aid the covalent attachment of other moieties (66). Coupling of 
the recombinant antibody to other protein domains of modest size (e.g., the 
human kappa constant domain (67)) or other entities (e.g., maltose binding 
protein (68)) may improve yields and / or enable more convenient detection 
of antibody binding.

Reconstruction of a full-length antibody from a scFv or Fab protein 
may confer biological activities such as the ability to activate complement 
upon target recognition but proteins of this size often require expression in 
eukaryotic systems. The availability of specialized vectors (11,12) can assist 
in achieving this goal.
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3. Applications

3.1. Tools for Proteomics

Antibody libraries can be mined for reactivity against a wide range of targets 
and then to use the recombinant antibodies as reagents for target detection and 
characterization: this is well-illustrated in the area of proteomics. Ohara and 
colleagues compared the properties of recombinant Fabs from a library of 
synthetically diversified human antibodies with polyclonal antisera against the 
same targets and reported that the Fabs were well-suited to Western blotting 
and immunohistochemistry (69). Earlier, de Wildt et al. described experiments 
in which one or two rounds of conventional screening were used to isolate 
phage from synthetically diversified libraries constructed on single VH and 
VL frameworks. Clones (up to 12,000) were then picked and gridded out 
using robotics onto membranes coated with the targets to test their specificity 
(56). The study demonstrated the capacity of large display libraries to yield 
antibodies against a wide range of targets and the ability to extract antibodies 
against minor components of complex mixtures, given appropriate (robotic) 
methods for identification of the recognition of target. Other investigators 
have described phage selection using blots prepared from 2-dimensional gels 
– a use of the proteome itself as the target for extraction of specific antibodies 
from a library.

For naïve or synthetically diversified libraries, the diversity of the resource 
is such that extraction of antibodies against human protein targets (e.g., tumor 
necrosis factor (2), human chorionic gonadotropin (28)), molecules that are 
highly conserved amongst eukaryotes and therefore poorly immunogenic 
(e.g., ubiquitin (56)) or toxic compounds (e.g., doxorubicin (5)) is possible.

Antibodies isolated through phage display can be developed as diagnostic 
reagents but a more intriguing prospect is their use in construction of microar-
rays upon which binding of multiple analytes could be detected (40). Phage 
display is particularly valuable in this area of application because a single, 
highly diversified resource (the library) can be conveniently mined for anti-
bodies against very many different targets. Some authors have described the 
use of stringent selection methods to isolate antibodies of very high affinity 
via phage display (70). These reagents then have the ability to detect very low 
concentrations of an analyte. For example, Wang and colleagues have reported 
the formation of a bivalent scFv fusion to alkaline phosphatase that in immu-
noassay, could detect as few as several hundred Bacillus anthracis cells in 2 
hours (71). They further showed that replacement of the enzyme reporter with 
Cy3 dye increased sensitivity of the assay by about 10-fold with no increase 
in the time taken to conduct the assay.

3.2. Antibody Therapy

When the target is a molecule linked with a disease state, there are numerous 
reports of the isolation by phage display of antibodies with therapeutic poten-
tial. Infectious diseases have proved a productive area for investigation and in 
one example, antibodies against anthrax toxin have been shown to neutralize 
the lethal properties of this bacterial virulence factor (72). The pathogenesis 
of established (e.g., rotavirus (73)) and emergent viral agents (e.g., SARS 
(74,75)) can also be blocked by recombinant antibodies. Antibodies  generated 
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in this way have the potential for treatment of acute infection, blocking the 
disease process at a key point (e.g., interaction between a receptor and the 
pathogen (76) or its product(s) (72)). This provides a therapeutic option when 
the use of antibiotics or antiviral compounds is undesirable or impossible (77). 
It also offers prophylaxis when vaccines are unavailable (78) or the patient is 
unable to mount a protective response as a consequence of vaccination (79).

These areas of application deal with infectious agents, but antibody phage 
display has also been widely applied to the search for antibodies with antitumor 
activities. Careful design of the selection strategy has enabled, for example, 
investigators to isolate antibodies that are specific for markers expressed 
on transformed cells but absent from nontransformed primary cells (80). 
Therapeutic application need not trigger complement – recruitment of effector 
cells (81,82) can be exploited and in some cases, internalization of the recom-
binant antibody can have directly antiproliferative effects (83).

3.3. Analysis of Intracellular Processes

Practically all conventional applications of antibody phage display use the 
recombinant proteins as free, soluble reagents. However in an important exception, 
intrabodies are deliberately retained in the cytosol (84). This is an important 
and growing area of application because it provides a natural complement to 
mutation, gene knockouts and RNAi in the analysis of gene function.

To create an intrabody, the coding sequence of an antibody of some chosen 
specificity is recloned into a mammalian expression vector – crucially, the 
insert lacks a leader sequence – and the construct is then transfected into cells. 
Through this manipulation, the translation product is confined to the cytosol of 
the transfected cell. If the antibody is successfully folded, it can bind to other 
molecules present in this location, potentially blocking their normal function. 
Tagging the antibody with targeting motifs can direct relocalization of the 
antibody to the nucleus, the mitochondria etc.

Intrabodies find immediate application in the analysis of viral gene func-
tion (85,86) where interactions between viral proteins and host factors can 
be disrupted through binding of recombinant antibodies in the cytosol. Other 
pathogenic processes – inherited conditions like Huntingdon’s disease (87), 
Alzheimer’s (88) and cancer (89) – can similarly be analysed through the 
application of intrabody techniques.

This approach enables the definition of pathways linked with pathogenesis 
or the contribution of defined proteins in normal cellular processes. Given the 
complications of delivering an antibody into the intracellular environment, it 
perhaps serves more as a route to target discovery and validation than a direct 
route to therapy.

3.4. Directing Drugs or Other Therapeutic Compounds

Lastly, the specificity of antibodies can be exploited for the specific delivery 
of drugs and other therapeutics. Obviously, the use of phage display can speed 
the isolation of antibodies with the desired targeting properties. Genetic fusion 
has been used to link recombinant antibodies to other proteins that possess 
toxic activity (15) but the introduction of nonnative residues at the terminus 
of the recombinant antibody has also allowed the application of conjugative 
chemistry (66,90). By linking enzymes to the antibody, nontoxic prodrugs can 
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be converted to their active form in situ for anticancer therapy (91) or throm-
bolytic agents can be delivered (92). Recombinant antibodies have also been 
used for the delivery of drugs across the blood brain barrier (93).

3.5. Future Directions

The flexibility of antibody phage display is such that applications are limited 
only by the imagination of the investigator. Aided by appreciation of the 
advantages of phage display methods over hybridoma technology, the lit-
erature has now expanded enormously. In consequence, this chapter can only 
provide an overview of how antibodies can be isolated using these methods, 
and a brief insight to their potential applications. It is inevitable that the use of 
these methods and their exploitation will continue, driven by the opportunities 
from “omics” biology and the need for new therapies.
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1. Introduction to Protein Engineering

Relating primary sequence to three-dimensional structure has long been the 
holy grail of structural biology and appears to be far from achievement. Within 
grasp however, is the use of intuitive or unintuitive methodology to modify 
existing known protein structures to achieve the desired effect. We use protein 
engineering as a general term for the design of proteins with useful or valuable 
properties. The technique has become possible due to our increasing knowledge 
of detailed protein structures, which in turn highlights potential for improving 
key facets of protein structure; for example, the mutation of specific residues 
with a view to improving binding or catalysis. This rational design (Section 
2.1) requires the scientist to have a detailed prior knowledge of the protein to 
attempt to make specific informed changes to the sequence to exert the desired 
effect. The technique is quite straightforward, involving mutation at the genetic 
level followed by expression and characterization. This site-directed mutagen-
esis approach is discussed in Section 2.1.1. However, rational mutations do not 
always generate the desired effect. This has invariably led to computer-based 
approaches for protein design. These are designed to save time in identifying 
mutations that generate the desired effect of low energy structures, and aim for 
lower the sequence conformation space that is required in the search. To sim-
plify the procedure, these algorithms are based on approximations that require 
less processing time. Unfortunately, approximations can also lead to false 
positives which do not yield the predicted desired effect at the protein level. 
Computer aided protein engineering strategies are discussed in Section 2.1.2.

The second protein engineering approach, known as directed evolution 
relies on a selection system to pick from a range of variants. This involves the 
construction of protein libraries that contain a wealth of randomized positions. 
The generation of libraries is discussed extensively in the chapter “Directed 
Protein Evolution” in this book. Many of these residues will be intuitively 
predicted to have the desired result, while for other residues the outcome of 
the change may not be known. By screening these mutations at the protein 
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level for their desired function, sequences conforming to the best molecule 
for the desired role can be screened. This has the advantage over site-directed 
mutagenesis or computer-based design that you obtain exactly what you select 
for. Theory of library-based design strategies is discussed in Section 2.2, and 
includes a discussion as well as published examples of the phage display 
(2.2.1.), ribosome display (2.2.2.), and yeast two-hybrid systems (2.2.3) that 
have been used to screen protein libraries. Also discussed are the advantages 
and pitfalls of working with any one of these techniques. Protein-fragment 
complementation assay (PCA) systems are discussed (2.2.4) along with sev-
eral examples of the screening system in action, as well as methods of cell 
surface display (2.2.5). Finally, in vitro compartmentalization methods are 
discussed (2.2.6). The chapter closes (Section 3) with a range of examples for 
each of the techniques highlighted.

2. Methods

2.1. Rational Design Strategies

Rational design is one of the strategies for protein engineering in which 
a detailed knowledge of the structure and function of the protein is used 
to predict beneficial changes. These changes are introduced into the protein 
by site-directed mutagenesis techniques. As an increasing number of 
high-resolution protein structures is available the creation and application 
of computational methods to identify amino acid sequences that have low 
energies for the target structure is used more and more. These two princi-
ples can complement each other or be used alone. The major drawback is 
the need of detailed structural knowledge of a protein, and depending on 
the design, it can be extremely difficult to predict the effects of various 
mutations, especially long-range effects.

A variety of strategies have emerged for modulating protein  properties, 
such as stability, specificity, solubility, conformational state, binding 
affinity, oligomerization state, substrate selectivity for enzymes, protease 
susceptibility, immunogenicity, and pharmacokinetics (the last three for 
therapeutical approaches) (see Fig. 35.1). Mechanisms for altering these 
properties include manipulation of the primary structure, incorpora-
tion of chemical and post-translational modifications and utilization of 
fusion-partners (1). There are many rational strategies to change pro-
tein characteristics. One simple stabilization strategy is to replace free 
cysteines, thereby preventing the formation of unwanted intermolecular 
and intramolecular disulphide bonds. Substituting exposed nonpolar resi-
dues with polar residues can enable soluble expression and improve the 
solubility of the protein. Alteration of the net charge and isoelectric point 
(pl) of a protein can also affect its solubility. In some cases, increas-
ing the binding affinity for a target protein can produce an increase 
in biological activity. In other cases, it is possible to reduce undesired 
biological activities by decreasing the affinity for nontarget molecules. 
Many proteins undergo conformational changes that are central to their 
function. In such cases, the conformational equilibrium can be driven 
towards the desired state.
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The starting point for rational design is the development of a molecular 
model, based on the protein structure and function, often in combination with 
an algorithm. This is followed by experimental construction and analysis of 
the properties of the designed protein. If the experimental outcome is failure or 
partial success, then a next round of the design cycle is started (2). Sometimes 
new mutants based on initial information are developed which leads to a rep-
etition of design steps until a variant is found that meets all the requirements. 
This iterative process, where theory and experiments alters, is often referred 
to as a “design cycle.”

A possible design strategy procedure is described below, based on the avail-
ability of a 3-D structure and sequence of the protein (3).

1. Collect available information from the literature as well as from experi-
mental analysis on the protein of interest, its homologues and other family 
members.

2. Find as many amino acid sequences as possible of homologues sequences 
and make a multiple sequence alignment. Take the secondary structure of the 
protein into account (see, e.g., www.expasy.org for databases and tools).

3. Compare the structures of the protein, homologues and family members 
by structural alignment to see, whether there is anything remarkable and 
whether all residues are in an optimal structural environment. Also check 
whether any of the homologues structures are more stable and if so, why. 
Examine if the structures possess additional interactions in the form of salt 
bridges, disulphide bridges, etc. Verify the difference in packing i.e., by 
looking for any cavities or steric clashes. Take variations in loop length or 
other conspicuous differences into account. Helpful programs are PyMol 
and Swiss PDB Viewer.

4. Try and apply the design concepts as described above. Also, apply pro-
grams that can predict mutations. You can find a variety of such tools on 
www.expasy.org/tools/.

Core:
stability and
conformation

Loops:
protease
susceptibility

Termini:
attachment of
fusion partners 

Exposed
hydrophobic
residues:
solubility

Binding site:
interaction affinity
and specificity 

Fig. 35.1. Different strategies for rational protein design
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5. Simulate the protein under folding conditions and identify the regions that 
appear to be the least stable. Try to design mutants that counteract the early 
unfolding processes.

6. Model the mutants you have and check whether the structure has improved 
and whether the mutation causes other problems, like less favorable torsion 
angles in the side chain or less optimal packing.

7. Produce the mutants experimentally and analyze their properties.

Nowadays, the first steps of rational design are more and more computer 
based but historically, site-directed mutagenesis was first. Here, we kept this 
chronological order.

2.1.1. Site-Directed Mutagenesis
Since the late 1980s protein molecules were altered by site-directed or site-specific 
mutagenesis of their genes (4–6). In this technique, a mutation is created at a 
defined site in the DNA leading to a change in the amino acid of the corresponding 
protein. This method requires the wild-type sequence to be known. The change 
itself is made by PCR methods where primers containing the desired mutation are 
used. In the first cycle, there is a priming mismatch for the primers binding the 
template DNA strand, but after the first cycle, the primer-based strand, 
containing the mutation, will be at about equal concentration to the original 
template. After successive cycles, its number will increase exponentially and out-
number the original, unmutated strand, resulting in a nearly homogeneous solution 
of mutated amplified fragments. For this PCR it is necessary to design primers that 
are suitable for the desired changes, considering also their annealing temperature.

Two techniques are commonly used to introduce specific amino acid 
replacements into a target gene. The first of these is termed the overlap 
extension method (Fig. 35.2). In this method, four primers are used in the 
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Fig. 35.2. Principle of site-directed mutagenesis by overlap extension. Mutations 
introduced by primers 2 and 3 are marked with an “x”. Further explanations are given 
in the text
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first polymerase chain reaction (PCR) step with two separate PCRs being 
performed. The primer pairs for these PCRs are 1 and 3 as well as 2 and 
4, respectively, with primers 2 and 3 containing the mutant codon with a 
mismatched sequence. Two double-stranded DNA products containing the 
desired mutagenic codon are obtained over several PCR cycles. In the second 
PCR step these two dsDNA products are amplified using primers 1 and 4 
resulting in the mutated DNA. A useful variant of the overlap extension 
method is the megaprimer method (7). In this procedure, two rounds of PCR 
are performed employing two flanking primers and one internal mutagenic 
primer that contains the desired base substitutions. A benefit of this method 
is that mutations can be inserted into the flanking primers so that multiple 
codons relatively far from each other can be replaced at the once. The second 
method for performing site-directed mutagenesis is referred to as whole 
plasmid, single-round PCR (Fig. 35.3). In this protocol, two oligonucleotide 
primers containing the desired mutation(s) are extended with DNA polymerase. 
In this PCR step, both strands of the template are replicated without 
displacing the primers to obtain a mutated plasmid containing breaks that do 
not overlap. As the original wild type plasmid originates from Eschenichia 
coli and is thus methylated on various A and C residues, it may then be 
selectively digested using Dpnl methylase endonuclease resulting in a circular, 
nicked vector containing the mutant gene. When this nicked vector is trans-
formed into competent cells, the nick in the DNA is repaired by the cell 
machinery to give a mutated, circular plasmid. The advantages of the whole 
plasmid, single-round PCR are that only one PCR needs to be performed and 
only two primers are required. The disadvantages of this technique relative 
to overlap extension are that it does not work well with large plasmids (>10 
kB) and typically only two nucleotides can be replaced at a time (8). Several 
companies offer kits for performing these methods.

After the PCR step and the cloning and/or transformation, expression and 
purification of the recombinant protein mutants must be performed for testing 
and evaluation.

2.1.2. Computational Protein Design
During the past two decades, computer simulations of the dynamics of proteins 
has become a widely used tool to deepen our understanding of these molecules. 
Computer simulations can be used to understand the properties of a molecular 
system in terms of interactions at the atomic level. One of the main challenges 
is the development of algorithms that can deal directly with structural and 

xx xx x xxx
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Fig. 35.3. Principle of site-directed mutagenesis by whole plasmid, single-round PCR. 
Explanations are given in the text
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functional specificity. An excellent overview of the strengths and weaknesses 
of various search algorithms is reported (9), and implementations of these 
algorithms were quantitatively evaluated (10).

Computational protein design methods seek to identify amino acid sequences 
that generate low-energy interactions of a specified target protein structure by 
employing a variety of optimization techniques. These fall into two broad cat-
egories: stochastic algorithms, including Monte Carlo, and deterministic algo-
rithms, including dead-end elimination. Stochastic algorithms semi-randomly 
sample sequence-structure space and move toward lower energy solutions 
whereas deterministic algorithms perform semi-exhaustive searches.

The advantage of stochastic methods is that they can deal with problems of 
significant combinatorial complexity because they do not require an exhaus-
tive search. The disadvantage is that there is no guarantee that these methods 
converge to the global minimum energy solution or even the same solution 
when run multiple times (10). In contrast, deterministic methods always con-
verge on the same solution.

2.1.2.1. Monte Carlo (MC) Method: These simplest stochastic methods are a 
widely used class of computational algorithms for simulating the behavior of 
various physical and mathematical systems. They are distinguished from other 
simulation methods (such as Molecular Dynamics, see Section 2.1.2.3.) in that 
they are nondeterministic in some manner, usually by using random numbers. 
In the context of design, a starting structure is perturbed by a random change 
in residue type or rotamer at some position. If the change decreases the energy 
of the structure, it is accepted. Otherwise, the Metropolis criterion, including 
a Bolzmann weighted probability, is used to accept or reject the change. This 
permits energetically unfavored uphill moves and escape from local minima. 
MC methods are especially useful in studying systems with a large number 
of coupled degrees of freedom, such as liquids, disordered materials, and 
strongly coupled solids (11,12).

2.1.2.2. Dead-End Elimination (DEE): The DEE algorithm is a method for 
minimizing a function over a discrete set of independent variables. The basic 
idea is to identify “dead ends,” i.e., “bad” combinations of variables that can-
not possibly yield the global minimum and to refrain from searching such 
combinations further. Hence, good combinations are identified and explored 
further. The method itself has been developed and applied mainly to the prob-
lems of predicting and designing the structures of proteins (13). The basic 
requirements for DEE are a well-defined finite set of discrete independent 
variables, a precomputed numerical value, the energy, associated with each 
element in the set of variables, a criterion or criteria for determining when 
an element is a “dead end,” and an objective function, the energy function, to 
be minimized. DEE has been used efficiently to predict the structure of side 
chains on a given protein backbone structure by minimizing an energy func-
tion. A large-scale benchmark of DEE compared to alternative methods of 
protein structure prediction and design is that DEE reliably converges to the 
optimal solution for a given protein length, and it runs in a reasonable amount 
of time (13). However, other methods are significantly faster than DEE and 
thus can be applied to larger and more complex problems. DEE is guaranteed 
to converge to the global minimum energy solution (13). The effectiveness of 
DEE for a combinatorial search is due to the systematic elimination or pruning 
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of high-energy rotamers or rotamer-combination. A requirement is that the 
energy function must be written as the sum of individual and pairwise terms. 
Additionally, for extremely complex problems, DEE may fail to converge, but 
due to some large improvements DEE currently seems to be the most powerful 
method for finding the global minimum energy solution (10).

2.1.2.3. Molecular Dynamics (MD) Simulation: Molecular modeling tools are 
used in protein engineering studies to indicate which amino acid substitutions or 
mutations have a high probability of success and should be tested experimen-
tally. Molecular dynamics (MD) are able to correlate the increase in protein 
stabilization with the conformational and structural changes caused by (single) 
amino acid replacements. It represents an interface between laboratory experi-
ments and theory. MD also serves as a tool in protein structure determination 
and refinement using experimental tools such as X-ray crystallography and 
NMR. Additionally, MD has been applied as a method of redefining protein 
structure prediction.

The computer simulation method of MD is based on an extremely simple 
principle: given the coordinates of all atoms in a molecular system and an 
accurate description of the total potential interaction energy as a function of 
the atomic coordinates, the force on each atom can be calculated. Describing 
the interactions accurately in a protein is a key element to protein design and 
probably the most difficult. The energy functions must be fast and accurate, yet 
not oversensitive to the fixed backbone approximations and discreteness of the 
rotamer library (reviewed in ref. 14). In chemistry and biophysics, the interac-
tion between the objects can be described by a force field. Molecular mechan-
ics force fields for proteins, such as AMBER, GROMOS, and CHARMM, 
usually include van der Waals, electrostatics, dihedral angle (torsion), bond 
angle, and bond stretching (length) terms. These parameters are further 
adjusted by simulations that attempt to reproduce experimental data, such as 
small molecular crystal structures. For protein design calculations, consider-
able modifications are required. Energies must be adjusted to reduce artifacts 
resulting from the use of discrete rotamers and fixed backbones. Energy terms 
that describe solvation must be added. Secondary structure propensities have 
also been used as constraints for sequence design. A reference state needs 
to be defined, since the relevant value for protein design is the difference in 
energy between the probed and reference state. Finally, all these terms must 
be weighted appropriately. For molecular dynamics simulations, the individual 
energy terms are typically added and must be appropriately parameterized and 
scaled with respect to one another (15).
Considerations for computational protein design (16):

1. Energy expression or force field used to rank the desirability of each amino 
acid sequence for a particular backbone.

2. Energy minimization of the target backbone must be determined in order 
to experimentally test the energy expression. (Published algorithms include 
MC techniques and DEE).

3. Discrete side chain conformations must be made to restrict the complexity 
to a reasonable limit. The allowed side chain conformations are typically 
chosen from a library of discrete possibilities, known as rotamers.

4. Classification of residue position to reduce the size of the design problem. 
Protein cores are typically composed of hydrophobic amino acids, and 
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protein surfaces are largely composed of hydrophilic amino acids, but the 
boundary residues must be selected from the full range of amino acids as 
these positions are observed to be both.

5. Modeling of backbone flexibility by using a softer van der Waals potential, 
which means, giving the modeled atoms a fuzzy edge.

Available computer power must be considered when designing MD simula-
tions. Simulation size (number of particles, typically up to 105 atoms), time-
steps and total time duration must be selected so that the calculation can finish 
within reasonable time. However, the simulations should be long enough to be 
relevant to the time scale of the natural processes being studied. Most scien-
tific publications about the dynamics of proteins and DNA use data from simu-
lations spanning nanoseconds to microseconds. To obtain such simulations, 
several CPU-days to CPU-years are needed. Another factor that impacts total 
CPU requirement by a simulation is the size of the integration time-step. This 
is the time length between evaluations of the potential. The time-step must be 
chosen small enough to avoid discrete errors. Typical time-steps for classical 
MD are in the order of one femtosecond. Furthermore, a choice should be 
made between explicit solvent and implicit solvent. Explicit solvent particles 
(like water) must be calculated extensively by the force field. The impact of 
explicit solvents on CPU-time can be 10-fold or more. In simulations with 
explicit solvent molecules, the simulation box must be large enough to avoid 
boundary condition artifacts.

Limitations must not only be kept in mind when setting up simulations 
but also when drawing conclusions from such simulations. Consequently, the 
results of simulations must be critically evaluated and, whenever possible, 
validated through experiments. When applied in an appropriate way, MD is 
a tool complementary to experimental methods, which can be used to access 
atomic details inaccessible to experimental probes (17).

2.2. Library-Based Design Strategies

Library-based design strategies have the advantage that they do not rely on 
structural information. Various methods for designing libraries exists which 
are described in detail in the chapter Directed Protein Evolution. The success 
of libraries, however, strongly depends on the selection or screening method. 
This section introduces the most prominent techniques and discusses advan-
tages and disadvantages of each system.

2.2.1. Phage Display
Phage display is a reliable and widely used selection technique. It enables the 
rapid screening of peptide libraries or proteins against virtually any desired 
target both of biological and synthetic origin. This could be either of biological 
interest or for technical or medical applications. The benefits of phage display 
rely on the fact that the phenotype is directly linked to the genotype. This is 
because the peptides to be screened are expressed as fusion proteins of a phage 
coating protein, and genetic information is packaged into the phage (18).

Typically, phage display as well as ribosome display (see Section 2.2.2) 
selection rounds are carried out in vitro where incubation with the target 
takes place. Strongest binders remain bound to the target and nonbinders or 
only weakly interacting binders are removed from the pool upon increasing 
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stringency. The selected pool of binders is amplified, either in E. coli for 
phage display or by RT-PCR in the case of ribosome display. Enriched phages 
then enter the next round of selection. This procedure is repeated for three to 
five times and leads to the enrichment of binders dominating the pool. This 
procedure is called “panning” and without it would be akin to searching for a 
needle in a haystack.

Phage display was the first display technology shown to physically couple 
the phenotype with genotype (19). It was originally used to map antibody 
epitope binding sites by screening peptide-phage libraries against immobilized 
immunoglobulins. Filamentous phages use its bacterial host to replicate and 
to assemble the phage particles. For phage display, the phage genome can be 
modified to incorporate the gene of interest to be displayed in fusion to a sur-
face protein. The most commonly used phage protein for displaying peptides 
of interest is the minor coat protein 3, which is presented three to five times on 
the M13 particle (Fig. 35.4) (20). The coat protein of gene 3 consists of three 
domains, a C-terminal constant region which anchors the protein to the phage 
particle, and two N-terminal domains, N1 and N2, mediating infectivity. N1 
binds to the TolA receptor and N2 binds to the F-pilus of E. coli. Proteins of 
interest are usually fused to the N-terminus of the gene 3 protein. During the 
assembly process, resulting fusion proteins are transported through the inner 
cell membrane to the bacterial periplasm and incorporated into the phage particle, 

Fig. 35.4. Schematic presentation of an Fd-bacteriophage (middle) and the different 
steps of a phage panning round. The gene of interest is genetically linked to the N-terminal 
domain of the phage surface protein 3 and thus is incorporated up to five times in the 
phage particle (peptide of interest). Another surface protein, which can be used for 
multivalent display, is the protein P8. After cloning and transformation into the 
E. coli host, phages are purified via polyethylene-glycol precipitation (PEG/NaCl) and 
incubated with the immobilized target. Unbound phages are removed by increasing 
washing steps for each selection round. Binders are eluted from the target by acidic pH 
shift or tryptic digest and amplified upon host E. coli infection
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while their respective single-stranded DNA (ssDNA) gets packaged in the 
phage (20) thereby coupling phenotype and genotype.

Typically, a selection (or panning) round can be divided into several distinct 
steps (Fig. 35.4) (21). To start, the gene of interest, which can be a library or 
a single protein, is fused to the gene 3. This modified phage genome is trans-
formed into an E. coli host strain (e.g., XL1-blue or ER2738). Upon phage 
production, the protein of interest is displayed on the phage surface as fusion 
to protein 3. For the selection, phages are incubated with the target protein, 
immobilized either in an ELISA well or an immuno test tube. Simple washing 
steps remove unspecific or weak binding phages. Stringency can be increased 
from round to round by adding more washing steps and harsher conditions. 
Phages are well tolerable against heat and denaturing agents (22). Binders 
are eluted by an acidic pH-shift or by a tryptic digest. These phages are then 
amplified in an E. coli host strain, purified, and enter the next round of selection.

Phage display classically means multivalent display, as the gene 3 pro-
tein is modified in the phage genome. This technique is well suited for 
short peptides that do not influence infectivity of the protein 3. If selection 
of longer proteins is desired, a trypsin cleavage site should be incorporated 
between the protein of interest and the protein 3. If phages are eluted by 
trypsin digest, the protein of interest is cleaved off and the free phages 
display a wild-type like protein 3. Furthermore, multivalent display is 
advantageous for low affinity  binders. Alternatively, monovalent display 
can be achieved using a phagemid system (21). In this case, the gene of 
interest is cloned to a truncated version of gene 3 in a phagemid vector. 
A phagemid carries in addition to an E. coli origin of replication for plas-
mids and an antibiotic resistance gene an origin of replication for phages, 
which is only used after cells are super-infected with helper phages. Helper 
phages provide the full phage genome, including the protein 3. Thus, cells 
transformed with the phagemid and infected with helper phages express a 
mixture of wild type and fusion protein 3. Consequently, phages show the 
same ratio of wild type and fusion protein 3, which ideally is one fusion 
protein per phage.

Phage display allows for the rapid selection of target-specific binders in three 
to five panning rounds. Identification of the selected clones occurs via sequenc-
ing of the DNA of phage pools and single clones and hence yields directly the 
primary structure of the selected peptide. Typically, selected peptides harbor 
affinities in the µM- to the nM-range. Owing to the avidity effect, multivalent 
display is more sensitive and therefore detects lower-affinity binding.

Beside the protein 3, the major coat protein P8, which is represented up 
to ~2700 times, can also be used as fusion proteins (18). The high number 
of displayed peptides in this case was recently shown to have advantages for 
imaging applications (23). However, the protein 3-based display system is the 
major method of choice as it enables the screening of large proteins or protein 
domains. Also, the display efficiency can be increased by choosing different 
signal sequence domains N-terminally of the protein 3 which are necessary 
for periplasmic transport during phage assembly (24). Other systems using 
a split version of the protein 3, so-called “selectively-infective phages” (SIP) 
have been tested as well but were found to be more susceptible to mutation 
or recombination events (25,26). The filamentous phage system is limited to 
proteins which correctly fold in the periplasm of E. coli. Other proteins can be 
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screened using lytic phage systems such as T4 (27) and T7 (28). The phage 
assembly and hence incorporation of fusion proteins occurs in the cytoplasm 
and virions are released upon cell lyses.

2.2.2. Ribosome Display
The first cell-free in vitro display described in 1994 was ribosome display 
(29). The basis of ribosome display is the linkage of the mRNA with the 
protein of interest. This can be via a stabilized complex on the ribosome 
(ribosome display) or via a covalent protein-mRNA complex by means of a 
DNA–puromycin linker (mRNA display).

Typically, a selection round consists of the following steps (Fig. 35.5): First, 
the DNA encoding the gene of interest to be selected needs to be transcribed 
into mRNA, which is next translated using either a bacterial or a  eukaryotic 
in vitro translation system. The stabilization of complexes between the 
expressed protein, ribosome, and mRNA upon termination of elongation is 
achieved by a terminator sequence forming a hairpin structure combined with 
low temperature or chloramphenicol. This is where mRNA-display differs 
from ribosome display (30). The selected protein is covalently linked to its 
mRNA via incorporation of puromycin, which has been previously attached to 
the 3'-end of the mRNA via a short oligonucleotide. Thus, the large complex 
of ribosome, mRNA and protein in ribosome display is missing in mRNA-
display, and unspecific interactions between the selected protein and the 
ribosomes are circumvented.

Once expressed, the selection rounds itself can be performed. The target of 
interest is immobilized in an ELISA well or test tube via adsorption, comparable 
to phage display. Unbound target is removed in washing steps. In mRNA display, 
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Fig. 35.5. Schematic presentation of a ribosome display round. The gene of interest is 
transcribed from dsDNA into mRNA and translated into proteins by in vitro techniques. 
The ribosomes remain tethered to the mRNA by either cold shock or chloramphenicol. 
This step ensures that the genotype remains coupled to the phenotype. The proteins are 
incubated on the target, and the mRNA of the strongest binding interaction partner is 
captured after selective washing steps. Using RT-PCR, the mRNA is reverse transcribed 
into DNA. Using error-prone PCR, defined mutations can be inserted which further 
increase the binding affinity and specificity
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binders are eluted together with their immobilized mRNA, whereas in ribosome 
display, the mRNA is freed by destroying the protein-ribosome-mRNA 
complex. In both cases, the mRNA is then amplified by RT-PCR, and the 
resulting cDNA matrices are transcribed again into mRNA and enter the next 
round of selection.

One big advantage of ribosome or mRNA display is that it is a cell-free 
system where expression of toxic proteins or poorly folded proteins can be 
tolerated. Moreover, the expression and selection of the proteins of interest 
is not influenced by any growth stress originating from the bacterial host. 
Importantly, the library size is not limited by transformation efficiencies. 
Instead, the DNA encoding the library members is directly transcribed into 
mRNA, and immediately enters the selection process and in this way is only 
limited by the enzyme reaction. The stringency conditions during the selec-
tion rounds are similar to those performed in phage display. However, it is 
notable that phage particle are very robust. They remain functional even under 
elevated temperatures or in presence of a chemical denaturant like guanidine. 
An advantage of mRNA or ribosome display is the potential for affinity 
maturation through recursive mutagenesis, in which selectants can be further 
mutated after each round of selection (31). This is faster in comparison to 
cell-based selection as the encoding DNA does not need to be retransformed 
into E. coli host cells.

2.2.3. Yeast Two-Hybrid System
The “two-hybrid” or “interaction trap” method enables to identify, character-
ize and even to manipulate protein–protein interactions. It was invented in the 
early 1990s by Stanke and Fields (32). The yeast-two hybrid system exploits 
the fact that many eukaryotic transcription factors have at least two distinct 
functional domains, one that drives DNA-binding to a promoter region and 
one that activates transcription. It has been shown that DNA-binding and 
activation domains of one transcription factor can be exchanged from one to 
another while retaining its function. The basis for this method is the use of the 
yeast transcription factor GAL4, which is incapable of activating transcription 
without physical linkage to an activating domain (33). This linkage, which 
can be mediated by two interacting proteins, is the key to the successful use 
of the “two-hybrid” method. Only interaction between these proteins connects 
the DNA-binding domain to the activator domain, resulting in the expression 
of a reporter gene and thus leading to the identification of interacting partner 
proteins. The most extensively used vectors are based on GAL4. An alterna-
tive system makes use of the DNA-binding domain of the LexA protein and 
the activator domain of the viral protein 16 (VP16).

In general, in any two-hybrid experiment, a protein of interest is fused to a 
DNA-binding domain and transfected into a yeast host cell bearing a reporter 
gene controlled by this DNA-binding domain. This fusion protein, which can 
not activate transcription on its own, can be used as “bait” or as “target” to 
screen a library of cDNA clones (prey) that are fused to an activation domain. 
The cDNA clones capable of forming a protein–protein interaction with the 
bait protein are identified by their ability to cause activation of the reporter 
gene (Fig 35.6A). The DNA-binding (DBD) domain and the activator domain 
proteins (AD) can be transformed separately into two different strains, resulting 
in an AD- and a DBD-strain. In this way, a haploid DBD strain can be mated 
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to the haploid AD array to identify individual interacting AD fusions. Another 
approach would be to mate individual DBD strains with libraries of AD strains 
(34). Reporter gene activation leads to the identification of the selected AD 
fusion. Thus, this method enables the screening of proteins that interact in vivo 
and is therefore a well-suited method to create a protein–protein interaction 
map of a cell or an organism.

After transformation and expression of the fusion protein, the first test 
is to check whether the target protein with the DNA-binding domain exerts 
autotranscriptional activity. If this should be the case, the experiment needs 
to be redefined. After testing the autoactivity of the fusion protein, the library 
of choice in fusion to the activator domain can be transformed. Upon screen-
ing on selection marker plates, positive clones are identified via reporter 
gene assays, e.g., LacZ, and the DNA of the selected clones is prepared and 
sequenced. After the identification of a selected clone it is necessary to test 
the specificity again in the two-hybrid system and also in a different system. 
This can include in vitro pull-down assays or co-immunoprecipitations, both 
evaluating the biological relevance of the interaction.

2.2.3.1. Advantages: One big advantage of the two-hybrid system over classical 
biochemical and genetic approaches is its use as an in vivo assay, with yeast as 
a live test tube, exhibiting similar conditions to higher eukaryotes. Compared 
to biochemical approaches that need huge amounts of purified protein or good 
quality antibodies, the two-hybrid system requires only the cloning of the 
full-length or even partial cDNA of interest to start the screening.

Fig. 35.6. Schematic representation of the yeast two-hybrid (A) and yeast three-hybrid 
system (B). (A) The bait protein X is genetically fused to a DNA-binding domain 
(DBD) of a transcription factor, missing the transactivation domain. Upon interaction 
with the prey protein Y, which is fused to the transactivator domain (AD) of the 
transcription factor, the transcription of a reporter gene is initiated, and in this manner, 
an interaction between the bait protein X and the prey protein Y is mapped. (B) In the 
yeast three-hybrid system, the interaction between bait X and prey Y is mediated by a 
third protein Z
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The genetic reporter gene strategy results in a significant amplification of 
the read out. This facilitates also detection of weak or transient interactions, 
which are often the most interesting in signaling cascades. Besides the screen-
ing of new interaction partners, the two-hybrid system allows also for map-
ping of residues crucial for an interaction. The most convincing argument in 
favor of the two-hybrid is the number and the speed in which many signaling 
cascades have been resolved in molecular detail.

2.2.3.2. Disadvantages: As mentioned above, the key to the method relies 
on the fact that the DNA-binding and transcriptional activation are separated. 
Thus, if the protein of interest exhibits transcriptional function on its own, 
the use of this protein in a two-hybrid system may not be successful and 
could be a limiting factor. Furthermore, as the bait and the prey proteins are 
expressed in fusion to the DNA- and to the activating domains, the resulting 
chimeras might have different conformations which could result in altered 
function, resulting in lower activity or even in the inaccessibility of binding 
sites. If this is the case, it might be worth trying to switch the fusion proteins 
of bait and prey.

Moreover, the protein of interest needs to be stably expressed and folded in 
yeast. This can be seen as an advantage rather than a disadvantage, since yeast 
is closer to higher eukaryotes than in vitro experiments or those based on bacterial 
hosts. Folding problems in yeast can also be accompanied by post-translational 
modifications that either do not occur or are yeast specific. However, this can 
possibly be circumvented by co-expressing the enzyme responsible for the 
posttranslational modification. In addition, it should be noted that the system 
needs the fusion proteins to be targeted to the nucleus, which could be a 
limiting factor for, e.g., extracellular proteins. Another problem could be a 
toxic effect upon expression of the fusion proteins, which has been shown for 
cyclins and homeobox proteins. Usage of an inducible promoter might circum-
vent the problem. It has to be noted that after successful identification of two 
interacting partners, the biological relevance of this interaction remains to be 
determined to prevent the identification of artificially interacting partners. Even 
if identified in the assay, it could be possible that these proteins are never in 
close proximity to each other in the cell. A good representation of the library is 
necessary to screen successfully. Therefore, it has to be considered that only one 
out of six fused cDNAs is in the correct frame, which increases the number of 
clones to be investigated.

2.2.3.3. Reverse Hybrid System: The two-hybrid system does not allow genetic 
selection of events responsible for dissociation of particular interactions. 
However, a reverse two-hybrid system makes use of the expression of a counter 
selectable marker that is toxic and hence leads to a growth arrest. Thus, the 
dissociation of an interaction provides a selective advantage. One example 
given here is the “split-hybrid” system, which is based on the E. coli TN10-
encoded tet repressor/operator system. Upon interaction of the target 
protein with its prey protein, the transcription of the TetR is initiated. The TetR 
protein represses then the expression of the HIS3 gene, leading to a growth 
phenotype on plates without histidine in the growth medium (35). Abrogation 
of the interaction, either by mutating one of the proteins or by introducing a 
dissociator protein shuts down the TetR expression and enables again HIS3 
expression and thus growth on selective plates. This method can be used in 
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screening large libraries of peptides or compounds that inhibit selectively a 
protein interaction (36,37).

2.2.3.4. Sos-Recruitment System (SRS): The mammalian GDP-GTP exchange 
factor hSos (human son of sevenless) can only activate Ras when hSos is 
localized to the plasma membrane in close proximity to Ras. In yeast, func-
tional Ras signaling pathway is required for cell viability. This fact has been 
exploited in the hSos-recruitment system and similarly in the Ras-recruitment 
system (RRS). Both systems benefit from the fact that a yeast strain, mutated 
in the Ras guanyl nucleotide exchange factor cdc25-2, shows temperature 
sensitive growth. For the screening assay, the target protein is fused to hSos, 
and the prey protein to be screened is fused to a membrane localization signal. 
Coexpression of these proteins in a cdc25-2 yeast strain leads to a temperature 
dependent growth phenotype if the fusion proteins interact and allow hSos 
recruitment to the membrane (38–40).

2.2.3.5. Yeast Three-Hybrid System: A limitation in the two-hybrid system 
is the lack of the detection of post-translational modifications, e.g., tyrosine-
phosphorylation, which do not occur in Saccharomyces cerevisiae. In the so 
called kinase three-hybrid system, a cytosolic tyrosine kinase has been introduced 
into the yeast cell, phosphorylating specific substrates (41).

In the yeast three-hybrid system, the target protein activates only transcription 
via the activating prey protein if a third protein is present. This third protein 
either mediates the interaction or induces a conformational change thereby 
promoting interaction (Fig 35.6B). In this way it has been shown that the 
interaction between Sos and the cytoplasmic domain of the EGFR is Grb2-
mediated (42). The three-hybrid system can also be extended to the use of a 
heterodimer of small organic ligands, incorporated into the media plates, which 
induce dimerization of, e.g., the glucocorticoid receptor and in this way activate 
the transcription after diffusion into the yeast cell (43). This system is of great 
interest in pharmacological approaches since small-ligand receptor interactions 
are the basis for many signaling cascades and misregulation is the cause of many 
diseases. Hence, the screening of a library of small ligand compounds with the 
three-hybrid system could identify new drug lead compounds.

Together, these advances have led to a variety of hybrid screening systems 
each with its own limit and suffering from the fact that each strategy is capable 
of detecting only a subset of interactions. This argues for the use of multiple 
systems to maximize coverage.

2.2.4. Protein-Fragment Complementation Assay (PCA)
Protein-Fragment Complementation Assays (PCA) are a powerful tool for 
studying protein-protein interactions and are used e.g. in protein engineering 
for selecting tightest binding partners from peptide libraries. For PCA selec-
tion, a peptide library and the target protein or a domain thereof are fused to a 
reporter protein which is dissected into two non-functional fragments, some-
times referred to as ∆α and ∆ω or fragment 1 and 2. Interactions of the studied 
proteins or domains are demonstrated by restoration of the reporter proteins 
functionality (Fig. 35.7). The reporter protein must monitor the association 
of the test proteins without promoting it. Interaction must be mediated by the 
interaction under investigation. A combinatorial approach for generating a 
reporter protein for PCAs was introduced by Tafelmeyer et al. (44).
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In contrast to two-hybrid techniques PCAs are not generally limited to the 
nucleus, where the proteins lack the appropriate cellular context. Also two-hybrid 
assays cannot be used to test temporal aspects of protein interactions (45).

An interesting point of the PCA system is that, using known interaction 
domains, it can also be used to study the reporter protein, e.g., mutate residues 
in the binding interface of the two fragments.
Reporter proteins for PCA have to fulfill several requirements:

- small and monomeric
- overexpression possible in eukaryotic, prokaryotic or both cell types
- the two fragments must be stable and soluble to enable reassembly
- the cleavage site must not be in a functional position
- cleavage site ideally close to the N- or C-terminus to permit different orienta-

tion in the fusion protein
- only reassembly of both fragments restores activity to avoid false positives
- miminal auto-reassembly to prevent background (false positive)
- easy discrimination of active and inactive reporters for selection or screening 

of interacting partners
- no endogenous reporter protein of same activity present in the host or host 

protein can be efficiently inhibited

Different systems have been developed each with inherent advantages and 
disadvantages. Here we provide a short overview over the different reporter 
systems used for PCA.

2.2.4.1. Murine Dihydrofolate Reductase (mDHFR): The dihydrofolate 
reductase (DHFR) (46) is an enzyme in the nucleotide synthesizing pathway, 
which fulfills the requirements of a reporter protein very well. It is a small (21 
kD), monomeric protein of known structure (47) and its folding properties and 
kinetics are well characterized (48). In nucleotide-free media, DHFR is essential 
for cell growth. The endogeneous DHFR of E. coli can be inhibited by the 
substrate analogue trimethoprim to which it has a 12,000 fold higher affinity 

Fig. 35.7. General principle of protein-fragment complementation assays (PCA). 
Oligomerization domains (black and white) are fused via linkers to the reporter protein 
fragments (striped). Further explanation are given in the text
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compared to mammalian DHFR (49). Consequently, a murine DHFR can be 
used for simple survival assays in E. coli. It has been shown that mDHFR can 
be disrupted in a loop-region formed by the amino acids 101–108 (50) which 
is the loop between domain two and three, in close proximity to the N-termi-
nus of the enzyme. This permits fusion of either the N-terminus of both frag-
ments to the dimerization domains or alternatively one N- terminal and one 
C-terminal fusion. Pelletier et al. chose to fragment mDHFR between residue 
107 and 108 and fuse interacting proteins N-terminally to the resulting DHFR 
fragments. The DHFR fragments are stably expressed and reassemble only when 
fused to a dimerization domains (in this case the leucine zipper of GCN4). 
After its assisted reassembly mDHFR becomes active and allows E. coli to grow 
on trimethoprim-containing minimal media (Fig. 35.8). Without interaction of 
the dimerization domain no growth will occur. The speed of growth is related 
to the strength of interaction of the dimerization domain. In addition to cell 
growth, DHFR activity can be monitored in vitro by fluorimetry following the 
appearance of tetrahydrofolate (THF) (excitation at 310 nm; emission at 360 
nm) using the inhibitor methotrextate (MTX) as a control.

The system has two minor disadvantages: As the DHFR needs NADPH as 
a cofactor, the assay does not function in the periplasm of E. coli. Another 
drawback is the ability of E. coli to eventually overcome inhibition of the 
endogenous DHFR by mutation after some rounds of selection (51). However, 
this is rare and easily to detect by controls on plates without IPTG. Without 
induction, no DHFR-fragments are expressed and thus no growth occurs.

The most obvious advantage of the DHFR-PCA is the easy screening of 
positive interactions by the survival assay, which makes this assay very valu-
able especially for screening large libraries. The survival assay can be followed 
by growth competition in liquid culture under selective conditions to enrich the 
best binding sequence. Another advantage is the control of stringency of the 

Fig. 35.8. Proteins of interest are genetically fused to mDHFR-fragments and cotrans-
formed in E. coli and assayed on minimal medium plates containing trimethoprim. 
Only interacting proteins enable reassembly of mDHFR, resulting in growths of colonies. 
Colonies are pooled and best interacting proteins are enriched in growth competitions. 
Library pools and single clones can be analyzed by sequencing
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assay by mutating the binding interface of the two fragments to alter the stability of 
their reconstituted state, e.g., exchanging wild type isoleucine 114 for alanine 
or valine (46).

2.2.4.2. Ubiquitin-Based Split-Protein Sensor (USPS): This PCA was devel-
oped in 1994 by Johnsson and Varshavsky (45). Ubiquitin acts here as split 
protein, but for detection of ubiquitin-reassembly an additional protein is 
needed as reporter. For this, the property of eukaryotic cells is used to cleave 
ubiquitin-fused proteins by the specific protease UBP. This process is strongly 
dependent on the correct folding of ub. For USPS ubiquitin is dissected into 
its two domains and the N-terminal fragment is mutated to inhibit autoreas-
sembly. The reporter protein is fused to the C-terminal fragment. The reporter 
protein is cleaved on reassembly and correct folding of ubiquitin. Detection 
depends on the chosen reporter, for example an domain detectable by antibod-
ies or an enzyme which becomes active only after cleavage. The proteins of 
interest are fused to the ubiquitin fragments which when reassamble permit 
ubiquitin to fold correctly and the reporter protein is cleaved. However, 
the signal can be the result of both fragments binding to a common ligand, 
because USPS detects the proximity of proteins, which does not necessarily 
means direct interaction. USPS relies on constitutive expression of the host 
cells ubiquitinase, which had been shown only for cytosol and nucleus.

USPS can also be used in vitro with purified fragments and purified proteases 
such as Ubp1 from yeast.

2.2.4.3. β-Galactosidase: Intracistronic β-galactosidase complementation 
has long been observed (52–54), and shows that bacterial β-galactosidase 
activity can be restored when two variants with inactivating mutations in dif-
ferent crucial domains of the enzyme share their intact domains. This is largely 
efficient but depends on the nature of the mutations (55) and holds also true 
when transferring to mammalian cells (56). Developed in the Blau group, the 
β-galactosidase-based PCA utilizes this well-known property of β-galactosi-
dase complementation for the first time for time-dependent in situ studies of 
protein–protein interactions in living eukaryotic cells. Rossi et al. (52) chose 
β-gal mutants which have been shown to be unable to complement each other 
by themselves. The first one lacks only amino acids 11–41 of the wild type and 
is a naturally occurring mutant described earlier as M15 (57,58). The second 
contains the first 788 residues of β-gal (56). The proteins of interest are fused 
to these fragments. Activity of β-gal measured at different time points by 
either biochemical assays or FACS (summarized in (53)) shows the interaction 
of the fused protein fragments and gives a quantitative readout. As an enzyme, 
β-gal amplifies the resulting signal allowing monitoring of physiological inter-
action without overexpression. In contrast to other methods, this PCA can be 
used to analyze protein–protein interactions in different subcellular compart-
ments of eukaryotic cells. However, because its active form is a large tetramer 
some interactions might be sterically hindered.

2.2.4.4. β-Lactamase: The bacterial enzyme β-lactamase (59,60), which 
confers resistance to the antibiotic ampicillin, has long served as a model in 
protein engineering with well understood properties. Its structure does not suit 
fragmentation, but this enzyme has significant advantages for use in mammalian 
cells over other systems. This is because the fragments are small and there 
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is no endogenous β-lactamase activity. In addition in 1998 a cell permeable, 
fluorescent substrate, called CCF2/AM, was developed (61) which detects 
β-lactamase activity with high sensitivity in eukaryotic cells. A drawback is the 
high price of these substrates.

The Blau group split β-lactamase after residue 197 (60,62), but found a high 
background activity in E. coli. They were able to reduce the signal-to-noise 
ratio by stabilizing the α-fragment by adding the empirically found tri-peptide 
NRG after aa197. The Michnick group established the assay in the cytosol 
(59) using the M182T mutant, which has been reported earlier to stabilize the 
structure of β-lactamase (63).

2.2.4.5. Luciferase: The enzyme luciferase (64) emits light when reacting 
with a specific substrate in the presence of cofactors. In nature, different 
types of organisms use this bioluminescence, for example by attracting prey 
or to scare off predators. In the laboratory, luciferases are used as reporter 
enzyme for studying the properties of regulatory elements in living organisms 
(65). Paulmurugan and colleagues used the firefly luciferase to show for the 
first time a protein-fragment complementation assay that monitors protein 
interactions in living subjects. The luciferase was split after residue 437 and 
both fragments (∆α = 437aa, ∆ω = 117aa) were fused to the strongly interact-
ing proteins MyoD and Id. For comparison, the fragments were also fused 
to inteins, resulting in a reconstituted luciferase by protein splicing. Both 
approaches, complementation or reconstitution, showed the same high level of 
luciferase activity after transfection in eukaryotic cells. Best results have been 
achieved in 293T-cells. In a follow up project Paulmurugan and Gambhir split 
successfully the synthetic humanized Renilla luciferase (hRLUC) for usage in 
PCA (66). Recently, Remy and Michnick used Gaussia princeps luciferase as 
a PCA reporter protein and found a higher activity compared to the Renilla 
luciferase (67).

Compared to other PCAs the luciferase signal is relatively short living and 
must be recorded immediately, making the technique somewhat laborious.

2.2.4.6. Green Fluorescent Protein (GFP): A widely used reporter protein for 
PCA in recent years has been GFP (68) and its derivates YFP, CFP and BFP 
plus the enhanced variants. This method is often referred to as BiFC short for 
bimolecular fluorescent complementation. Jellyfish Aequria victoria GFP is 
a 238 residue protein that forms an 11-stranded β-barrel with a coaxial helix. 
The chromophore ρ-hydroxybezylideneimidazolidinon is located with the 
helix at the center of the barrel (69). Ghosh dissected GFP at a surface loop 
at residue 157, which has also been shown to accept a 20-residue amino acid 
insertion (70) and fused the resulting fragments with leucine zipper domains 
for oligomerization. After protein reassembly the fluorophore formes and the 
protein shows its characteristic fluorescence. In contrast to other PCAs, the 
complex is stable and does not dissociate, thus allows capturing of transient 
interactions (71).

2.2.5. Cell-Surface Display

2.2.5.1. Bacterial Display: Bacterial surface display was described in 1986 
for the Gram-negative bacteria E. coli and Salmonella ssp. Short gene frag-
ments were inserted into the genes for the outer membrane proteins LamB, 
OmpA, and PhoE and were displayed on the cell surface. In 1992 followed 
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the first examples of display techniques using Gram-positive bacteria like 
Staphylococcus xylosus or S. carnosus and Streptococcus gordinii. The displayed 
protein mimics a receptor protein like SpaA and M6 respectively and is 
covalent bound to the outer membrane surface. For staphylococcal display, 
plasmids are used, while in S. gordinii the target genes are incorporated in the 
genome be homologous recombination. These and other bacterial display systems 
are reviewed by Lee et al. (72). The main application for bacterial display 
has been the presentation of antigens, applied to test animals by oral delivery 
to stimulate the production of specific antibodies by the immune system. 
Comparison with intracellular expressed or secreted antigens resulted in a 
more effective immunization using the surface display technique.

Direct comparison with phage display gives better results for the phage-based 
systems (73), but bacterial display has some advantages. Bacteria are easy to 
cultivate and can be kept free from contamination by using antibiotic selection 
markers. Phages in contrast need a host organism, which is susceptible to 
contamination with wild-type bacteriophages.

2.2.5.2. Yeast Surface Display: Saccharomyces cerevisae is generally a good 
system for expressing heterologous proteins, and transformations are possible 
both, by plasmid and stable integration of new genes into the genome of yeast 
cells (74,75). It is generally regarded as safe (“GRAS”) and can therefore be 
used for food and drug production. A big advantage is that yeast as a eukaryo-
tic organism is able to glycosylate and process proteins in its ER, even if it 
is not fully identical to mammal cells. The first targeting of a heterologous 
protein to the yeast cell wall was accomplished by Schreuder et al. (76). 
They fused the protein of interest to the C-terminus of the Aga2p subunit of 
α-agglutinin. This subunit is connected by two disulfide bonds to the second 
subunit Aga1p, which is covalently linked to the yeast cell wall (Fig. 35.9) The 
wild-type Aga2p mediates cell-cell contacts during yeast cell mating.

The display of peptide libraries on the surface of yeast was first published by 
Boder & Wittrup in 1997 (77). In this first attempt to display a fully functional 
antibody fragment and improve it by random mutation the authors enriched clones 
with a tenfold higher binding capacity to their target than the wild-type scFv.

Yeast surface display has some advantages over other display techniques. 
The covalent linkage to the yeast cell wall results in a more stable display of 
proteins than in other eukaryotic surface expression systems. The displayed 
proteins can easily be released from the cell surface for further characteriza-
tion by reduction of the disulfide bonds. The cell wall also gives yeast a higher 
life time in industrial applications. The culture conditions are well know, thus 
biomass can be produced in high concentration. Choosing yeast as display 
system avoids unpredictable bias against expression of some eukaryotic proteins 
in E. coli and of course, this bias also affects phage display. The expression of 
mammalian proteins in yeast does not work in every case as has been shown 
for T-cell receptors (78). A limiting factor for library selection by yeast surface 
display is a smaller achievable library size than in E. coli.

Yeast cells can easily be used for quantitative screening by FACS. Alternatively, 
if it is difficult to obtain a purified ligand or no FACS is available, a ligand can 
be expressed on mammalian cell surface and binding cells can be selected by 
density centrifugation (79).
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2.2.5.3. Viral Display: Similar to phage display, proteins can be displayed 
on the surface of viruses that infect eukaryotic cells. Because the viruses are 
propagated in the eukaryotic host, the proteins are fully processed by the cellu-
lar machinery thus avoiding a main disadvantage of phage display. One widely 
used host system is the baculovirus (80), which propagates mainly in insect 
cells, but is transcriptionally silent in mammalian cells, making it relatively 
safe. It has already been used for expression of recombinant proteins (81) and 
is well established (reviewed (82)). Boublik et al. displayed a heterologous 
protein on the virus surface by fusing it to the surface glycoprotein gp64 
(83). Ernst et al. demonstrated the possibility to use a baculovirus system for 
library selections (84). They expressed HIV-1 glycoprotein gp41 containing a 
randomized region in Ac-omega and selected for higher affinity to the human 
antibody 2F5.

Also used for viral display of libraries are retroviruses, originally shown 
with the murine leukemia virus (MLV) in the human cell line HT 1080 (85). 
The library was fused to the envelope spike glycoprotein (Env). In contrast 
to other viruses, retroviruses permit display of large peptides on their surface 
without reducing infectivity (86). They can be rescued from the target by 
adding permissive mammalian cells with low loss of high affinity binders. The 
achievable library size is with 106–108 (86) lower than for phage display but 
still sufficient for a range of applications.
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Fig. 35.9. Yeast display. Schematic view of the surface of yeast. The C-terminus of 
the subunit of the receptor α-agglutinin is covalently anchored in the cell wall, which 
is located outside the plasma membrane. The second subunit Aga2p is linked via two 
disulfide bonds. The protein of interest together with several tags, depending on application, 
is fused to the C-terminus of Aga2p
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2.2.5.4. Mammalian Cell Display: In 2005, the first example for library selection in 
a mammalian cell display system was published. A library with up to 13 residues 
was displayed on the surface of mammalian cells (87). The library was fused to 
the chemokine receptor CCR5 and transferred into cells using a retrovirus-based 
vector. After integration into the genome, the peptide library was constitutively 
expressed und displayed on the cell surface. As a proof of principle a peptide 
mimicking the FLAG epitope was successfully enriched after three rounds of 
selection. Ho et al. fused a small scFV library to the human platelet-derived 
growth factor receptor PDFGR (88), displayed it on mammalian HEK293 cells, 
and selected a fully functional scFV against CD22.

2.2.6. In Vitro Compartmentalization (IVC) Methods
In vitro compartmentalization (IVC) uses a water-in-oil (w/o) emulsion with 
some special surfactants to physically link genotype to phenotype. This is possible 
because most droplets contain only one gene of a library and the machinery 
necessary for replication. The surfactants are composed of hydrophilic and 
lipophilic compounds. Hydrophilic groups associate with the aqueous phase 
and the lipophilic groups with the oil phase thus forming stable droplets (89). 
It is thought that such tiny vesicles were part of the primordial soup which 
enabled the emergence of life (90).

By this emulsification a large reaction volume is divided in many microscopic 
compartments (up to 1010 in 50 µl reaction volume (89)) thus increasing the 
effective concentration of all components used and at the same time reducing 
diffusion distances (91). These tiny w/o droplets are like the wells of a micro 
titer plate. If they are re-emulsified in water these w/o droplets are enveloped 
in water to form w/o/w droplets that can be analyzed by FACS in a much 
higher efficiency than it would be possible in micro titer or 96 well format if 
there is a fluorescence-based screening method available (92). The tran-
scription and translation apparatus is provided either by bacterial cell extracts 
in case of prokaryotic targets and wheat germ or rabbit reticulocyte (RRL) for 
eukaryotic targets (89).

IVC has several advantages over methods such as phage display, ribos-
ome display or cell surface display in that it can select for properties other 
than binding, such as sequence specificity, intermolecular catalysis in trans 
(substrate not linked to the catalyst) and regulatory characteristics of proteins 
and RNA (92). IVC is a highly flexible method with potential for totally new 
approaches in screening for desired properties.

2.2.6.1. Compartmentalized Self-Replication (CSR): The most simplistic 
IVC variant is compartmentalized self-replication (CSR) (Fig. 35.10). CSR 
was developed for the evolution of enzymes, especially polymerases. PCR is 
performed in which the individual variants of a polymerase and their respec-
tive genes are separated into compartments of an w/o emulsion (93). First the 
different polymerase variants are cloned into a bacterial host. These bacteria 
are suspended with appropriate flanking primers and nucleoside triphosphates 
in a heat stable w/o emulsion. Ideally, each compartment contains only 
one polymerase variant with its respective gene. During PCR the cells are 
disrupted and the polymerase is freed. Due to compartmentalization, each 
polymerase replicates only its own encoding gene and thus only genes that 
encode for active polymerases are replicated. The more active the variant is the 
more DNA that is produced. Consequently, there is an increased probability 



Chapter 35 Protein Engineering 609

of this variant generating clones for the next round of CSR. Inactive variants 
fail to amplify their own gene and are thus eliminated from the gene pool. The 
method bears the potential to select for enzymatic activity under a wide range 
of conditions.

A modification of this method is short-patch compartmentalized self-rep-
lication—spCSR (94). SpCSR is based on CSR but in SpCSR only a short 
region a so-called “patch” of the gene of interest is diversified and replicated. 
This variation allows for selection of polymerases under conditions where 
catalytic activity and processivity are compromised resulting in an inefficient 
full self-replication.

DNA-modifying enzymes like DNA-methyltransferases can be screened in 
a manner similar to CSR. Instead of amplifying its own DNA the enzyme can 
modify its own DNA thus cannot be digested after breaking the emulsion (89).

Doi et al. (95) adjusted IVC to select for endonucleases with altered restriction 
sites. The DNA coding for the endonuclease is emulsified and translated in 
vitro. An active enzyme cuts its own DNA resulting in sticky ends. In compartments 
with inactive enzyme, the DNA stays intact. After breaking the emulsion, a 
biotinylated dNTP is incorporated into the cohesive ends of the cleaved DNA 
by DNA polymerase, and biotinylated genes are recovered from the mixture 
using streptavidin coated beads and amplified using PCR. Using this method 
the coding gene can only be mutated in front of the restriction site of the enzyme 
as mutations after the restriction site are lost. If a special cleavage site is to 
be selected, the biotinylated tag could be added to a special oligonucleotide 

Fig. 35.10. Compartmentalized self-replication
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representing the restrictions site to be selected. Thus, only genes coding for 
enzymes with the correct restriction site will be selected.

2.2.6.2. Microbead Display: The coupling of genotype with phenotype can be 
achieved by different approaches: In microbead display proteins are linked to 
DNA via microbeads (Fig. 35.11). A library of genes coding for a protein with 
a common tag are labeled with biotin and coupled to streptavidin-coated beads 
so that every bead carries approximately one gene. These beads additionally 
carry antibodies against the common tag. The beads are compartmentalized 
in w/o emulsion and the protein is translated in vitro. In each droplet, the 
transcribed proteins become attached to the antibodies on the bread and thus 
are linked to the gene encoding them. The emulsion is broken and the beads 
are incubated with horseradish peroxidase (HRP) coupled ligand or substrate. 
HRP converts fluorescein tyramide into intermediates that react with the protein 
which thus becomes labeled with multiple fluorescein molecules. These fluorescent 
beads can be afterwards sorted by FACS, and the DNA can be amplified and 
subjected to a new round of selection (96).

If the protein to be screened has enzymatic activity by which a fluorogenic 
substrate directly is transformed into a fluorescent product, water-oil-water 
(w/o/w) droplets containing active enzyme can be sorted by FACS (97).

Selection of Diels-Alderase ribozymes can be achieved by coupling a DNA 
library via a PEG linker to anthracene. These genes are compartmentalized in 
w/o emulsion and the genes are transcribed to RNA. Mg2+ and biotin-maleimide 
are added to the emulsion and allowed to diffuse into the compartments. If 
compartments contain active Diels-Alderase ribozymes a cycloadduct of biotin-
maleimide is generated, thereby biotinylating the ribozyme coding gene. After 

Fig. 35.11. Microbead display
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breaking the emulsion, genes coding for active Diels-Alderase ribozymes are 
bound to streptavidin coated magnetic beads and amplified by PCR (98).

3. Applications

3.1. Applications of Rational Design Approaches

Rational design strategies have successfully been used in the field of protein 
therapeutics by improving existing products and enabling the development of 
novel therapeutics. Several designed protein therapeutics are currently on the 
market (Table 35.1, from (1)).

Some of the most visible and successful applications of rational biotherapeutic 
engineering methods have occurred in the field of antibodies. Monoclonal 
antibodies are widely used as a treatment for a variety of conditions from 
arthritis to cancer. Some antibody products are already available on the market 
(Table 35.2 from (1)). Antibody variable domains suffer from stability issues 
like all proteins. However, because antibodies share a common structural scaffold, 
rational engineering studies have been able to dissect some of the sequencial and 
structural determinants of variable region solubility and stability (99).

For example, the best success for immunogenicity reduction has been the 
humanization of murine antibodies, which was made possible by the high 
regularity of antibody sequence and structure and close proximity to the 
human sequence.

Table 35.1. Engineered protein therapeutics.

Name Family Company Indication Modification

Proleukin® (aldesleukin) IL-2 Chiron Cancer Mutated free cysteine

Betaseron® (interferon beta-1b) IFN-β Berlex/Chiron Multiple  Mutated free cysteine
    sclerosis

Humalog® (insulin lispro) Insulin Eli Lilly Diabetes Monomer not hexamer

NovoLog® (insulin aspart) Insulin Novo Nordisk Diabetes Monomer not hexamer

Lantus® (insulin glargine) Insulin Aventis Diabetes Precipitates in dermis

Enbrel® (etanercept) TNF receptor Immunex/Amgen Rheumatoid  Fc fusion
   /Wyeth arthritis

Ontak® (denileukin diftitox) Diptheria toxin Seragen/Ligand Cancer Fusion
  -IL-2

PEG-Intron®  IFN-a Schering-Plough Hepatitis PEGylation
 (peginterferon alfa-2b)

PEGasys®  IFN-a Roche Hepatitis PEGylation
 (peginterferon alfa-2a)

Neulasta™ (pegfilgrastim) G-CSF Amgen Leukopenia PEGylation

Oncaspar® (pegaspargase) Asparaginase Enzon Cancer PEGylation

Aranesp® (darbepoetin α) Epo Amgen Anemia Additional
     glycosylation sites

Somavert® (pegvisomant) Growth  Genentech/  Acromegaly
  hormone  Seragen/    PEGylation; 
   Pharmacia   binding site 
     mutations
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3.1.1. Site-Directed Mutagenesis
To increase protein stability the replacement of free cysteines into serines 
have been introduced into several therapeutic proteins, including granulocyte 
colony-stimulating factor (G-CSF) and interferon (IFN) β1b, resulting in a 
longer half-life (100,101).

The replacement of exposed non-polar for polar residues was applied suc-
cessfully to the A1 domain of cholera toxin. Of the six variants produced, one 
retained full biological activity, stability and displayed significant improve-
ment in solubility (102).

A single chain antibody targeting renal cell carcinoma was altered to 
increase solubility by adding 5 glutamic acid residues to the C-terminus, thus 
lowering the pl from 7.5 to 6.1 (103).

An example of affinity enhancement is the generation of superagonist vari-
ants of human thyrotropin (hTSH) by altering the net charge of the protein. 
The hTSH receptor has a negative charge, and mutations that introduce posi-
tively charged residues or replace negatively charged residues in the peripheral 
loops of hTSH increase activity (104,105).

4-helix bundle cytokines, including vascular endothelial growth factor 
(VEGF), hGH and interleukin-6 (IL-6), have been engineered to function 
as receptor antagonists. Antagonistic VEGF variants were designed as het-
erodimers, which contain one functional binding site per dimer (106). An IL-6 
superantagonist was generated by selecting mutations that disrupt binding to 
gp130 and incorporated mutations that resulted in increased affinity for the IL-
6 coreceptor (107). An especially interesting example of a designed cytokine 
antagonist is Somavert® (pegvisomant, Genentech/Pharmacia), a hGH variant that 
has recently successfully completed clinical trials for treatment of acromegaly. 

Table 35.2. Engineered antibodies.

Name Company Target Indication Type

Orthoclone OKT3®  Ortho Biotech/Johnson  CD3 Transplant Murine
 (muromonab-CD3)  & Johnson   rejection

ReoPro® (abciximab) Centocor/Lilly GPIIb/IIIa Restenosis Chimeric

Rituxan® (rituximab) IDEC/Genentech CD20 B-cell non-Hodgkins  Chimeric
    lymphoma

Simulect® (basiliximab) Novartis IL-2R Transplant rejection Chimeric

Remicade® (infliximab) Centocor TNF-a Crohn’s disease,  Chimeric
    rheumatoid
    arthritis

Zevalin® (ibritumomab IDEC/Schering AG CD20 B-cell non-Hodgkins  Chimeric
 tiuxetan)    lymphoma

Zenapax® (daclizumab) PDL/Roche IL-2R Transplant rejection Humanized

Synagis® (palivizumab) Medlmmune RSVF protein Respiratory syncitial  Humanized
    virus

Herceptin® (trastuzumab) Genentech HER2/neu Breast cancer Humanized

Mylotarg® (gemtuzumab  Celltech/Wyeth CD33 Acute myeloid  Humanized
 ozogamicin)    leukemia

Campath® (alemtuzumab) Millenium/ILEX CD52 B-cell chronic  Humanized
    lymphocytic 
    leukemia
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Somavert® contains a point mutation at the second of the two receptor binding 
sites that blocks receptor dimerization upon binding (108). Eight additional 
mutations, identified by phage display, that increase the receptor-binding affin-
ity of the first receptor binding site were introduced (109).

A notable example is the design of constitutively active and inactive integrin 
I domain variants. The integrin I domains can populate two dominant con-
formations: an “open” conformation, which can bind intracellular adhesion 
molecule-1 (ICAM-1), and a “closed” conformation, which has very low 
affinity for ICAM-1. Springer and coworkers introduced pairs of cysteines that 
form disulfide bonds compatible with either the closed or open conformation 
(110,111), and they designed mutations in the core of the domain that were 
computationally selected to stabilize the open conformation and disallow the 
closed state (112).

Wong and coworkers switched the substrate preference of the 2-deoxyri-
bose-5-phosphate aldolase (DERA) from phosphorylated to nonphospho-
rylated substrates. The kcat/KM value for the nonphosphorylated substrate 
increased 2.5 times for a variant with a single point mutation relative to wild 
type (113,114).

Lim and coworkers engineered the active site of magnesium-dependent 
ribonulclease H to form an active metal-independent enzyme. Replacement of 
an aspartate and a glutamate residue that interact with the metal ion yields an 
enzyme that is active in the absence of Mg2+. As a result the pH activity profile 
is dramatically altered (115).

3.1.2. Computational Protein Design
Computation interface design was used to fuse two domains of distantly 
related homing endonucleases (Dmol and Crel), each carrying a recognition 
site for a specific DNA target half site (116). The resulting functional chimeric 
protein combines the two different binding specificities of the parent proteins. 
The crystal structure of the designed interface confirms the accuracy of the 
design algorithm. Extending this approach, computational design offers the 
possibility to create novel interfaces that would go beyond the interaction 
capabilities of independent modules.

Optimizing the fairly promiscuous calmodulin interface for one of its ligands 
using a successful computational protein design method, by Shifman and 
Mayo (117), resulted in a stable interaction in the nanomolar range that is 
more specific for the selected ligand. This is the first study showing that 
computational interface redesign is capable of enhancing the specificity of an 
interaction.

The study of Havranek and Harbury (118) describes the development and 
experimental verification of a novel computational protocol that automatically 
selects for sequences that prefer desired cognate interaction over alternative 
partners and conformations (negative design). The experimental results of 
the formation of homodimeric or heterodimeric coiled coil interfaces verified the 
predicted specificities in all instances.

Dwyer and Hellinga used computational design for the enzymatic activity 
in a protein scaffold of known structure. They demonstrate the feasibility of 
creating new enzymatic activities by introducing mutations at or near the 
substrate-binding site (119).

Several authors have compared the behavior of enzymes from thermophilic 
and mesophilic organisms using MD. The difference in the thermostability 
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was explained by reduced backbone flexibility of the thermostable enzyme for 
thioredoxin (120) and rubredoxin (121).

The automated design of a novel sequence onto a given protein backbone by 
computational screening of a combinatorial library was achieved by Dahiyat 
and Mayo (122). NMR spectroscopy showed that the resulting structure, a 
short zinc-finger protein fold, is in excellent agreement with the designed 
target structure (122).

Hellinga and coworkers have developed a powerful computational tool 
DENZYMER to assist in reprogramming the specificities and properties of 
proteins. This computational technique has been applied to the design of novel 
variants of E. coli periplasmic binding proteins to bind the nonnatural ligands 
trinitrotoluene, l-lactate, and serotonin with high affinities (123–126).

The success of the computational design process used in these studies 
strongly suggests that such techniques will play an increasingly important role 
in protein engineering, especially when paired with experimental data.

3.2. Applications of Library-Based Design Approaches

3.2.1. Phage Display
Phage display is largely used to screen peptide or antibody libraries for 
ligands using purified and immobilized molecules in vitro, with the aim of 
stabilizing protein–protein interactions or identifying protein–protein inter-
action domains (127). One example of an FDA approved antibody generated 
by phage display is Adalimumab (HUMIRA), which is used against rheuma-
toid arthritis (128). When nonhuman antibodies are used for this approach, 
immunogenicity can limit application; therefore, the epitope-binding region 
can be transferred onto the framework of a human IgG antibody. This process 
is called “humanization.”

Another phage display approach is the so called Proside (protein stability 
increased by directed evolution) approach which directly links thermodynamic 
stability of a protein with the infectivity of the filamentous phage (129). In this 
case, the protein is inserted between two domains of the gene3 protein. Upon 
incubation of phages with either trypsin or chymotrypsin, only phages harbor-
ing well-folded guest-proteins inaccessible to proteolysis remain infective and 
enter the next round of selection after E. coli host amplification. Thus, Proside 
is independent of interactions with ligands or any specific enzymatic catalysis. 
Rather, it selects proteins that remain folded upon treatment with proteases, 
and it is therefore useful for selecting thermodynamic stability.

Moreover, phage display can also be used for in vivo screening, so called 
biopanning. In this approach, phage libraries can be incubated on whole 
cells targeting a specific receptor or can be used to select for cell-targeting 
gene therapy vectors (130). Selection remains more specific in vivo than in 
vitro as the target protein remains in its “native” conditions and the ligand is 
challenged by degradation from cellular proteases and competed by native lig-
ands, both improving stability and specificity. This in vivo biopanning can be 
even expanded to select for peptides that are home to receptors differentially 
expressed on vasculature organs. These selection procedures identify ligands 
that target specific vascular beds. In this case phages are intravenously injected 
and circulate in the blood for a certain time period. Nonspecifically bound phages 
are removed by washing off the tissue cells. Specific clones that bind to selective 
vascular beds are recovered by host E. coli infection and are amplified for further 
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selection rounds (131). Molecular profiles of different diseases can be exploited 
and lead to the identification of marker genes. Highlighted here are the selection 
of peptides that “home” to receptors of the lung (132) or the breast (133).

3.2.2. Ribosome Display
As for phage display, the list of examples of different approaches is long and 
applications for ribosome display in biomarker identification, imaging and 
targeting are likely to evolve further (134). Examples given here include the 
identification of semi-synthetic factors that have the potential to exhibit tran-
scriptional activity (135); DNA-binding proteins were selected out of a zinc 
finger protein library which now could be used as novel transcription factors. 
Another example is the selection of MAP-kinase binders. A combinatorial 
library of ankyrin repeat proteins (DARPins) displayed with ribosomal dis-
play, lead to the isolation of binders displaying nanomolar affinities to JNK1, 
JNK2, and p38 (136).

3.2.3. Yeast Two-Hybrid System
Aside from the molecular dissection of known interactions and the identification of 
new potential interacting partners, the evolution of the technique, also mentioned 
above, enables solving several new problems. The yeast two-hybrid system is 
the method of choice to study signaling cascades e.g., the Ras/Raf-pathway 
(137). In the post-genomic era, efforts are now being made to analyze all known 
genes and proteins and the way they interact in a whole cell/organism with the 
aim to establish so-called protein linkage maps. These maps consist of all pos-
sible protein interactions that occur in a cell and give insight into the overall cell 
complexity, serving as a starting point for studies at the systems level. The first 
genome-wide interaction map was generated for the bacteriophage T7 (138). In 
the same manner, a protein interaction map of the yeast strain S. cervisiae was 
established, comprising 69% of the whole proteome (139). Another screen iden-
tified over 5400 interactions of C. elegans covering 12% of the genome (140). 
Other studies have integrated these data with functional genomics data to derive 
models for genetic pathways. In addition, two-hybrid screens have recently been 
used to analyze the human proteome, screening ~7200 full-length Open Reading 
Framess (ORFs) which identified 2754 protein interactions (141).

The identified interaction data from S. cerevisiae, C. elegans, Drosophila, 
and from human permits comparison of these interaction maps and helps to 
predict additional interactions, missing in one system but found in others. 
Together with a computer assisted confidence score that relates the interaction 
to a biological significance, it is also possible to lower the amount of false-
positive interactions. Hence, statistical scoring systems facilitate integration 
of datasets.

3.2.4. Protein-Fragment Complementation Assay
PCAs have been used in many different ways for finding, improving and 
studying protein–protein interactions. Below are examples given for the 
presented systems.

3.2.4.1. Murine Dihydrofolate Reductase (mDHFR): Pelletier et al. and Arndt et al. 
(51,142,143) used the DHFR assay to study interactions of coiled coil domains, 
which are naturally abundant oligomerization domains. The aim was to generate 
stable heterodimeric artificial coiled coils, which can be used as  heterodimerization 
 modules for a variety of protein engineering applications (144). For library design, 
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outer positions were taken from Jun and Fos and core positions from GCN4. The 
core-flanking residues were randomized with polar and charged residues to cre-
ate complementary libraries. These libraries were fused to the DHFR fragments 
and co-transformed in E. coli to select for the best heterodimer. In a further study, 
Amdt and colleagues selected peptides binding natural targets such as C-Jun, 
C-Fos and C-Myc (145–148).

Mossner et al. (149) fused a single-chain antibody (scFv) and its antigen 
to the DHFR-fragments and optimized the linker length and orientation of 
this system. Replacing the antibody with a library permits use of this assay to 
select for high affinity antibodies in a robust and easy way.

The DHFR-assay can also be used in mammalian cells when a DHFR-
deficient strain is available. Remy et al. studied conformational changes of 
the erythropoietin receptor upon ligand binding (150) and effects of linker 
length in the assay system. Dimerization was detected by fluorescent-labeled 
methotrextate, which binds only to the reassembled DHFR. This study demon-
strated applicability of the DHFR assay for membrane proteins.

3.2.4.2. Ubiquitin-Based Split-Protein Sensor (USPS): To find new players in 
the regulation of the galactose pathway in Saccharomyces cerevisae, Laser et al. 
(151) partially digested the genome of S. cerevisae with the restriction enzyme 
Sau3A and fused the resulted DNA fragments in all three frames to the gene of the 
αub-fragment. The ω-fragment of ubiquitin was fused to Gal4p or Tup1p which 
are known to bind to the Gal1-operon and were used as bait for the library. Laser 
successfully identified Nhp6 as new interaction partner to both bait-proteins.

Stagljar et al. used USPS to detect interactions between membrane proteins 
in vivo (148). The cleavage of the fusion protein leads to the release of a tran-
scription factor, which activates a reporter gene in the nucleus.

3.2.4.3. b-Lactamase: The developers of the technique SEER (sequence-enabled 
reassembly) used first GFP but finally the β-lactamase complementation assay 
(153,154) and modules of zinc finger domains to detect specific sequences of 
DNA. Six or more single zinc fingers were chosen for their combined ability 
to bind to the DNA sequence of interest. Zinc fingers recognizing the 3′-half of 
the target were fused to the first fragment of the reporter, and the other fingers 
to the second fragment. Only if all zinc fingers bind to the DNA in the correct 
orientation, the β-lactamase can reassemble and become active. β-lactamase 
proved superior to GFP for this application, because it reassembled and folded 
much faster than GFP and its enzymatic signal amplification allowed detection 
of fewer target sites. With this method, the authors were able to specifically 
detect a target DNA sequence in a complex mixture.

3.2.4.4. Luciferase: Massoud et al. applied the luciferase PCA to study 
homodimeric protein–protein interactions in mammalian cells and living mice 
(155). They used a split synthetic humanized renilla luciferase (hRLUC) to 
visualize and quantify the dimerization of herpes simplex virus type 1 thymi-
dine kinase (TK1). Splitting hRLUC resulted in two fragments ∆α = 229 
residues and ∆ω = 82 residues (66). 293T cells expressing the TK chimeras 
were implanted in mice and mock-transfected cells as negative controls at 
another site of the same mice. The luciferase substrate coelenterazine was 
injected into the mouse tails and the bioluminescence signal recorded by a 
cooled charged coupled device (CCD) camera. They also tested which order 
and orientation the luciferase fragments and the TK monomers resulted in the 
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highest bioluminescence. It was possible to locate and quantify luciferase 
activity with high sensivity in a living subject, which makes this system a valuable 
tool for studying protein–protein interactions in animals.

3.2.4.5. Green Fluorescent Protein: Hu and Kerppola visualized differential 
protein interactions in the same cell by multicolored BiFc (156). For this, they 
performed PCAs with various combininations of four GFP variants (GFP, YFP, 
CFP, BFP) with two fragmentation sites at aa155 or aa173. The protein fragments 
were fused to the bZIP domains of Fos and Jun (bFos and bJun) and screened 
for fluorescence in mammalian cells. The study characterized 12 bimolecular 
fluorescent complexes with 7 spectral classes, thus providing an impressive set 
to analyse complex protein interaction networks in living mammalian cells. In the 
successful complex forming combinations YFP was most prominent.

In 2004, Bracha-Drori et al. and Walter et al. (157,158) adapted BiFc for 
monitoring protein interactions in the nucleus and the cytoplasm of living 
plants. Using YFP they could visualize protein interactions and show that BiFc 
occurred in the correct compartement of the plant cells.

3.2.5. Cell-Surface Display
Most examples using cell surface display are from the de novo selection and 
improvement of antibodies.

3.2.5.1. Bacterial Display: Christman et al. applied a bacterial display system 
for epitope mapping of monospecific antibodies (159). A random library of 
gene fragments of the classical swine fever virus (CSFV) envelope protein 
Erns was generated by DNase I digestion. For bacterial surface display, the 
fragments were fused to a carboxyterminal truncated intimin (160), an E. coli 
adhesin, which is located far enough from the outer membrane’ lipopolysac-
charide layer to be sufficiently accessible to the tested antibodies. The 
epitope-presenting E. coli cells were incubated with specific antibodies 
produced in mice. A biotinylated anti-mouse antibody was used as a second-
ary antibody and detected by streptavidin conjugated to the fluorescent dye 
R-phycoerythrin. Cells were sorted by fluorescence-activated cell sorting 
(FACS), and FACS-positive clones analyzed for their epitope sequence. Eight 
of eleven clones presented a carboxy-terminal fragment of Erns on their sur-
face, three displayed other regions.

Metal-binding peptides could become a powerful tool in cleaning the eco-
system from heavy metals and radionuclides. Kjaergaard et al. (161) screened 
a library of approximate 4 × 106 clones for the ability to bind Zn2+. The library 
was fused to the adhesin FimH, a component of the fimbrial organelle of 
E. coli. After several rounds of selection of peptide-displaying cells against 
Zn2+-nitrilotriacetic acid beads, binding clones were analyzed. From those 15 
clones, no consensus sequence could be derived but all carried at least one 
histidine. Data bank research revealed no noteworthy sequence similarities, 
suggesting that novel Zn2+-binding peptides were selected.

3.2.5.2. Yeast Surface Display: Calmodulin is a highly conserved protein in 
mammals that is part of a variety of signaling pathways (reviewed in (162)). 
It contains four Ca2+-binding sites and undergoes structural changes upon bind-
ing Ca2+ ions. There are only few reports about monoclonal antibodies 
against calmodulin; due to its high conservation it was difficult to deal with 
the self tolerance mechanism of the immunsystem of the antibody-producing 
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animal system. Yeast display offered an alternative way to the classic method. 
Feldhaus et al. (163) selected from a human nonimmune scFv library displayed 
on the surface of yeast new antibodies against calmodulin. Sequences were 
further improved by error-prone PCR to yield specific high affinity binders 
to the two different conformations of calmodulin. The antibody optained for 
Ca2+-calmodulin was a scFc with an equilibrium dissociation constant (Kd) 
of 800 pM and more than 1,000-fold higher specificity for this conformation 
relative to the Ca2+-free form of the protein. For the latter a single-domain 
antibody (dAb) was selected with a Kd of 1 nM and more than 300-fold higher 
specificity relativ to Ca2+-calmodulin.

Red Sea Bream Iridovirus (RSIV) infects, amongst others, cultured and 
ornamental fishes in Japan (164) and can thus lead to severe damage to the economy. 
Tamaru et al. (165) successfully expressed the antigen 380R on the surface of 
yeast. This may lead to production of an oral vaccine against RSIV.

Finding a binding protein is generally not enough to stimulate the desired 
cellular response. This response is often the result of multiple amplification 
events following receptor activation. High valency of receptor interactions are 
needed, also with complementary molecules on other cells. For example, 
T-cell activation requires a high number of interactions between T-cell recep-
tors (TCR) and antigen presenting cells. Cho et al. (166) presented high levels 
of a ligand on the surface of yeast to target T cells. This lead to the necessary 
clustering of TCRs on the surface and to activation of T cells, as demonstrated 
by increased levels of CD25 and CD69 and a decreased number of TCRs on 
the surface. The authors also demonstrated the ability to activate T cells in the 
presence of high concentrations of nonpresenting yeast, suggesting that the 
system is applicable to library based approaches. More applications for yeast 
display are reviewed by Kondo and Ueda (167).

3.2.5.3. Viral Display: Buchholz et al. (85) applied a viral display system to 
the selection of protease cleavage sites. They expressed the epidermal growth 
factor (EGF) on the surface of murine leukemia viruses, linked via a seven-
residue linker to the envelope glycoprotein. The virus was propagated on EGF 
receptor-poor cells without loss of the displayed EGF. In contrast, it did not 
replicate on EGF receptor-rich cells, because the EGF-displaying viruses were 
intercepted by the EGF receptors. The authors randomized the seven-residue 
linker and let the viruses propagate on EGF receptor-rich HT1080 cells. Only 
viruses whose EGF was proteolytically cleaved from the viral surface were 
able to infect cells and to replicate. After three passages of selection result-
ing sequences were all arginine-rich and matched the consensus sequence for 
furin-like proteases.

To enhance gene delivery to target cells, Raty et al. (168) altered the surface 
of baculo viruses to display avidin, the constructed virus was named Baavi. 
Avidin is highly positively charged and was therefore expected to improve cell 
transfection. In this study, Baavi achieved a five-fold increase in transduction 
efficiency in rat malignant glioma cells and a 26-fold increase in rabbit aortic 
smooth muscle cells. Even higher transduction efficiency was shown for 
biotinylated cells.

3.2.5.4. Mammalian Cell Display: Riddle et al. (169) mimicked the natural 
binding of antibodies to tumor cells by displaying the Fc portion of the murine 
IgG2a heavy chain (IgFc) on the surface of tumor cells in an orientation where 
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its C-terminus pointed away from the surface. In this way they hoped to 
activate an immune response against the tumor cells equivalent to an antibody-
based approach, which showed some inherent problems like poor penetration of 
the antibody in the tumor and the need for tumor-specific antigens. In a first 
in vitro experiment, they displayed IgFc on the surface of B16 melanoma 
cells. Indeed, these cells were specifically recognized and rapidly lysed 
by natural killer cells. Subsequent in vivo data demonstrated that tumor 
formation was severely delayed. Direct intratumoral injection of adenoviral 
vectors expressing IgFc led to total clearance of the tumor cells but did not 
prevent metastasis or led to antitumor immunization. For this, an additional 
immunostimulatory signal was needed, achieved here by coexpression of 
heat shock protein 70 (hsp70).

For many years, antibodies have been successfully selected and matured by 
phage display (170–173), bacterial display (174–176), yeast display (177,178) 
and ribosome display (31,179,180), but these techniques are limited by problems 
with protein folding, posttranslational modification and codon usage. Ho 
et al. (88) for the first time used a mammalian display system for the purpose 
of antibody maturation. They fused the anti-CD33 scFv and the high-affinity 
derivative HA22 scFv to the transmembrane domain of human platelet-derived 
growth factor receptor (PDGFR) and displayed the chimeric protein on human 
embryonic kidney (HEK) 293T cells. They were able to achieve a 240-fold 
enrichment of the high-affinity variant relative to the wt scFv. Furthermore, 
Ho (88) selected an antibody with even higher affinity from a scFv library with 
randomized intrinsic antibody hot spots.

3.2.6. In Vitro Compartmentalization Methods
DNA polymerase from Thermus aquaticus (Taq) is one of the most important 
enzymes in modern biotechnology. The various DNA amplification and modi-
fication techniques that are used often have requirements that are difficult to 
achieve with polymerases on the market. Thus, it is important and profitable 
to adjust polymerases to the conditions needed for special applications till the 
aim of a “gold standard” polymerase is achieved (181).

Ghadessy et al. (93) used three cycles of CSR to select for Taq DNA 
polymerases with 11-fold higher thermostability than wild-type Taq and 
increased resistance to the inhibitor heparin. A few years later Ghadessy 
et al. (182) started from ramdomly mutated Taq clones and selected these by 
CSR for efficient mismatch extension. In three cycles of CSR they enriched 
Taq polymerase with the general ability to extend 3¢ mispaired termini. This 
“unfussy” Taq promiscuously extended mismatches and was able to incorporate 
noncanonical substrates with high turnover, processivity, and fidelity.

Bacterial phosphotriesterase (PTE) has the ability to degrade pesticides and 
nerve agents like soman, sarin, and VX and thus is very interesting for biore-
mediation or disarmament of chemical weaponry. Griffiths et al. (183) used six 
rounds the microbead display IVC to generate an extremely fast phophotriesterase 
with 63 times higher kcat than the wild-type enzyme. For selection of active 
enzymes the substrate was coupled to caged biotin which was afterwards 
uncaged by UV light. Thus, the product is coupled to the straptavidin coated 
beads and thus is linked to the coding gene. After breaking the emulsion, the 
product was detected by an antiproduct antibody which could be detected by 
a fluorescence labeled secondary antibody. Sorting was done by FACS.
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Sequence recognition of enzymes is poorly understood and thus extremely 
challenging. Methylases as well as endonucleases are valuable tools in bio-
technology. M.HaeIII methytransferase methylates the first cytosine after the 
second guanine of the canonical sequence 5¢ GGCC 3¢ but it is known that 
there is a promiscuous methylation at other sites like AGCC at lower rates 
(184). Cohen et al. (184) altered the sequence preference of HaeIII methyl-
transferase by use of IVC from GGCC to AGCC and additionally this mutant 
also methylates at a low rate three other sites (AGCC, CGCC and GGCC) 
but discriminates as efficiently as the wild type enzyme against other sites. 
A library of mutated HaeIII genes was translated in vitro using IVC. Active 
enzymes methylated their genes and unmethylated genes were digested with 
a suitable enzyme NheI. The undigested genes were amplified and subjected 
to new rounds of IVC.

Ribozymes are catalytically active RNAs which ligate two RNAs which are 
aligned to a template by a reaction similar to enzymes which synthesize RNA 
(138). Levy et al. (184) selected by microbead display IVC a ligase ribozyme 
capable to act trans on oligonucleotide substrates after two rounds of IVC. The 
ribozyme coding DNA was coupled to the beads together with an RNA oligo-
nucleotide serving as substrate. DNA coding for functional ribozymes are able 
to ligate a tagged RNA to the coupled substrate RNA molecule can be selected 
by antiproduct antibodies. These primary antibodies were likewise detected by 
fluorescence labeled secondary antibodies, and the beads with DNA coding 
for active trans-acting ligase ribozymes were sorted by FACS.
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1. Introduction

Enzymes can dramatically increase the rate of chemical reactions while  acting 
stereoselective and regioselective and are therefore very attractive for industry. 
However, only few enzymes taken from nature work under the often harsh 
 conditions required by industrial applications. Proteins with desired attributes 
can be obtained either by searching through the largely unknown naturally 
occurring species or by improving or altering already characterized proteins. 
Today, much research effort is devoted to adjusting various enzyme attributes to 
technical demands and to exploring nonnatural functions of enzymes.

Two basic approaches are used to optimize enzymes to fullfill desired prop-
erties: rational design and directed evolution Fig. 36.1.

1.1. Rational Design

To optimize a protein by rational design, the structure of the protein or a close 
homolog should be known. Better results can be obtained, when information 
about mechanism and function of the protein are available. Scientists planning 
to redesign an enzyme for the first time should be aware that integration of 
knowledge into the design process is very time intensive and requires train-
ing. Variants are planned based on intuition, sequence alignments and in silico 
modeling. Amino acid exchanges required for optimization are introduced into 
the gene of the original protein via site-directed mutagenesis. Finally, over-
expressed variants require further characterization.

1.2. Directed Evolution

Despite advances in our understanding of protein structure and function this 
knowledge is by far not sufficient to tailor amino acid exchanges. From this 
perspective it is very appealing to use  random design approaches such as com-
binatorial strategies to search sequence space for beneficial mutations without 
prior knowledge of structure or function.

From natural evolution we have learned that organisms and accordingly natu-
rally occurring proteins are constantly changing to adapt to new environmental 
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requirements and microorganisms can even cometabolize xenobiotica they were 
never adapted to. Directed evolution mimics the Darwinian principles of muta-
tion and selection underlying evolution in nature. In general the term “directed 
evolution” is used to sum up different techniques for the creation of protein 
variants by low frequency introduction of point mutations, their selection or 
screening for the desired properties, and the recombination of beneficial muta-
tions found in different clones. Directed evolution normally consists of repeated 
cycles of mutagenesis, screening or selection, and recombination Fig. 36.1.

1.3. Semi-Rational Design

The experimental combination of rational design and directed evolution is 
called semi-rational design.

This chapter describes and explains methods used in directed evolution 
experiments and presents successful applications.

2. Methods for the Creation of Diversity

Crucial to any evolutionary optimization strategy is a suitable library to start 
with and efficient means of screening or preferably selecting optimized variants 
from these libraries. A library of mutants is constructed at the genetic level from 
which the protein library is translated, thus any protein selected can be identified 
by its DNA sequence. Multiple methods are available to construct such DNA 
libraries which conceptually can be divided into three groups Table 36.1.

2.1. Random Diversity by Disturbed DNA Replication

2.1.1. Chemical and Physical Mutation
The first group comprises methods generating random diversity by disturbed 
DNA replication.

Physical and chemical mutagens like UV irradiation or alkylating agents 
were the first employed to purposely damage DNA. UV irradiation generates 
radicals or is absorbed by the double bond of pyrimidine bases (typically thymi-
dines), which thus excited, can form dimers with neighboring pyrimidine bases. 
These dimers when not successfully repaired lead to random incorporation of 
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Fig. 36.1. Schema showing how directed evolution and rational design are connected
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nucleotides. Alkylation agents like ethylenemethanesulfonat (EMS) alkylate 
e.g., the oxygens of guanidine at position 6 leading to a transition from GC to 
AT (1). Hydroxylamine hydroxylates specifically the NH2 group of cytosine. 
The resulting hydroxylaminocytosine pairs with adenine leading to a transition 
from CG to TA (1).

2.1.2. Mutator Strains
Conceptually simple but hard to control regarding the mutation rate are 
Escherichia coli K12 mutator strains like XL1-red from Stratagene, which are 
deficient in three DNA repair pathways (mutS, mutD, and mutt) increasing the 
mutation rate up to 5,000 times compared to the wild-type strain.

2.1.3. Error Prone PCR (epPCR)
The most popular method, because it is easy to control and implement, is 
the generation of random point mutations by error prone PCR (epPCR) (2). 
Taq-DNA-polymerase is prone to errors during polymerase chain reaction. 
The normal error rate of Taq-DNA-Polymerase (1 × 10−4 to 2 × 10−5 errors 

Table 36.1. Three ways to construct DNA libraries.
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per nucleotide) is by far not enough to be used for the construction of a combina-
torial library by means of PCR. However it can be easily enhanced by add-
ing small amounts of Mn2+ ions, which replace the natural cofactor Mg2+. 
If necessary, the mutation rate can be further enhanced by using a biased dNTP 
mixture with unequal representation of nucleotides.

2.1.4. Sequence Saturation Mutagenesis (SESAM)
In the above described methods to mutagenize DNA typically only one nucle-
otide per codon is changed, thus in average every amino acid can be changed 
to only about 5 out of 19 possible amino acids. Sequence saturation mutagen-
esis (SESAM) (3) overcomes this by substituting nucleotides with a universal 
base (deoxyinosine, dITP) Fig. 36.2. In the first step a PCR is performed with 
a 5′  biotinylated primer and dATPαS in addition to the four natural dNTPs. 
dATPαS is similar to the natural dATP but carries a sulfur atom instead of an 
oxygen at the α-phosphate. The resulting phosphate bond is cleaved by iodine 
and the biotinylated fragments are isolated from the fragment mixture by 
binding of biotin to immobilized streptavidin. The cleaved and isolated frag-
ments are tailed with dITP by terminal deoxynucleotidyl transferase (TdT), a 
 template-independent DNA polymerase that catalyzes the repetitive random 
addition of deoxyribonucleotides to the 3′ end of single and double stranded 

Sequence Saturation Mutagenesis (SESAM)

PCR in presence of dATPαS with biotinylated 5 �primer

Cleavage with iodine 

Isolation of biotinylated fragments 
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I
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dsDNA generation with 3� primer

I

N

PCR

II

I I I

I

N

N

N

Fig. 36.2. Sequence saturation mutagenesis (SESAM)
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DNA. The resulting elongated strand is extended to full length on long and 
 biotinylated ssDNA templates without amplification of this template. The 
reverse primer, which can not bind to the long ssDNA template, anneals to the 
newly synthesized strand and dsDNA is generated that contains a nucleotide 
analog in one strand and randomly inserted nucleotides at the corresponding 
position in the complementary strand.

To replace the dITP with standard nucleotides an additional PCR is carried 
out where the full length genes containing dITP serve as template.

2.1.5. Methods of Random Insertion/Deletion
Random diversity can also be generated by transposons like Tn4430 in pen-
tapeptide scanning mutagenesis (PSM) (4) Fig. 36.3. Tn4430 contains two 
restriction sites for KpnI 5 bp from both termini. Tn4430 duplicates 5 bp of 
its target site during transposition. Therefore, if Tn4430 is removed from the 
target plasmid by digest with KpnI it leaves a 15 bp fingerprint consisting of 
two times 5 bp from the transposon ends and 5 bp from the duplicated target-
site. The gene of interest, which is flanked by two unique restriction sites, 

Pentapeptide Scanning Mutagenesis (PSM)
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Fig. 36.3. Pentapeptide scanning mutagenesis (PSM)
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is removed from the plasmid and genes with transposons are separated from 
those without by agarose gel and cloned into a new vector backbone.

2.1.5.1. Random Insertional-Deletion Strand Exchange Mutagenesis (RAISE): 
RAISE (5) Fig. 36.4 is a modified version of DNase shuffling (see the follow-
ing). After DNA digest the generated fragments are incubated with terminal 
deoxynucleotidyl transferase (TdT), a template-independent DNA polymerase 
that catalyzes the repetitive random addition of deoxyribonucleotides to the 3' 
end of single and double stranded DNA. During reassembly of the randomly 
elongated fragments deletions, insertions, or exchanges are generated depend-
ent of the length of the random insert.

2.1.5.2. Random Insertion and Deletion Mutagenesis (RID): RID (6) Fig. 
36.5 can insert randomly up to 16 random bases at random positions along 
a whole gene. To perform RID the gene of interest is first flanked with two 
different unique restriction sites and cut by these two enzymes, e.g., EcoRI 
at the 5' end and HindIII at the 3' end. In the next step a synthetic oligonu-
cleotide linker that has a HindIII restriction site at the 5' end and a comple-
mentary sticky end at the 3' end is ligated to the 5' end of the gene leaving 

Random Insertional-deletion Strand
Exchange mutagenesis (RAISE)

Fragmentation by DNaseI digest

Addition of random nucleotides by TdT

Reassembly by a primerless ‘PCR’

Reassembly by a primerless ‘PCR’

Fig. 36.4. Random insertional-deletion strand exchange mutagenesis (RAISE)
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a nick as the 3' end does not have a mono-phosphate and thus will not link 
to the 3' end of dsDNA. The gene is again digested by HindIII and cyclized. 
The DNA strand containing the nick is degraded by T4 DNA polymerase 
resulting in circular ssDNA that is randomly cut once with ceric ammonium 
nitrate–EDTA complex (Ce(IV)-EDTA). Random anchors are ligated to 
both ends. Both anchors contain a unique restriction site e.g., a BciVI site,
additional nucleotides to be inserted and a random tail for the hybridization 
with the unknown 3' end ssDNA and 5' end respectively. The ssDNA is filled 
in and the ends are blunted if necessary. After renewed cyclization this dsDNA 

Random Insertion and Deletion (RID)
EcoRI Hind III

Ligation of linker with T4 DNA Ligase

5‘-HOCAGTCGCAAGCTTGGCATGGTGGG-3‘         5‘-PAATTCNNNNN

3‘-GTCAGCGTTCGAACCGTACCACCCTTAAOH 3‘-GNNNNN
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5‘-CAGTCGCAAGCTTGGCATGGTGGGAATTCNNNNN
3‘-GTCAGCGTTCGAACCGTACCACCCTTAAGNNNNN

nick
Digest with  Hind III and cyclization

Removal of antisense DNA by T4 DNA polymerase

Random cleavage by Ce(IV)-EDTA

Hind III

Hind III

Anchor ligation

NNNNN NNNNN

Bci VI Bci VIBgl II

PCR fill-in reaction
Cleavage with BciVI
blunting of ends
cyclizationEcoRI

EcoRI

EcoRI
Hind III

Hind III
Hind III

Digest with Hind III and EcoRI
EcoRI Hind IIII

Fig. 36.5. Random insertion and deletion (RID)



638 S. C. Stebel et al.

ring is cut with EcoRI and HindIII thus generating the original gene including 
a  randomly inserted sequence.

2.2. Controlled Levels of Random Diversity at Specific Positions

The techniques described in Section 2.1 randomly generate diversity along the 
whole gene. The second group of methods encompasses techniques that insert 
controlled levels of random diversity at specific positions. In principle all the 
methods of the second group are based on the incorporation of synthetic DNA 
sequences into the coding gene. The synthesis of oligonucleotides or even whole 
genes allows the complete control over identity, position, and level of mutation. 
Most commonly used are degenerate oligonucleotides, which at defined positions 
contain degenerate codons and can be bought from most suppliers. With such oli-
gonucleotides specific positions in a gene can be completely randomized.

2.3. Diversity by Recombination

2.3.1. Homologous Recombination Methods

2.3.1.1. DNA Shuffling and its Derivates: A big disadvantage of the methods 
described above is the indiscriminate incorporation of beneficial as well as 
deleterious mutations. If proteins are to be optimized only by point mutations 
at some stage the disadvantageous mutations will reduce or completely overlay 
the beneficial effects of advantageous mutations. In nature this  problem is 
solved by sexual recombination allowing for out crossing of deleterious 
mutations. The third group of methods comprises approaches mimicking this 
natural sexual recombination. Unlike in nature where only the genes of two 
parents are crossed, shuffling can recombine the genes of multiple parents. 
The first method becoming popular for homologous DNA recombination in 
the test tube was DNA shuffling (7) Fig. 36.6. In DNA shuffling, the DNA 
is first digested by DNase I. The digested  fragments of the desired size are 
extracted from an agarose gel and reassembled by a primerless ‘PCR’ reac-
tion in which the fragments serve each other as primer and  template at the 
same time (recursive PCR). The reconstructed and recombined genes are 
afterwards amplified using a standard PCR reaction. Nucleotide exchange 
and excision technology (NExT) (8,9) Fig. 36.7 is similar to the DNase 
digest but much easier to control. NExT uses a statistical fragmentation by 
incorporation of uridine (dUTP) during PCR, followed by digestion with 
uracildeglycosylase (UDG) and NaOH instead of DNase I. Additionally 
NExT uses vent polymerase for the reassembly reaction. Vent is a proofread-
ing polymerase with strand displacement activity. In case of multiple prim-
ing events on one strand, vent can remove these oligonucleotides and read 
on significantly improving yield of reassembled genes.

2.3.1.2. Staggered Extension Process (StEP): STEP (10) Fig. 36.8 is based on fast 
template switches owing to very short elongation times during a PCR reaction. As 
a consequence partially elongated strands are generated that can switch the paren-
tal template and thus lead to recombination of different parental genes.

A further development of StEP is the recombination-dependent exponential 
amplification PCR (RDA-PCR) (11) Fig. 36.9. In RDA-PCR the library is 
divided into two groups, which are amplified with two different primer pairs 
adding different overhangs, e.g., group 1 is amplified using primers A and B and 
group 2 with primer C and D. These two groups are then mixed, divided into two 
new groups and a StEP reaction is carried out but this time with primer pairs A/D 
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Fig. 36.6. DNA shuffling
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Fig. 36.8. Staggered extension process (StEP)
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Fig. 36.9. Recombination-dependent exponential amplification PCR (RDA-PCR)

and B/C thus ensuring that only chimeric genes with at least onecross over are 
amplified. Unfortunately, only chimeric genes with odd numbers of crossovers 
can be amplified using this method.

2.3.1.3. Random Chimeragenesis on Transient Templates (RACHITT): 
RACHITT (12) Fig. 36.10 is conceptually similar to StEP. In RACHITT a 
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Random Chimeragenesis on Transient 
Templates (RACHITT) 
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Fig. 36.10. Random chimeragenesis on transient templates (RACHITT)

parental DNA strand containing dUTP is generated and fragments of the 
opposite strand anneal to this parental template. Nonannealed overhangs are 
digested by the exonuclease activity of Pfu DNA polymerase, which also fills 
in the remaining gaps. The generated fragments are ligated and the uridine 
containing parental strand is rendered unproductive by digest with endonucle-
ase V. The resulting chimeric strand is amplified by PCR.

2.3.1.4. Recombined Extension on Truncated Templates (RETT): Eukaryotic 
RNA in contrast to DNA doesn’t contain any introns and thus is shorter 
and more suited for DNA shuffling than eukaryotic DNA. A recombination 
method more likely useful for eukaryotic genes than the previously described 
ones is recombined extension on truncated templates (RETT) (13) Fig. 36.11 
as it uses RNA. Fragments can be generated by using random primers for 
reverse transcription or by unidirectional serial truncation of cDNA with 
exonuclease III. A specific primer is afterwards annealed to complementary 
ssDNA fragmentation and extended by PCR. Short fragments extended from 
this  specific primer (like in StEP) are annealed to another ssDNA fragment 
and thus switch templates. This extension is repeated until full length genes 
are generated, which then are used to generate dsDNA by PCR.

2.3.1.5. Mutagenic and Unidirectional Reassembly Method (MURA): Truncated 
genes can lead to altered attributes of the enzyme coded by this gene, 
e.g.,  specificity and thermal stability. Very similar to RETT is mutagenic and 
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unidirectional reassembly method (MURA) (14) Fig. 36.12. In contrast to RETT 
MURA starts with dsDNA, which is digested by DNaseI like in DNA-shuffling. 
The resulting fragments however are not reassembled by a primerless PCR but 
like in RETT the reassembly is achieved using unidirectional primers contain-
ing  appropriate restriction sites (MURA primer). This unidirectional reassem-
bly additionally to template switches results in N- or C- terminally truncated 
mutants depending on the location of the primer.

2.3.1.6. Multiplex-PCR-Based Recombination (MUPREC): Only applicable 
to homologous templates is multiplex-PCR-based recombination (MUPREC) 
(15) Fig. 36.13. Multiplex PCR (16) is a variant of PCR, which simultaneously 
amplifies many targets of interest in one reaction by using more than one pair 
of primers. In this case two different genes are amplified with multiple 5′ and 
multiple 3′ primers containing point mutations to generate mutated gene 
fragments of different lengths. These fragments are afterwards mixed and 
recombined in a reassembly PCR. For this method primers have to be designed 

Fig. 36.11. Recombined extension on truncated templates (RETT)

Recombined Extensions of Truncated Templates
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with comparable melting temperatures. In multiplex-PCR the amount of each 
primer used influences the frequency of the mutations incorporated.

2.3.1.7. Random-Priming in vitro Recombination (RPR): A much earlier 
published variation of MUPREC is random-priming in vitro recombination 
(RPR) (17) that instead of specially designed primers uses random primers of 
identical length, which results in fragments of many different sizes that can be 
reassembled by primerless PCR reaction.

2.3.1.8. In vitro Heteroduplex Formation and in vivo Repair: In vitro 
 heteroduplex formation and in vivo repair (18) Fig. 36.14 is a method that is 
mainly useful for the recombination of large genes or whole operons as this method 
has not the size limitations of PCR based methods. If cells are transformed 
with partially overlapping inserts with included mismatches, each mismatch 
between the two DNA strands can be repaired independently by combination 
with homologous regions und this results in chimeric sequences. The E. coli 
mismatch MutHLS repair system consists of three components: MutS for the 
recognition of mismatches, MuL is a molecular matchmaker that activates the 
nicking endonuclease MutH. MutH can bind to GATC sequences and nicks the 
DNA, which is then unwound by helicase II. The mismatch gap is filled in by 
polymerase III by copying the complementary DNA strand.

In vitro heteroduplex formation and  in vivo repair

PCR

Denaturation and annealing

Ligation and cloning

Fig. 36.14. In vitro heteroduplex formation and in vivo repair
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2.3.2. Nonhomologous Recombination Methods

2.3.2.1. Incremental Truncation for the Creation of Hybrid Enzymes 
(ITCHY)/SCRATCHY: It was shown that introns mostly occur at  positions 
with low intermolecular interaction, pointing to proteins being com-
posed of building blocks of domains developed earlier in evolution (19). 
Nonhomologous recombination or family shuffling explores these largely 
unknown  possibilities.

In contrast to the above mentioned recombination methods, where gene 
reassembly is based on high homology among the genes to be recombined 
incremental truncation for the creation of hybrid enzymes (ITCHY) (20,21) 
Fig. 36.15 allows recombination of nonhomologous templates. Two genes, 
one incrementally truncated from the 5′ end, the other from the 3′ end are 

Incremental Truncation for the Creation of Hybrid
Enzymes (ITCHY)

Nsi I Nsi IA D

Linearization of vector by digest with A/B and C/D

Nsi I Nsi I

B C
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Nsi I Nsi I

Nsi I Nsi I

Nsi I Nsi I

Blunting of ends
Digest with Nsi I and ligation

Nsi I

Nsi I

Nsi I

Fig. 36.15. Incremental truncation for the creation of hybrid enzymes (ITCHY)
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ligated thus creating chimeras with one cross over. The gene length of the 
generated chimeras is not conserved and recombination mostly occurs at 
nonstructurally related sites. The chimeric libraries generated by ITCHY can 
be afterwards shuffled by the above mentioned methods thus enhancing the 
cross over rate. This combination of ITCHY technology with DNA shuffling 
is called SCRATCHY (22).

2.3.2.2. Sequence Homology-Independent Protein Recombination (SHIPREC): 
A further development of the basic ITCHY idea is sequence homology-
independent protein recombination (SHIPREC) (23) Fig. 36.16. In contrast to 
ITCHY SHIPCREC generates chimeras that have the cross over at similar struc-
tural positions. In SHIPREC two genes are fused together via a linker  containing 
a unique restriction site and digested with DNaseI. Fragments of the size of 
the single genes are selected by agarose gel electrophoresis and blunted. The 
blunted chimeras are afterwards circularized and cut at the linker position thus 
placing the gene fragment corresponding to the C-terminal part of the protein 
coded by the first gene behind the gene fragment of the second gene that codes 
for to the N-terminal part of the second protein. Limiting the size of fragments to 
the size of the original genes ensures that the chimeras cross at similar parental 
structures.

2.3.2.3. Synthetic Shuffling or Assembly of Designed Oligonucleotides 
(ADO): Synthetic shuffling (24) Fig. 36.17 is a combination of the use 
of degenerate oligonucleotides and DNA shuffling. Instead of fragment-

Sequence Homology-Independent Protein
Recombination (SHIPREC)
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Fragmentation e.g. by DNaseI digest

Blunting of ends
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the single original genes by agarose ge

Fragmentation e.g. by DNaseI digestA
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N-Term. C-Term. N-Term. C-Term.

N-Term. C-Term.

Fig. 36.16. Sequence homology-independent protein recombination (SHIPREC)
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Synthetic shuffling
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Fig. 36.17. Synthetic shuffling

ing genes the fragments are designed as degenerate oligonucleotides 
containing all variations wanted and then reassembled by a primerless 
PCR reaction. This method unites the benefits of rational design with 
the statistical approach of shuffling. In principle Assembly of Designed 
Oligonucleotides (ADO) (25) is identical to synthetic shuffling but takes 
into account conserved regions that can be used as linkers for homolo-
gous recombination.

2.3.2.4. Degenerate Oligonucleotide Gene Shuffling (DOGS): DOGS (26) 
Fig. 36.18 was designed to decrease the amount of parental DNA reas-
sembled from shuffling procedures. For DOGS complementary degenerate 
primers are designed for conserved motives found in the candidate genes. 
Each of these segments is flanked by primers and individually amplified. 
For the reassembly procedure the library of fragments can be put together 
at different ratios generating many biased libraries containing no parental 
genes. Conceptually Structure-based Combinatorial Protein Engeneering 
(SCOPE) (27) is identical to DOGS but the fragments generated are not 
based only on sequence identity but additionally on variable connections 
among structural elements.

2.3.2.5. Sequence-Independent Site-Directed Chimeragenesis (SISDC): 
SISDC (28) Fig. 36.19 is additionally to DOGS and SCOPE taking into 
account the above mentioned assumption that proteins are assembled from 
earlier developed building blocks. These building blocks are calculated by 
an algorithm called SCHEMA (19). At the interconnections between these 
building blocks proteins can be fragmented and exchanged between fami-
lies. For this specific fragmentation consensus sequences at these points 
of contact between the building blocks are determined and marker tags are 
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Degenerate Oligonucleotide Gene Shuffling
(DOGS) 

Library of randomly mutated genes
or pool of homologous genes
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Amplification of each individual segment
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Fig. 36.18. Degenerate oligonucleotide gene shuffling (DOGS)

inserted. These marker tags are inserted by PCR primers into the gene like 
the DNA fragments are generated in DOGS. Each building block thus is 
amplified by itself and reassembled again sequentially to the full parental 
genes. Each tag consists mainly of a recognition site for BaeI ([10/15] 
ACNNNNGTAYC[12/7]), which digests dsDNA at the 5′ end before the 
tenth random position and at the 3′ end after the twelfth random position 
thus leaving a five nucleotide overhang at both ends. The custom-made 
random positions of the BaeI recognition are different for each target site. 
The five nucleotides in front of  and after BaeI are designed correspond-
ing to the consensus sequence of the respective building block ensuring 
correct order of reassembly of the chimeric genes. To eliminate chimeras 
with uncut tags, a SmaI site is introduced in the downstream part of the 
BaeI site.

2.3.2.6. Exon Shuffling: In eukaryotes crossover reactions often occur in 
introns creating new combinations of exons. These rearrangements lead to 
new genes with altered functions during evolution. The natural process of 
recombining exons from unrelated genes is called exon shuffling. In vitro 
exon shuffling (29) is carried out analog to DOGS or SCOPE but is the best 
suited method for rearrangement of eukaryotic genes. The exons of multiple 
related genes are amplified with oligonucleotides that determine the order of 
reassembly like in SISDC. Each exon is amplified by itself and new genes can 
be reassembled like using a building set in a reassembly PCR.
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3. Applications

3.1. Mutator Strain + Selection

E. coli mutator strains belong to the earliest methods used to randomly mutate 
DNA. In 1985 Liao et al. used a mutD5 E. coli mutator strain to generate 
thermostable enzyme variants of the kanamycin nucleotidyltransferase (30). 

Sequence-Independent Site-Directed 
Chimeragenesis (SISDC) 

Determination consensus sequences 

Tag insertion by PCR amplification of fragments

Assembly PCR

5 nt 10 nt AC 4 nt GTACC CCGGGTA 5 nt

5 nt 10 nt AC 4 nt CATGG GGCCCAT 5 nt

BaeI cleavage site BaeI cleavage site
BaeI recognition site

SmaI site

Digest with BaeI

Ligation

Fig. 36.19. Sequence-independent site-directed chimeragenesis (SISDC)
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Kanamycin nucleotidyltransferase is the enzyme responsible for resistance 
against the antibiotic kanamycin. Liao cloned the kanamycin resistance first 
into a shuttle vector and propagated it in an E. coli mutD5 mutator strain. 
Afterwards the gene was transferred into Bacillus stearothermophilus. The 
wild type kanamycin nucleotidyltransferase only confers resistance to kan-
amycin up to 55°C but Liao was able to identify mutants conferring resistance 
to B. stearothermohilus at 65°C. All these mutants carried the amino acid 
exchange D80Y and those carrying the additional mutation T130K even con-
ferred resistance up to 70°C.

Esterases can effectively discriminate among stereoisomers and are 
therefore in use for the production of optical pure compounds. In 1997 
Bornscheuer successfully enhanced the enantioselectivity of an esterase 
from Pseudomonas fluorescens by passages of the gene through the muta-
tor strain XL1-Red (31). He was able to increase the enantiomeric excess 
from 0% up to 25%.

3.1.1. Chemical Mutagenesis
Subtilisin is a mesophilic alkaline serine endo protease of great commercial 
value. It is used in food and leather processing, and in laundry detergents to 
remove protein stains from clothing (24). It is highly desirable to enhance 
wash performance at low temperatures to save energy and reduce the wear on 
textiles. Thus, cold adapted subtilisins are of high interest. Taguchi et al. used 
hydroxylamine to chemically mutagenize the gene of subtilisin BPN' from 
Bacillus amyloliquefaciens und engineered a cold adapted protease, which 
had a 2-fold higher activity at 10°C and only three amino acid substitutions (32). 
Kano et al. generated with the same methodology applied by Taguchi a subtili-
sin BPN' mutant active even at 1°C, which only had one amino acid exchange 
(V84I) (33).

3.1.2. epPCR + Screening
Organic solvents can cause serine proteases to catalyse unusual reactions 
that are normally not possible in aqueous solutions. Thus serine proteases are 
promising candidates for the catalysis of unusual chemical reactions. Chen 
et al. adapted subtilisin E to be active in a dimethylformamide (DMF) 
solution by sequential rounds of error prone PCR  (34). Sequential rounds 
of error prone PCR generated a mutant enzyme containing 10 amino acid 
exchanges which was in DMF nearly as active as the wild-type subtilisin 
E in aqueous solvent. One year later You et al. further enhanced the cata-
lytic activity of subtilisin E, already active in DMF, 16 times by the same 
strategy (35).

3.1.3. Synthetic Shuffling
Ness et al. succeeded to generate subtilisin variants with 2- to 3-fold higher 
thermostability and activity at pH 10 (36), but these enzymes could not be pro-
duced in useful amounts owing to autoproteolysis. To circumvent this problem 
they fine tuned these enzymes to be less active at production conditions (pH 7). 
Based on the library of subtilisin genes from the previous study (36) they created 
synthetic oligonucleotides that were used to assemble a new library of subtili-
sin genes (24). By this approach the authors found active and highly chimeric 
enzyme variants that showed the desired attributes they had not been able to 
obtain by other directed-evolution methods.
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3.1.4. DNA Shuffling + Selection
E. coli β-galactosidase encoded by the lacZ gene is highly specific for 
β-d-galactosyl substrates and acts only weakly on ONPG (o-nitrophenyl 
β-d-fucopyranosides), PNPG (p-nitrophenyl β-d-fucopyranosides) or β-
d-fucosyl moieties. Although enzymes are very specific in their choice 
of substrate Zhang et al. changed the specificity of β-galactosidase from 
β-d-galactosyl substrates to ONPG by only six amino acid exchanges. The 
resulting enzyme variant preferred ONPG 1,000-fold and PNPG 66-fold 
over the former β-d-galactosyl substrate (37).

3.1.5. Rational Design
Recombinant proteins are useful as pharmaceuticals and a multi-billion dollar 
market. These proteins comprise cytokines, growth factors, enzymes, antibod-
ies and the number of approved pharmaceutical proteins increases every year. 
Many of these proteins cause serious side-effects and complications, which 
limit their clinical usefulness. Frequently companies started to modify proteins 
to either enhance their therapeutic properties or to facilitate their production.

One antibody used in the treatment of metastatic breast cancer is Herceptin 
(Genentech/Roche) an anti-HER2 monoclonal antibody. Herceptin was devel-
oped from the murine monoclonal antibody 4D5 (38), which specifically 
inhibits the proliferation of human tumor cells that overexpress the human 
epidermal growth factor receptor 2 oncoprotein p185Her2. The application of 
this antibody was severely limited by a human anti-mouse antibody immune 
response. Thus, antibody 4D5 was humanized using preassembled oligonu-
cleotides containing the antigen binding loops from Ab 4D5 and the human 
variable and IgG constant regions.

3.1.6. Shuffling
Dengue fever (DF) and the severe dengue haemorrhagic fever (DHF) are the 
most important arboviral diseases and they are transmitted by the mosquito 
Aedes aegypti. Up to now no specific treatment for dengue diseases besides 
supportive intensive care exists. Dengue exists in four serotypes (DEN-1-4) 
and infection with one serotype only induces resistance against this specific 
serotype. It is hypothesized that secondary infection with another dengue 
type can lead to DHF by cross-reaction of antibodies of the dengue type the 
person is already resistant against. Therefore it is important to have a vaccine 
that is effective against all four dengue variants (39). 

A DNA vaccine consists of a plasmid containing DNA of an infectious 
organism under a eukaryotic promoter. If such a plasmid is injected into 
a muscle this leads to the synthesis of the coded protein of the infectious 
 organism. The presence of this protein inside the cell leads to an immune 
response leading to resistance against this organism. Apt et al. (40) developed 
such a DNA vaccine that confers immunity against all four dengue types 
by  shuffling of codon optimized dengue envelope genes. The DNA vaccine 
combines epitopes from all four dengue types. This DNA vaccine was suc-
cessfully tested in mice and rhesus macaques (41).

Further application of directed evolution in vaccine development could be 
recombination of the antigen-coding genes from different serovars to improve 
immunogenicity or crossprotective range of vaccines.

Bioremediation is the process of using microorganisms to degrade danger-
ous chemicals from the environment. Bioremediation is the fastest developing 
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area of environmental restoration. Microorganisms can be used to degrade 
various chemicals such as hydrocarbons, polychlorated biphenyls, pesticides, 
metals and much more. By engineering enzymes and metabolic pathways it is 
possible to enlarge the substrate range that can be metabolized and to acceler-
ate metabolization (42).

Pentachlorophenol (PCP) is a compound that was used and is still used in 
developing countries as fungicide, wood preservative and as herbicide. PCP is 
restricted in the US since 1984 as it can affect the endocrine system of verte-
brate life forms and may lead to immune system dysfunction.

PCP can be metabolized by Sphingobium chlorophenolicum, a gram- negative 
bacterium isolated from PCP contaminated soil. By employing three rounds of 
genome shuffling Dai et al. (43) developed strains able to grow in presence of 
6–8 M PCP whereas the wild-type bacterium only grows up to concentrations 
of 0.6 mM. These newly developed strains are able to degrade PCP whereas 
the wild-type does not.

Parathion or diethyl parathion are very potent insecticides and acaricides. 
Parathion is a cholinesterase inhibitor and can be absorbed through the skin. 
If incorporated it disrupts neural function by inhibiting the essential enzyme 
acetylcholinesterase. Cho et al. (44) improved by two rounds of directed 
evolution with DNA shuffling the hydrolysis of methyl parathion by organo-
phosphorus hydrolase (OPH) 25-fold. OPH is a bacterial enzyme that degrades 
a wide range of neurotoxic organophosphate nerve agents and could be also 
developed to degrade the chemical weapons sarin and soman.

3.1.7. Family Shuffling
Cytokines are small molecules that are secreted by cells upon immune 
 stimuli. They play important roles in the regulation and mediation of immu-
nity, inflammation, and hematopoiesis. Cytokines possess antiviral and anti-
proliferating activities and thus could have therapeutic value in the treatment 
of diseases. Chang et al. (45) shuffled a family of over 20 human interferon-a-
genes (Hu-IFN-α) and screened for variants with antiviral and antiproliferative 
properties in murine cells. After two rounds of shuffling and selection they 
obtained clones that where even more active than the native murine IFNαs. 
The shuffled clones were up to 250 fold more active than the single IFNαs 
originally used for shuffling.

3.1.8. ITCHY
Glutathione acetyltransferases (GST) play an important role in many cellular 
processes e.g., detoxification by conjugating electrophilic compounds to the 
tripeptide glutathione (GSH). GSTs are ubiquitous in aerobes and form a 
superfamily of species-independent classes that share a common protein fold.

Griswold et al. (46) created an ITCHY-library of chimeric enzymes of 
human GSTθ-1-1 (hGSTTT1-1) and rat GSTθ-2-2 (rGSTT2-2), that only 
share 54.3% amino acid identity and exhibit different substrate specificities. 
The ITCHY library gave rise to variants with improved kcat with the substrate 
used for selection compared to either of the parental enzymes and additionally 
showed activity on ethacrynic acid, a compound recognized by neither paren-
tal enzyme. This combination of a human with nonhuman enzymes to form 
active chimeras shows that this method could be used for the humanization of 
proteins with therapeutic values that show no conserved framework allowing 
for rational grafting.
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3.1.9. SHIPREC
Cytochromes are proteins that contain heme groups and are responsible for 
the transport of electrons. P450 is a family of membrane-bound cytochromes 
with an absorption maximum of 450 nm when complexed with CO. One of the 
major roles of the cytochrome P450 system is the detoxification of harmful 
substances.

Sieber et al. (23) produced hybrids of two cytochromes, which share only 
16% amino acid sequence identity. They created a library of sequences of the 
membrane-associated human cytochrome P450 and a soluble bacterial P450 
(the heme domain of cytochrome P450 from Bacillus megaterium) with single 
crossovers all along the aligned genes. Two functional P450 hybrids were 
selected that showed improved solubility in the bacterial cytoplasm.

3.1.10. Enzyme Truncation + Error prone PCR (+Shuffling)
On the first view it seems counterintuitive to truncate an enzyme to enhance 
its overall stability and activity. Hecky et al. (47,48), however, improved 
β-lactamase by structural perturbation and compensation. Here, structural per-
turbation and compensation means that the enzyme is first truncated N- or 
C-terminally until in vivo function is abolished and the truncation is compen-
sated by directed evolution for activity. Afterwards identified mutations are 
studied in wild-type background. β-lactamase, the enzyme responsible for 
resistance against β-lactam antibiotics, was N-terminally truncated by five 
amino acids. After three rounds of error prone PCR, shuffling und selection 
they found truncated clones that where more active than the wild type protein. 
Mutations found in the structural perturbed background were inserted into 
wild type background resulting an overall stabilization of the protein. These 
mutations increased thermal stability, chemical stability, activity, and shifted 
the thermal optimum from 35°C to 50°C while maintaining full activity at low 
temperatures.

The same principle was true for chloramphenicol acetyltransferase (CAT), 
which is the protein responsible for inactivation of the antibiotic chloramphen-
icol. An N-terminally 10 amino acids truncated CAT variant could be rescued 
with seven rounds of directed evolution comprising error prone PCR, NExT 
shuffling, and selection at 37°C (8,9). After insertion of the mutations found 
into the wild type background the already high melting temperature of 71°C 
was further increased by 6°C while activity at room temperature was doubled. 
Furthermore, solubility and chemical stability in guanidine was enhanced 
(Stebel et al., in preparation).
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1. Introduction

There have been very few developments that markedly affect the need to 
greatly revise the text from the last version of this book. This is testament to 
the fact that heterogeneous enzyme linked immunosorbent assays (ELISA) 
provide ideal systems for dealing with a wide range of studies in many bio-
logical areas. The main reason for this success is test flexibility, whereby 
reactants can be used in different combinations, either attached passively to a 
solid phase support or in the liquid phase. The exploitation of the ELISA has 
been increased through continued development of specifically produced rea-
gents for example, monoclonal and polyclonal antibodies and peptide antigens 
coupled with the improvement and expansion of commercial products such 
as enzyme linked conjugates; substrates and chromogens; plastics technol-
ogy and design of microwell plates; instrumentation advances and robotics. 
However, the principles of the ELISA remain the same.

A brief scan of the literature involving ELISA can be used to illustrate 
the continued success of ELISA. The number of publications with ELISA 
mentioned in all science areas from 1976 to 2004 is shown in Table 37.1. 
A fairly constant increase in the number of papers using ELISA methods is 
indicated. A breakdown of publications according to science areas in five 
yearly periods from 1980 in Table 37.2 illustrates the versatility in use of 
the ELISA, as well as highlighting the major areas of use in Medicine and 
Dentistry; Immunology and Microbiology Molecular biology and Genetics 
and Biotechnology. It is interesting to note that the earliest exploitation of 
ELISA was in Immunology and Microbiology and Molecular Biology and 
Biotechnology, probably reflecting the greatest research areas. Medicine 
and Dentistry (associated by the search engine) shows the greatest rate of 
increase in use (probably in the Medical sphere only) from the 1990s.

The search results indicate the continued expansion of ELISA in science 
and there is no reason to believe that this will change even in the face of mod-
ern technologies exploiting molecular methods. The analytical and systematic 
characteristics of the ELISA are ideally suited to diagnosis at the screening 
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level; for surveillance where larger scale sample handling is required and for 
research. Many of the accepted standard assays in many scientific fields are 
ELISA based and have replaced other “gold standard” assays. In conjunction 
with the rapidly evolving use of molecular methods centering on the polymer-
ase chain reaction (PCR) technologies there is the need to use serological 
confirmatory methods in a dual approach to directly identify and characterise 
disease agents and to assess disease prevalence through the measurement of 
specific antibodies or other chemical factors as a result of infection. The use 

Table 37.1. Literature search in ScienceDirect database for ELISA.

Year Number Year Number

1976  6 1991 743

1977 13 1992 774

1978 14 1993 820

1979 31 1994 870

1980 45 1995 1016

1981 95 1996 1093

1982 125 1997 1119

1983 216 1998 1099

1984 257 1999 1144

1985 367 2000 1118

1986 420 2001 1120

1987 547 2002 1198

1988 565 2003 1253

1989 640 2004 1591

1990 682 

Table 37.2. Breakdown of literature search in science groups.

Subject 1980–1984 1985–1989 1990–1994 1995–1999 2000–2004

Agriculture and   87 274   615 804 827
 biological sciences

Molecular biology,  374 1,329 1,762 1,845 2,096
 genetics and biotechnology

Chemistry  8 29   77 208 279

Environmental science  4   13 52 125 162

Immunology and  514 1,584 2,128 2,450 2,772
 microbiology

Medicine and dentistry 280   971 1,639 2,875 3,372

Neurosciences  21   124 198 380 484

Pharmacology and   24   108 247 397 497
 toxicology

Veterinary sciences  71   219 522 769 853
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of ELISA methods in testing the environment, and animal, or plant products 
as safe for human and animal consumption is also a rapidly evolving area for 
ELISA.

ELISA therefore, has been used in all fields of pure and applied aspects 
of biology, in particular it forms the backbone of diagnostic techniques. The 
systems used to perform ELISAs make use of antibodies. These are proteins 
produced in animals in response to antigenic stimuli. Antibodies are specific 
chemicals that bind to the antigens used for their production thus they can 
be used to detect the particular antigens if binding can be demonstrated. 
Conversely, specific antibodies can be measured by the use of defined antigens, 
and this forms the basis of many assays in diagnostic biology.

This chapter describes methods involved in ELISAs where one of the 
reagents, usually an antibody, is linked to an enzyme and where one reagent 
is attached to a solid phase. The systems allow the examination of reactions 

Table 37.3. Brief descriptions of elements common to ELISAs.

Solid phase This is usually a plastic microtiter plate well. Specially prepared ELISA plates are 
commercially available. These have 8–12 well formats (even larger possibilities such 
as 394 well plates), the plates can be used with a wide variety of microtiter 
equipment, such as multichannel pipets, to allow great convenience to the rapid 
manipulation of reagents in small volumes.

Adsorption This is the process of adding an antigen or antibody, diluted in buffer, so that it attaches 
passively to the solid phase on incubation. This simple way of immobilization of one 
of the reactants in ELISA is one of the keys to its success.

Washing Simply flooding and emptying wells with a buffered solution is enough to separate 
bound and free reagents. Again, this is a key to the simplicity of the ELISA over 
methods involving complicated separation methods.

Antigen These are proteins or carbohydrates, which, when injected into animals or as a result of 
the disease process, elicit the production of antibodies. Such antibodies usually react 
specifically with the antigen and therefore can be used to detect that antigen.

Antibody Antibodies are produced in response to antigenic stimuli. These are mainly protein in 
nature. In turn, antibodies are antigenic.

Antispecies antibody Antibodies obtained when antibodies from one animal are injected into another species. 
Thus, guinea pig serum injected into a rabbit would elicit a rabbit anti-guinea pig 
serum.

Enzyme A substance that can act at low concentration as a catalyst to promote a specific reac-
tion. Several specific enzymes are commonly used in ELISA.

Enzyme conjugate An enzyme that is attached irreversibly, by chemical means, to a protein, usually an 
antibody. Thus, an antispecies enzyme conjugate would be guinea pig antirabbit con-
jugated to enzyme.

Substrate The substrate is the chemical compound on which the enzyme reacts specifically. This 
reaction is used in some way to produce a signal that is read as a color reaction in 
ELISA.

Chromophore This is a chemical that alters color as a result of enzyme interacting with substrate, 
allowing the ELISA to be quantified

Stopping The process of stopping the action of the enzyme and substrate.

Reading This implies measurement of the color produced in ELISA. This is quantified using spe-
cial multichannel spectrophotometers reading at the specific wavelength of the color 
produced. Tests can be read by eye for crude assessment.
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through the simple addition and incubation of reagents. Bound and free 
reactants are separated by a simple washing procedure. The end product in an 
ELISA is the development of color that can be quantified using a spectropho-
tometer. These kinds of ELISA are called heterogeneous assays and should be 
distinguished from homogeneous assays where all reagents are added simulta-
neously. The latter assays are most suitable for detecting small molecules such 
as digoxin or gentamicin.

The development of ELISA stemmed from investigations of enzyme-
labeled antibodies (1–3), for use in identifying antigens in tissue. The methods 
of conjugation were exploited to measure serum components in the first true 
ELISAs (4–6).

By far the most exploited ELISAs use plastic microtitre plates in an 
8 × 12 well format as the solid phase (7). Such systems benefit from a 
large selection of specialized commercially available equipment including 
multichannel pipets for the easy simultaneous dispensing of reagents and 
multichannel spectrophotometers for rapid data capture. There are many 
books, manuals and reviews of ELISA and associated subjects that should 
be examined for more detailed practical details (8–21).

The key advantages of ELISA over other assays are summarized in 
Table 37.3.

2. What is ELISA?

Figure 37.1A illustrates a protein that is adsorbed to a plastic surface. The 
attachment of proteins and hence the majority of all antigens in nature, to 
plastic, is the key to most ELISAs performed. This process is passive so that 
protein solutions, in easy to prepare buffer solutions, can be added to plastic 
surfaces and will attach after a period of incubation at room temperature. The 
most commonly used plastic surface is that of small wells in microtitre plates. 
Such plates contain 96 wells measuring approx 5 mm deep by 8 mm diameter 
in a 12 × 8 format. The main point here is that there has evolved a whole tech-
nology of equipment for rapidly handling materials in association with these 
plates. After the incubation of antigen excess unbound antigen is washed away 
by flooding the plastic surface, usually in a buffered solution. The plastic can 
then be shaken free of excess washing solution and is ready for the addition 
of a detecting system.

The simplest application of the ELISA is illustrated in Fig. 37.1. An anti-
body prepared against the antigen on the plastic is added (Fig. 37.1B). The 
antibody has been chemically linked to an enzyme; this is usually called a 
conjugate. The antibody is diluted in a buffer (e.g., phosphate buffered saline, 
pH around 7.2) containing an excess of protein that has no influence on the 
possible reaction of the antibody and antigen. A very cheap example is that of 
approx 5% skimmed-milk powder, Marvel, which is mainly the protein from 
cow milk, casein. The purpose of this excess protein is to prevent any pas-
sive attachment of the conjugate (antibody is protein) to any free sites on the 
plastic not occupied by the antigen. Such sites will be occupied by the excess 
milk powder proteins by competition with the low concentration of conjugate. 
These diluting reagents have been called blocking buffers.
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(A) Antigen is added in buffer. The protein attaches passively to plastic surface of microtitre 
plates well. After a period of incubation the non-adsorped protein is washed away.

(B) Antibodies with enzyme co-valently linked (conjugate) is added in a solution containing iner
protein and detergent (to prevent non-specific attachment of the antibodies to plastic wells. The
antibody binds to the antigen on well surface. After incubation, non-bound antibodies are 
washed away.

(C) Add substrate and chromogenic dye solution. Substrate interacts with enzyme to affect dye
solution to give a colour reaction.

Wash away non-attached antigen

Wash away non-bound conjugate
on solid phase
Antigen /conjugate complex

Antigen coated plateAdd protein antigen in buffer

Add enzyme labelled
antibodies in blocking buffer

Add substrate and chromogen,
incubate

Colour develops in time

Fig. 37.1. Illustration of steps in simple direct ELISA

On addition of the conjugate under these conditions the only reaction that 
occurs is the specific immunological binding of the antigen and antibody in the 
conjugate. Thus an antigen-enzyme linked antibody complex is produced and 
because the antigen is bound to the plastic the enzyme is bound also. Such a 
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process requires incubation (15–60 min) that can be at room temperature. After 
incubation the plastic surface is washed to remove all unreacted conjugate.

The next stage is illustrated in Fig. 37.1C. Here, a substrate for the enzyme 
is added in solution with a chromogenic chemical that is colorless in the 
absence of enzyme activity on the substrate. Because there is enzyme linked 
to the antibody, which is attached specifically to the antigen on the plastic 
surface, the substrate is catalyzed causing a color change. The rates of such 
color changes are proportional to the amount of enzyme in the complex. Thus, 
taking the other extreme, if no antigen were attached to the plastic then no 
antibody would be bound. Therefore if no enzyme is present to catalyze the 
substrate so no color change would be observed. The enzyme activity is usu-
ally stopped by the addition of a chemical that drastically alters the pH of the 
reaction or denatures the enzyme e.g., 1 M sulfuric acid.

Color can then be assessed by eye or quantified using a multichannel spec-
trophotometer that is specially designed for use with the microplates and can 
read a plate (96 samples) in 5 s. Such machines can be interfaced with micro-
computers so that a great deal of data can be analyzed in a short time.

There are many systems in ELISA depending on what initial reagent is 
attached to the solid phase and what order subsequent reagents are added. 
Thus there is great versatility possible for adaption of ELISAs to solve applied 
and pure problems in science.

The basic principles of ELISA are summarized below:

1. Passive attachment of proteins to plastics
2. Washing away of unattached protein
3. Addition, at some stage, of a specific antibody linked to an enzyme
4. Use of competing inert proteins to prevent nonspecific reactions with the 

plastic
5. Washing steps to separate reacted (bound) from unreacted (free) reagents
6. Addition of a specific substrate that changes color on enzyme catalysis or 

substrate and a colorless chromophore (dye solution) that changes color 
owing to enzyme catalysis

7. Incubation steps to allow immunological reactions
8. Stopping of enzyme catalysis
9. Reading of the color by spectrophotometer.

Specific details of these stages can be obtained from the references in par-
ticular (8–16). The next section illustrates some of the possible variations.

3. Basic Assay Configurations

There are three basic systems used in ELISA: direct ELISA; indirect ELISA; 
and sandwich ELISA. All these systems can be used to perform competition 
of inhibition ELISAs.

These systems will be described to illustrate the principles involved with the 
aid of diagrams. The various stages common to ELISAs will then be described 
in more detail.

3.1. Direct ELISA

This is the simplest form of ELISA as shown in Fig. 37.2. Here an antigen is 
passively attached to a plastic solid phase by a period of incubation. As indicated 
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in Subheading 2, the most useful solid phase is a microtiter plate well. After 
a simple washing step, antigen is detected by the addition of an antibody that 
is linked covalently to an enzyme. After incubation and washing the test is 
developed by the addition of a chromogen/substrate whereby enzyme activity 
produces a color change. The greater the amount of enzyme in the system then 
the faster the color develops. Usually color development is read after a defined 
time or after enzyme activity is stopped by chemical means at a defined time. 
Color is read in a spectrophotometer.

3.2. Indirect ELISA

Antigen is passively attached to wells by incubation. After washing, antibodies 
specific for the antigen are incubated with the antigen. Wells are washed and 
any bound antibodies are detected by the addition of antispecies antibodies 

Antigen is coated onto wells by
passive adsroption and incubation

Wells are washed to get rid of free
antigen

Antibody conjugated with enzyme is
added and incubated with antigen

Wells are washed to get rid of
unbound conjugate

Substrate / chromophore is added and
colour develops

The reaction is stopped and read in
a spectrophotometer

ENZ

ENZ

ENZ

ENZ

Fig. 37.2. Direct ELISA. Antigen is attached to the solid phase by passive adsorption. 
After washing, enzyme labeled antibodies are added. After an incubation period and 
washing, a substrate system is added and color allowed to develop
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covalently linked to an enzyme. Such antibodies are specific for the species in 
which the first antibody added were produced. After incubation and washing, 
the test is developed and read as described in Subheading 3.1. The scheme is 
shown in Fig. 37.3.

3.3. Sandwich ELISA

There are two forms of this ELISA depending on the number of antibodies 
used. The principle is the same for both whereby instead of adding antigen 
directly to a solid phase, antibody is added to the solid phase, and then acts 
as to capture antigen. These systems are useful where antigens are in a crude 
form (contaminated with other proteins) or at low concentration. In these cases 
the antigen cannot be directly attached to the solid phase at a high enough 
 concentration to allow successful assay based on direct or indirect ELISAs. 
The sandwich ELISAs depend on antigens having at least two antigenic sites 
so that at least two antibody populations can bind.

Fig. 37.3. Indirect ELISA. Antibodies from a particular species react with antigen 
attached to the solid phase. Any bound antibodies are detected by the addition of an 
antispecies antiserum labeled with enzyme, this is widely used in diagnosis
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3.3.1. Direct Sandwich ELISA
This is shown in Fig. 37.4. Antibodies are protein in nature and can be 
passively attached to the solid phase. After washing away excess unbound 
antibody, antigen is added and is specifically captured. The antigen is then 
detected by a second enzyme labeled antibody directed against the antigen. 
This antibody can be identical to the capture antibody reacting with a repeat-
ing antigenic site or an antibody from a different species directed against the 
same or a different site. Thus a “sandwich” is created. This type of assay is 
useful where a single species antiserum is available and where antigen does 
not attach well to plates.

3.3.2. Indirect Sandwich ELISA
This is similar in principle to the last system but involves three antibodies. 
Fig. 37.5 illustrates the scheme. Coating of the solid phase with antibody 
and capture of antigen are as in Subheading 3.1–3.3, however, here the 
antigen is detected with a second unlabeled antibody. This antibody is in turn 
detected using an antispecies enzyme labeled conjugate. It is essential that 

Fig. 37.4.  Sandwich ELISA-direct. This system exploits antibodies attached to a solid 
phase to capture antigen. The antigen is then detected using serum specific for the 
antigen. The detecting antibody is labeled with enzyme. The capture antibody and the 
detecting antibody can be the same serum or from different animals of the same species 
of from different species. The antigen must have at least two different antigenic sites
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the antispecies conjugate does not bind to the capture antibody, therefore 
the species in which the capture antibody is produced must be different. The 
same considerations about the need for at least two antigenic sites to allow 
the “sandwich” are relevant. The advantage of this system is that a single 
antispecies conjugate can be used to evaluate the binding of antibodies from 
any number of samples. This is not true of the Direct Sandwich where each 
serum tested would have to be labeled with enzyme.

4. Competition/Inhibition ELISAs

The systems described in Subheadings 3.1–3.3 are the basic configurations of 
ELISA. All of these can be adapted to measure antigens or antibodies using 
competitive or inhibition conditions. Thus each the assays described above 
require pretitration of reagents to obtain optimal conditions. These optimal 
conditions are then challenged either by the addition of antigen or antibody. 
These will be described.

Fig. 37.5. Sandwich ELISA-Indirect. The detecting antibody is from a different spe-
cies to the capture antibody. The anti-species enzyme-labeled antibody binds to the 
detecting antibody specifically and not to the capture antibody
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4.1. Direct ELISA Antigen Competition

This is shown in Fig. 37.6. The Direct ELISA is optimized whereby a defined 
amount of antigen coating the plate is bound by an optimal amount of enzyme 
labeled antibody. Wells coated with the optimal amount of antigen are then 
set up. This “balanced” situation can then be “challenged” by the addition of 
samples that could contain the same (or similar) antigen as that attached to 
the plate. On addition of the enzyme-labeled conjugate the test antigen reacts 
and prevents that antibody binding to the antigen on the solid phase. Thus the 
added antigen in the liquid phase and the solid phase antigen, compete for the 
labeled antibody. The higher the concentration of identical antigen in the test, 
the greater is the degree of competition. Where the antigen added in the test 
sample is not the same as the solid phase antigen, then it does not bind to the 

Fig. 37.6. Competition ELISA-direct antigen. Reaction of antigen contained in 
samples with the enzyme-labeled antibody directed against the antigen on the solid 
phase blocks the label from binding to the solid phase antigen. If the antigen has no 
cross-reactivity or is absent, then the labeled antibody binds to the solid phase antigen 
and a color reaction is observed on developing the test

Addition of antigen with same
antigenic sites as antigen on
solid phase

Addition of antigen with no common
antigen sites with solid phase antigen

No colour Colour

+

Pre-titration of labelled antibodies and antigen

Competition with sample possibly containing same antigen(s)
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added conjugate and this can consequently bind without competition to the 
solid phase antigen.

4.2. Direct ELISA Antibody Competition

This is very similar to the assay in Subheading 4.1, except that test samples are 
added containing antibodies possibly directed towards the antigen coated on 
the solid phase. This is shown in Fig. 37.7. Thus high concentrations of iden-
tical antibody mean that the conjugated pretitrated antibody is inhibited and 
thus no color reaction is observed (as expected from the pretitration exercise). 
Such assays are increasing in usefulness with the development of monoclonal 
antibody (MAb) based tests.

Fig. 37.7. Competition ELISA-direct antibody. The degree of inhibition by the bind-
ing of antibodies in a serum for a pretitrated enzyme-labeled antiserum reaction is 
determined
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4.3. Indirect ELISA Antigen Competition

Figure 37.8 illustrates the principles of this assay. The system relating the anti-
gen, primary antibody and labeled antispecies conjugate is pretitrated. There 
is inhibition of the binding of primary antibody on addition of test samples 
containing the same antigen as that coated on the wells. Conversely, where the 
antigen added does not bind to the primary antibody, then no inhibition occurs 
and on subsequent addition of the conjugate the expected pretitrated level of 
color is observed.

4.4. Indirect ELISA Antibody Competition

This is very similar to the assays described in Subheading 2.3. Here test 
samples containing antibodies that can bind to the solid phase antigen inhibit 
the pretitrated primary antibody, as shown in Fig. 37.9. The key problem with 

Fig. 37.8. Competition ELISA-indirect antigen. The pretitrated indirect ELISA is 
competed for by antigen. If the antigen shares antigenic determinants with that of 
the solid phase antigen, then it binds to the pretitrated antibodies and prevents them 
binding to the solid phase antigen. If there is no similarity then the antibodies are not 
bound and can react with the solid phase antigen. Addition of the antispecies enzyme 
conjugate quantifies the bound antibody
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this assay is that the test antibody cannot be from the same species as the 
primary antibody because this is detected by an antispecies conjugate.

4.5. Sandwich ELISA Direct Antibody Competition

This is shown in Fig. 37.10. The situation begins to look a little more com-
plex because more reagents are involved. The figure illustrates two methods 
where a pretitrated direct sandwich system is competed for by antibody in test 
samples. The first involves mixing and incubation of the pretitrated antigen 
with test serum before addition to wells containing the solid phase antibody. 

Fig. 37.9. Indirect ELISA-antibody inhibition involves the pretitration of an antigen 
and antiserum in an indirect ELISA. The addition of a serum containing cross-reactive 
antibodies will upset the “balance” of the pretitrated system. Because an antispecies 
conjugate is used, the species from which the sample of serum is taken cannot be the 
same as that used for the pretitration (the homologous system)
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Fig. 37.10. Competition Sandwich ELISA-direct for antibody

Here, if the antibodies in the test sample bind to the antigen, then they stop 
the antigen binding to the solid phase antibody. On addition of the pretitrated 
conjugate there is no color. The second situation involves the use of antigen 
attached to wells via the capture antibody. After washing the test antibody is 
added. If this reacts with the captured antigen then it blocks the binding of 
subsequently added conjugate. In fact both these forms of assay whereby test 
antibodies are allowed to bind before the addition of detecting second antibody 
should be termed inhibition or blocking assays because strictly competition 
refers to the simultaneous addition of two reagents. This can be illustrated in 
the second situation where the test antibody and second conjugated antibody 
could be mixed together before addition to the antigen captured on the wells; 
this is competitive. Note that because we have an enzyme labeled detecting 
serum then any species serum can be used in the competitive system.
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4.6. Sandwich ELISA Indirect Antibody Competition

Figures 37.11 and 37.12 illustrate methods for performing this ELISA. Again 
we have a more complex situation because five reagents are involved. Basically 
the Indirect sandwich ELISA is pretitrated. Test antibodies are then added 
either to the antigen in the liquid phase (Fig. 37.11) or to antigen already cap-
tured (Fig. 37.12). If test antibodies bind to the antigen in either system then the 
subsequent addition of the second antibody and the antispecies conjugate will 
be negated. Note here that, as with the Indirect ELISA competition, the species 
from which the test sera came cannot be the same as that used to optimize the 
assay i.e., the antispecies conjugate cannot react with the test antibodies.

The assays described are inhibition or blocking assays and can all be further 
“complicated” with reference to when addition of reagents are made. Thus 
in Fig. 37.11(i) the antigen, test antibodies and detecting antibody could be 
added together (competition). In Fig. 37.11(ii), the test and detecting antibod-
ies could be added together (competition). Similarly for Fig. 37.12, the test 
and detecting antibodies could be premixed to offer competitive conditions.

Fig. 37.11. Competition for sandwich ELISA-Indirect (liquid phase antigen) Ag is 
reacted with competing antibodies followed by addition of second antibody (i) or 
Ag, competing serum and second antibodies are mixed (ii). Bound second antibody 
is detected by antispecies against second antibody. This cannot react with species in 
which test antibody was raised
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(i)

(ii)

100% Competition

100% Competition

0% Competition

0% Competition

+ +

+

+
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Fig. 37.12. Competition for Sandwich ELISA-Indirect (solid phase antigen)Ag is cap-
tured first and then either (i) competing antibodies are added, incubated and then second 
antibody added, with or without a washing step to remove unbound test antibody and 
complexes of this antibody and antigen (i) or competing serum and second antibodies are 
mixed to compete directly (ii). Bound second antibody is detected by antispecies against 
second antibody. This cannot react with species in which test antibody was raised

4.7. Sandwich ELISAs for Antigen Competition

These have not been illustrated. There is an intrinsic difficulty in that wells 
are coated with capture antibody. Addition of competing antigens thus serves 
to increase the concentration of antigen that can be captured resulting in no 
competition.

5. Summary of Uses of Various Methods Used in ELISA

This section will consider the reasons how and why different systems need to be 
applied and summarizes the interrelationships of the methods. An overview of the 
most commonly used systems is shown in Fig. 37.13. Although not all applications 
can be covered here, this will serve to illustrate the versatility of ELISA. Boxes A, B, 
C and D in the figure cover uses of the systems used in noncompetitive ways.

5.1. A-Direct ELISA

The drawback here is that antibodies from each serum have to be labeled. 
Antispecies conjugates can be titrated in this method using specific serum 
proteins from the target species. The Direct ELISA can be used to  standardize 
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antispecies conjugates from batch to batch and as a way of estimating the 
 working dilution of conjugate to be used in other ELISA systems.

5.2. B-Indirect ELISA

This is a far more flexible test in that a single antispecies conjugate will detect 
antibodies. Thus various sera with different specificities can be detected 
using the same reagent. The Indirect ELISA has been used widely in diagno-
sis of diseases through the detection of antibodies. The method depends on 
the  availability of enough specific antigen(s) at a suitable concentration for 
coating plates. Where antigens are at low concentration or in the presence of 
other contaminating proteins, the test might be impossible to perform. Thus 
antigens have to be relatively pure and be unaffected by adsorption on to the 
solid phase.

5.3. C-Sandwich ELISA-Direct

The use of antibodies coated to plates as capture reagents is essential where 
antigens are at low concentration or are contaminated with other proteins e.g., 
stool samples. The system also favors presentation of some antigens in a  better 
way than when they are directly coated to plates and also limits changes to 
conformational epitopes owing to direct coating. The test can be used to detect 
antibodies via specifically captured antigens, or antigens through the specificity 
of the capture antibodies. The direct sandwich relies on the conjugation of 
specific antibodies against the target antigen that causes some problems with 
variability where new batches are prepared. The antibodies can be identical to 
the capture antibodies. The test does rely on there being at least two combining 
sites (epitopes) on the antigen.

5.4. D-Sandwich ELISA-Indirect

This system offers similar advantages as in Subheading 3.3, in that low con-
centrations of antigen can be specifically captured. This system offers the 

Uses

A

B

C

D

Direct

Indirect

Sandwich direct
sandwich indirect

Use in competition/inhibition
assays to detect Ag or Ab

Ag Ab

Ag

Ab

Ab

Ab

Fig. 37.13. Relationship of methods used in ELISA. Some uses of assays in non com-
petitive ways (A, B and C) are discussed in text. Ag = antigen; Ab = antibody
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advantage over the Direct Sandwich ELISA in that a single antispecies 
conjugate can be used to bind to detecting sera, thus a variety of different spe-
cies detecting antibodies can be examined. The antispecies conjugate cannot be 
allowed to react with the initial coating antibodies so that care must be taken 
to avoid cross-reactions and sera must be prepared in at least two species. If 
only a single species is available then Fab2 fractions can be prepared from the 
 capture antibodies and a specific anti-Fc conjugate used to develop the test.

5.5. Competition/Inhibition ELISA for all Systems

The advantages examined in the basic ELISAs- in Subheadings 5.1–5.3, all 
are relevant to the adaptations of the assays in competition/inhibition ELISAs. 
Thus the affects of coating on antigen, low concentrations of antigen, contami-
nating proteins, flexibility of using a single conjugate to detect many sera and 
orientation of antigens are all pertinent to finding the best system for solv-
ing problems. Generally competitive methods offer advantages over systems 
where antibodies or antigens are detected directly. The greatest increase in 
methods has come through the exploitation of monoclonal antibodies (MAbs) 
in competition/inhibition systems. Table 37.4 briefly defines some elements 
of ELISA.

Table 37.4. shows the most commonly used enzymes and substrate/chromophore systems used in 
ELISA and the color changes with relevant stopping agents.

A. Commonly used conjugate/substrate systems
Enzyme label Substrate Dye Buffer

Horse radish  H2O2 (0.004%) OPD (ortho-phenylene Phosphate/ citrate pH 5.0
 peroxidase   diamine) 

 H2O2 (0.004%) TMB (tetra methyl benzidine) Acetate buffer (0.1 M) pH 5.6
 H2O2 (0.002%) ABTS (2,2′-azino di-ethyl Phosphate/citrate, pH 4.2

 H2O2 (0.006%) 5AS (5-aminosalicylic acid) Phosphate (0.2M), pH 6.8
   thiazolinesulfonic acid 

 H2O2 (0.02%) DAB (diamino benzidine) Tris or PBS, pH 7.4

Alkaline pnpp pnpp (paranitrophenyl  Diethanolamine (10 mM) plus
 phosphatase   phosphate)  MgCl2(0.5 mM), pH 9.5.

B. Common enzyme systems, color changes and stopping reactions

Color change Reading wavelength

Enzyme System Unstopped Stopped Unstopped Stopped Stopping solution

Horseradish peroxidase OPD Light orange Orange 450 nm 492 nm 1.25 M H2SO4

TMB Blue Yellow 650 nm 450 nm 1% SDS

ABTS Green Green 414 nm 414 nm No stop

5AS Black/brown Black/brown 450 nm 450 nm No stop

DAB Brown Brown N/A N/A No stop

Alkaline phosphatase pnpp Yellow/green Yellow/green 405 nm 405 nm 2 M sodium 
carbonate
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6. Uses of ELISA

The purpose of developing ELISAs is to solve problems. These can be 
divided into pure and applied applications, although the two are interdepend-
ent. Thus, a laboratory with a strong research base is essential in providing 
scientific insight and valuable reagents to allow more routine applications. 
The methods outlined show the flexibility of the systems. There effective use 
is up to the ingenuity of scientists. Recent advances in science have given the 
immunoassayist greater potential for improving the sensitivity and specificity 
of assays, including ELISA. In particular the development of MAb technol-
ogy has given us single chemical reagents (antibodies) of defined specificity 
that can be standardized in terms of activity as a function of their weight. 
The development of gene expression systems has also given the possibility of 
expressing single genes as proteins for use in raising antibodies or acting as 
pure antigens. This technology goes hand-in-hand with developments in the 
Polymerase Chain Reaction (PCR) technologies, that enables the very rapid 
identification of genes and their manipulation. In turn improvements in the 
fields of rapid sequencing and x-ray crystallographic methods has led to a far 
more intimate understanding of the structure/function relationship of organ-
isms in relation to the immunology of disease. The ELISA fits in rather well 
in these developments because it is a binding assay requiring defined antibod-
ies and antigens, all of which can be provided. Table 37.5 illustrates some 
 applications of ELISA with relevant references.

Table 37.5. Applications of ELISA.

General Specific References
Confirmation of clinical disease Titration of specific antibodies. 21–24,26–28,30,31,41,44,50,53,

54,62–64,69

Single dilution assays. 35,41,53,54,62–64
Relationship of titer to protection 

against disease.
50,55

Kits. 44,62,63

Analysis of immune response to 
whole organisms, purified antigens 
extracted from whole organisms, 
expressed proteins (e.g., vaccinia, 
baculo, yeast, bacteria), measure-
ment. polypeptides, peptides

Antibody quantification. 30,31,35,38,57,60,62,64

Antibody class measurement 
(IgM, IgG, IgA, IgD, IgE).

25,33,34,(new 94–old 95)

Antibody subclass measurement 
(IgG1, IgG2b, IgG3).

33

Antibody IG2a, affinity. 39,49,44

Antigenic comparison Relative binding antibodies. 30,31,60,64,73
Affinity differences in binding of 

antibodies.
39,43,51,52,60

Measurement of weight of antigens. 29,32,36,37,43,44,48,49,56,64
Examination of treatments to 

antigen (inactivation for vaccine 
manufacture, heating, enzyme 
treatments).

49

(continued)
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Identification of continuous and 
discontinuous epitopes by 
examination of binding of poly-
clonal and MAbs to denatured 
and non denatured proteins.

44,46,48,59

Antigenic profiling by MAbs. 40,42,44,46,61
Comparison of expressed and 

native problems.
47,48,5,92

Use of MAbs to identify paratopes 
in polyclonal sera.

47,59,79

Monoclonal antibodies Screening during production. 40,46
Competitive assay-antibody 

assessment.
47

Comparison of antigens. 42,44,46,47,59,62
Use of MAbs to orientate antigens. 48

Novel systems High-sensitivity assays 
(Amplified-ELISA).

58

Fluorogenic substrates. 45
Biotin/avidin systems. 68

More recent references Food analysis 70,71,89
Fish 84–87,90
AIDS 78, 82, 90
SARS 93
Bird flu 76,77
Allergens 74,80
Emerging diseases 72
Psychiatry 75
Review 81,(new 95),96
Snakes 91
Environment 83
Chemoluminescence 88

Table 37.5. (continued)
General Specific References

The ability to develop ELISAs depends on as closer understanding of 
the immunological/serological/biochemical knowledge of specific biological 
 systems as possible. Such information is already available with reference to 
literature surveys. Basic skills in immunochemical methods are also a require-
ment and an excellent manual for this is available (65). References (66,67) pro-
vide excellent text books on immunology. An invaluable source of commercial 
immunological reagents is available in (68). The references from 70 onwards 
are more recent and reflect newer fields into which ELISA has expanded and 
also the new problems arising as for example, Avian influenza and SARS. It 
is difficult to see that there will be a significant reduction in the rate of use 
of ELISA directly or as part of other molecular systems, but this can only be 
assessed when the next edition of this book is written. The main danger is meth-
ods involving ELISA are now regarded easy to develop. This, as for all tests, 
is not true and good training in ELISA is even more important today, because 
there is an incredible spectrum of reagents available for the development of 
tests. The linking of molecular methods to ELISA and other detection systems 
based on solid phase assays is exciting and full of potential, but there is a great 
need to attend to the basic understanding and principles of ELISA.
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1. What is an Epitope?

An epitope can be simply defined as that part of an antigen involved in its 
recognition by an antibody. In the case of protein antigens, an epitope would 
consist of a group of individual amino acid side-chains close together on the 
protein surface. Epitope mapping, then, becomes the process of locating the 
epitope, or identifying the individual amino acids involved. Apart from its 
intrinsic value for understanding protein structure-function relationships, it 
also has a practical value in generating antibody probes of defined specificity 
as research tools and in helping to define the immune response to pathogenic 
proteins and organisms. The epitope concept is becoming increasingly 
applied to interactions between proteins other than antibodies and antigens 
(1,2); not every immunologist would be happy about this, but it does make 
the point that in mapping epitopes, we are studying a biological process of 
fundamental importance, that of protein–protein interaction. Epitope map-
ping is usually done with monoclonal antibodies (MAbs), though it can be 
done with polyclonal antisera in a rather less rigorous way, bearing in mind 
that antisera behave as mixtures of MAbs. Mapping can be done directly 
by X-ray crystallography of antibody-antigen complexes, but it can also be 
done by changing individual amino acids, by using antigen fragments and 
synthetic peptides or by competition methods in which two or more antibod-
ies compete for the same, or adjacent, epitopes. The term “epitope mapping” 
has also been used to describe the attempt to determine all the major sites on 
a protein surface that can elicit an antibody response, at the end of which one 
might claim to have produced an “epitope map” of the protein immunogen 
(3). This information might be very useful, for example, to someone wishing  
to produce antiviral vaccines. However, there is a limit to how far one can go 
down this road, because the map obtained may be influenced by how MAbs 
are selected and by the mapping method used. Furthermore, the more strictly 
correct definition of epitope mapping is based on antigenicity (the ability 
to recognize a specific antibody), whereas the latter definition is based on 
immunogenicity (the ability to produce antibodies in a given animal species) 
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and thus depends on the immune system of the recipient animal. Some 
authors prefer to use the terms “antigenic determinant” and “immunogenic 
determinant” to make this distinction clear (4). For antigenic determinants, 
it is possible to think of epitope mapping as a “simple” biochemical problem 
of finding out how one well-defined protein (a MAb) binds to another (the 
antigen). Not all antigenic determinants are also immunogenic determi-
nants, however, and Berzofsky (4) quotes the example of chicken lysozyme, 
which is not immunogenic in certain mouse strains although Abs raised 
against other lysozymes will bind to it. Nevertheless, immunogenicity and 
antigenicity, although not identical, are sufficiently closely related to make 
it possible to infer from antibody specificity which regions of a protein are 
more likely to be immunogenic.

B-lymphocytes display immunoglobulin molecules on their surface and 
are stimulated to divide when these interact with a suitable antigen. They 
then undergo somatic mutation in a germinal center of the spleen to refine 
antibody diversity further and there tends to be selection in favor of B cells 
that produce higher affinity antibodies (5). The slightly different antibody 
molecules produced by somatic mutation will generally recognize the same 
region of protein but with a different affinity or a different tolerance of 
amino-acid substitutions. These fine specificities can hardly be regarded as 
defining different epitopes, though it is difficult to decide where exactly to 
draw the line. A similar problem exists in deciding what point the distinc-
tion between two overlapping epitopes should cease to exist. In contrast to 
the direct stimulation of B cells by immunogen, protein immunogens have 
to be processed by antigen-presenting cells (APCs) in order to stimulate T 
cells. APCs digest proteins and display short peptides on their surface in 
association with products of the major histocompatibility complex (MHC); 
this displayed complex then stimulates T –cells to divide by interacting with 
specific T cell receptors (TCRs). Other MHC gene products are involved 
in proteolytic processing and in transport of peptide fragments to the cell 
surface (5,6). At least, T cell epitopes are simpler that B-cell epitopes in 
one respect; they can apparently be treated as simple amino-acid sequences 
without the problems of protein structure and conformation that pervade 
all aspects of B-cell epitope mapping. The interested reader is referred to 
reviews of MHC-peptide interactions (6) and prediction of T cell epitopes 
(7). A simple method for mapping T cell epitopes is to measure the ability of 
peptide fragments of the protein to stimulate cell division of T lymphocytes 
(8), but advanced techniques like mass spectrometry (9) and ELISPOT 
assays (10) now play a major role. T cell epitope mapping is of vital impor-
tance to understanding mechanisms of immunity and an issue of the journal 
“Methods” was largely devoted to reviews of this rapidly-growing field 
(volume 29 No. 3 (2003) pp 213–309).

There is also a great deal of interest in mapping epitopes recognized by IgE 
molecules involved in allergic responses, especially with a view to developing 
possible vaccines. Many of the methods applicable to IgG and IgM molecules 
are also applicable to IgE, except that the IgE is likely to derive from patient 
serum (11) or human lymphocyte-derived mAbs (12).

In recent years, a number of literature-derived databases have been developed 
for B-cell epitopes (13), including conformational epitopes (14).
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2. Conformational or Linear Epitopes? Structural 
or Functional Epitopes?

It is essential to distinguish among conformational (“discontinuous,” “assembled”) 
epitopes, in which amino-acids far apart in the protein sequence are brought 
together by protein folding, and linear (“continuous,” “sequential”) epitopes, which 
can often be mimicked by simple peptide sequences. Parts of conformational 
epitopes can sometimes be mimicked by peptides, but early evidence that 
most peptide sequences can produce Abs that recognize native proteins (4) is 
no longer accepted (15). The term “mimotope” has been coined to describe 
peptides that mimic epitopes without corresponding exactly to the antigen 
sequence; typically, these would be random peptides obtained from random 
sequence libraries (16) or phage-displayed libraries (17).

Most native proteins are formed of highly convoluted peptide chains, so that 
residues that lie close together on the protein surface are often far apart in the 
amino-acid sequence (18). Consequently, most epitopes on native, globular 
proteins are conformation-dependent or “assembled” and they disappear if 
the protein is denatured or fragmented. Sometimes, by accident or design, 
antibodies are produced against “local” (linear, sequential) epitopes that sur-
vive denaturation, though such antibodies usually fail to recognize the native 
protein. Conversely, most antibody molecules in polyclonal antisera raised 
against native proteins do not recognize unfolded antigens or short peptides 
(15). Historically, there has been something of a culture gap among crystal-
lographers who tend to study assembled epitopes exclusively and people who 
use MAbs as research tools, for whom assembled epitopes can be something 
of a nuisance if the MAbs do not work on Western blots. Some authors have 
even emphasized the distinction between epitopes on native proteins and those 
on denatured proteins by using such terms as “cryptotopes” or “unfoldons” 
for the latter (19), but they have never been commonly used. The simplest 
way to find out whether an epitope is conformational is by Western blotting 
after sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE). 
If the antibody still binds after the protein has been boiled in SDS and 
2-mercaptoethanol, the epitope is unlikely to be highly conformational. It must 
be remembered, however, that few proteins are completely denatured on 
Western blots and some epitopes identified by Western blotting may still have 
a conformational element. Similarly, some, though not all, conformational 
epitopes are also destroyed when the antigen binds to plastic in an ELISA test, 
which is the commonest primary screen when making monoclonal antibodies (20).

3. Epitope Mapping Methods

A skeleton outline of the approaches that follow is given in Table 38.1.

3.1. Structural Approach

At their most elaborate, epitope mapping techniques can provide detailed 
information on the amino-acid residues in a protein antigen that are in direct 
contact with the antibody binding site (“contact residues”). X-ray crystallography 
of antibody-antigen complexes can identify contact residues directly and 
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unequivocally (21), though, not surprisingly in view of the effort required, this 
method is not in routine use. The method is further restricted by the neces-
sity of obtaining good crystals of Ab–Ag complexes and it has usually been 
to highly-conformational epitopes on the surface of soluble proteins. Van 
Regenmortel has made the important distinction between “structural” epitopes 
as defined by X-ray crystallography and related techniques and “functional” 
epitopes defined by amino-acid residues, which are important for binding 
and cannot be replaced (15). The number of contact residues revealed by 
X-ray crystallography is usually about 15–20, whereas “functional” map-
ping  methods that depend on Ab binding changes generally find about 4–8 
 important residues. This difference may be more apparent than real, however, 
partly because there does not seem to be complete agreement on how close 
amino acids in the Ab and Ag must be to constitute a “contact” and also 
because some residues in the Ag could be “in contact” with the Ab without 
contributing significantly to the binding. It is equally true, however, that 

Table 38.1. Approaches to epitope mapping.

Structural
 X-ray diffraction
 Nuclear magnetic resonance
 Electron microscopy

Functional
 Competition
  ELISA
  Ouchterlony plates
  Biosensors

 Antigen modification
  Chemical modification of side-chains
  Protection by Ab from chemical modification
  Site-directed mutagenesis
  PCR-random mutagenesis
  Homolog scanning
  Viral-escape mutants
  Natural variants and isoforms
  Mass spectrometry

 Antigen fragmentation
  Chemical fragmentation
  Proteolytic digestion
  Protection by Ab from proteolytic digestion
  Recombinant libraries of random cDNA fragments
  Recombinant subfragments produced by:

   PCR
   Exonuclease III
   Transposon mutagenesis
   Early-translation termination

 Synthetic peptides
  PEPSCAN peptide arrays
  SPOTS synthesis on membranes
  Combinatorial libraries
  Phage-displayed peptide libraries
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“functional” mapping methods may give an incomplete picture; fragmentation 
methods, for example, may detect only the most important continuous part of 
a discontinuous epitope and additional amino acids may contribute signifi-
cantly to the binding affinity in the intact antigen. Nuclear magnetic resonance 
(NMR) of Ab-Ag complexes is another “structural” approach that is in many 
ways complementary to the crystallographic method (22). NMR methods are 
performed in solution and thus avoid the need for crystals but they are limited 
by the size of the antigen that can be studied and are usually applied to pep-
tide antigens (23,24). NMR is therefore unsuitable for direct study of highly 
assembled protein epitopes. At the other extreme, electron microscopy of Ab-
Ag complexes has also been used to identify Ab-binding sites directly, but this 
is usually applied to very large antigens, such as whole viruses (25,26). When 
the epitope is known by other methods [e.g., use of anti-peptide antibodies 
(27) or peptide-mapped mAbs (28)], electron microscopy can provide important 
data on their disposition on large proteins or viruses.

3.2. Functional Approach

The remaining epitope mapping methods are essentially “functional” in 
approach, because they involve introducing some additional variable into the 
basic Ab–Ag interaction and then testing for antigenic function (i.e., does it 
still bind Ab?). They include protection methods in which the antibody pro-
tects the antigen from loss of function and can be usefully divided into four 
groups:

1. Competition methods
2. Ag-modification methods
3. Ag-fragmentation methods
4. The use of synthetic peptides or peptide libraries

3.2.1. Competition Methods
Competition methods can be very useful when a relatively low degree of map-
ping resolution is adequate. You may want to establish, for example, that two 
MAbs recognize different, nonoverlapping epitopes for a 2-site immunoassay, 
or to find MAbs against several different epitopes on the same Ag so that 
results from cross reactions with other proteins can be rigorously excluded. 
The principle behind competition methods is to determine whether two differ-
ent MAbs can bind to a monovalent Ag at the same time (in which case they 
must recognize different epitopes) or whether they compete with each other 
for Ag binding. The traditional approaches to competition mapping involve 
labeling either Ab or Ag with enzymes or radioactivity and immobilizing the 
Ag (or one of the competing Abs) on a solid support, such as microtiter plates 
for ELISA or Sepharose beads (29,30). Abs against the same epitope (or one 
very close) will clearly displace the labeled Ab from immobilized Ag. An even 
simpler method based on this principle uses Ouchterlony gel-diffusion plates 
(31), because single MAbs, or mixtures of MAbs that recognize the same 
epitope, are unable to form precipitin lines. At a more sophisticated and more 
expensive level, biosensors that follow Ab-binding in real time can be used to 
determine directly whether two or more unlabeled MAbs will bind to the same 
unlabeled Ag (32,33). This BIAcore approach can be used in combination 
with other methods, such as antigen fragmentation (34).
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3.2.2. Antigen Modification Methods
Chemical modification of amino-acid side-chains is a method that is perhaps 
less widely used today than previously. In principle, addition of modifying 
groups specifically to amino acids, such as lysine, should prevent antibody 
binding to epitopes that contain lysine residues and such an approach should 
be particularly useful for conformational epitopes that are otherwise dif-
ficult to map with simple techniques. Unfortunately, such epitopes are also 
the most sensitive to indirect disruption by chemicals that cause even small 
conformational changes and great care is needed to avoid false positives. 
If the Ag can be expressed from recombinant cDNA and the approximate 
position of the epitope is known, specific mutations can be introduced by 
site-directed mutagenesis methods (35–37). Alternatively, random mutations 
can be introduced into part of the antigen by PCR, followed by screening to 
detect epitope-negative mutants (38). A “site-directed masking” method for 
proteins of known 3D-structure introduces surface cysteines by mutagenesis 
and attaches them chemically to a solid phase, thus “masking” different 
patches of surface around the introduced cysteines (39). An elegant method 
for conformational epitopes, homolog scanning (40), requires two forms 
of the Ag (e.g., from different species) to be expressible from recombinant 
DNA as native proteins, one of them reactive with the Ab and the other not. 
Functional chimeric proteins can then be constructed by genetic engineering 
and regions responsible for Ab binding identified. Compared with random 
mutation methods, this approach is less likely to disrupt the native conforma-
tion because protein function is retained. The “escape mutant” approach for 
viral-surface epitopes that are recognized by neutralizing antibodies involves 
selection and sequencing of spontaneous mutants whose infectivity is no 
longer blocked by the antibody (41). Naturally occurring species or isoform 
differences in amino-acid sequence can also provide very useful information 
on epitope location, because Abs may or may not cross-react across species 
or isoforms (42). Protection from chemical modification, as described by 
Bosshard and coworkers (43), should be more reliable than direct modifica-
tion because the side-chains in the epitope itself are not altered (protected 
by Ab) and the modifying groups on the unprotected side-chains are not 
large (e.g., radioactive acetyl groups). Labeling of individual amino acids is 
compared in the presence and absence of the protecting Ab. Protection from 
proteolytic digestion, also known as “protein footprinting” (44), is similar 
in principle; antigens are exposed to proteases in the presence or absence of 
antibody (which is fairly protease-resistant) and differences in digestion are 
detected by gel electrophoresis. For native proteins, that are often resistant to 
proteases, it does depends on the epitope containing a protease-sensitive site, 
but assembled epitopes are often found on surface loops that are more likely 
to be accessible to protease. If the Ab–Ag interaction will survive extensive 
proteolysis with loss of structure, the Ag fragments remaining attached to the 
Ab can be identified by mass spectrometry (45); this is really a fragmentation 
approach rather than a protection or modification method. A recent vari-
ant, however, involves protection by antibody against hydrogen-deuterium 
exchange, with the protected amino acids subsequently identified by mass 
spectrometry (46,47). Mass spectrometry approaches to epitope mapping, 
recently and expertly reviewed (48), will increase in importance as the sensi-
tivity and analytical power of these machines continues to develop.
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3.2.3. Antigen-Fragmentation Methods
A simpler fragmentation approach for epitopes that survive denaturation is 
partial protease digestion of the Ag alone, followed either by Western blotting 
for larger fragments or by HPLC (49). The fragments that bind Ab can be iden-
tified by N-terminal microsequencing or by mass spectrometry. Overlapping 
fragments, produced by different proteases, help to narrow down the epitope 
location. If the antigen is a recombinant protein, it can be expressed with affinity 
tags at each end to enable separate affinity purification of fragments after 
digestion; the epitope can be localized very simply from the overlap between 
the shortest N-terminal and the shortest C-terminal fragments that bind-
antibody (50). Chemical fragmentation is an alternative to proteolysis and 
has the advantage that cleavage sites are less frequent (e.g., for Cys, Trp, and 
Met residues) so that fragments can often be identified from their size alone 
(51–53); for this reason, Ag purity is less important than for proteolytic fragmen-
tation. Conditions for chemical cleavage, however, are usually strongly dena-
turing, so the method is not useful for assembled epitopes.

Additional methods of generating and identifying antigen fragments are 
possible if the Ag can be expressed from recombinant cDNA. Random internal 
digestion of cDNA with DNaseI, followed by cloning and expression of the 
cDNA fragments to create “epitope libraries,” is a popular way of generat-
ing overlapping antigenic fragments (54,55). If a MAb recognizes several 
different fragments, then the epitope must lie within the region of overlap. 
Epitope expression from the random colonies is screened using the antibody 
under study and the precise Ag fragment expressed can be identified by DNA 
sequencing. The power of this approach can be increased by incorporating 
phage-display methodology in which the antigen fragments are displayed on 
the surface of filamentous phage. This has the important advantage that Ab-
positive clones can be obtained by selection rather than screening (56,57). This 
approach may be improved by cloning methods that select for in-frame cDNA 
fragments (58). Another approach is to clone specific, predetermined (rather 
than random) fragments that have been generated either by using existing 
restriction enzyme sites in the cDNA or, more flexibly, by using PCR products 
that have restriction sites in the primers (59,60). The latter approach is espe-
cially useful if you want to know whether an epitope is in a specific domain 
of the antigen or whether it is encoded by a specific exon in the gene, because 
other methods may give ambiguous answers to these questions. For PCR prod-
ucts, the necessity to clone may be avoided altogether by including a promoter 
in the forward primer and transcribing/translating the PCR product in vitro 
(61). Another major advantage of the PCR approach is that it is not always 
necessary to have your full-length antigen already cloned. Provided the cDNA 
sequence is known, RT-PCR (reverse transcriptase-PCR) can be used to clone 
PCR products directly from mRNA or even total RNA (60). Several methods 
exist for random shortening of the antigens produced from plasmid vectors. 
Transposon mutagenesis involves the random insertion of stop codons into 
plasmid DNA using a bacterial transposon (62,63). Unlike previous methods, 
extensive DNA manipulation is not required and the site of introduction of the 
stop codon can be identified precisely by DNA sequencing. Another method 
takes advantage of the spontaneous early termination of translation of mRNA, 
which occurs in in vitro systems (64). When removal of amino acids abol-
ishes antibody binding, those amino acids may be contact residues, but they 
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may alternatively be needed to maintain the conformation of the real contact 
residues in the remaining fragment, so care is needed in the interpretation of 
any results involving loss of antibody binding. A positive binding result, with 
a synthetic peptide for example, may be needed to confirm the localization. 
Exonuclease III digests double-stranded DNA nucleotide by nucleotide, but not 
at 3′-overhangs; because 3′ or 5′ overhangs can be introduced using restriction 
enzymes, this method can be used to remove nucleotides progressively from 
either end (65). This enables production of overlapping recombinant protein 
fragments that are positive for antibody binding, an approach that determines 
epitope boundaries reliably.

3.2.4. Peptide Methods
Synthetic peptides have revolutionized our understanding of epitopes to the 
same extent as X-ray crystallography, though ironically the two approaches are 
virtually mutually exclusive, because peptides are used for sequential epitopes. 
In the PEPSCAN method, overlapping peptides (e.g., hexamers) covering the 
complete Ag sequence are synthesized on pins for repeated screening with 
different MAbs (66,67). Because the synthesis can be done automatically, this 
popular approach requires very little work by the end-user. The alternative 
SPOTS technique performs the multiple-peptide synthesis on a cellulose-
 membrane support (68,69). Peptides have also been synthesized on micro-
arrays for subsequent detection of antibody binding by fluorescein-labeled 
second antibody and immunofluorescence microscopy (70,71). An alternative 
approach to the synthesis of peptides based on the Ag sequence is the use of 
combinatorial libraries of random peptide sequences in solution (72).

The advent of peptide libraries displayed on the surface of phage took this 
approach a step further by enabling selection of displayed peptides, as opposed 
to screening (73,74). In this case, random oligonucleotides are cloned into an 
appropriate part of a phage surface protein and the peptide sequence displayed 
is identified after selection by sequencing the phage DNA. Selection of ran-
dom peptides is unique in producing a range of sequences that are related, but 
not identical, to the Ag sequence; this enables inferences to be made about 
which amino acids in the epitope are most important for Ab binding. A method 
has been developed for displaying peptide libraries directly on the surface of 
Escherichia coli in the major flagellum component, flagellin (75), and this 
may facilitate screening and amplification steps. The great advantage of the 
Scott and Smith method (73) is the use of the fd-tet version of M13 phage, 
which enables the phage to grow as E. coli colonies, rather than the plaques in 
the E. coli lawn produced by some commercial mapping methods (Ph.D. kit, 
New England Biolabs: see 76). Another development displays random-peptide 
libraries on polyribosomes and the selected mRNA containing the peptide-
encoding sequence is amplified by RT-PCR for reselection or sequencing 
(77). This approach was taken one step further in “mRNA display”, in which 
advantage is taken of the mechanism of puromycin action to make a direct 
covalent link between a library of expressed RNA sequences and the pep-
tides they encode, enabling co-selection by antibody of antigenic epitope and 
its corresponding nucleotide sequence (78,79). An advantage shared by all 
peptide methods is that antigen is not required and this may be important for 
“rare” Ags that are difficult to purify. Full experimental details of many of 
these epitope mapping methods, together with background and illustrations of 
their applications, can be found elsewhere (80).
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4. Applications and Epitope Prediction

Epitope mapping is to some degree an end in itself, insofar as it provides 
fundamental information on the way that proteins recognize each other and 
recognize ligands in general. In other words, it helps us to understand the 
protein structure-function relationships that underlie all biological processes. 
Epitope-mapping studies can also suggest regions of viral proteins that are 
likely to be immunogenic and thus help in the design of potential vaccines. 
Antibodies that neutralize infectivity are of particular interest (22,81–83). 
Epitope mapping of antibodies present in autoimmune disease may throw 
light on the cause of these diseases, which are often owing to crossreact-
ing  antibodies elicited by unrelated proteins or microorganisms (84–88), 
although T cell epitopes have a major role in autoimmunity. Mapping of 
antibodies that inhibit protein function (e.g., enzyme activity) can be used to 
determine which parts of the protein are involved in that function (89–93). 
Similar use can be made of antibodies that recognize more than one state of 
the antigen (e.g., native and partly unfolded (94), free or complexed with 
other proteins (95), and so forth). Antibodies with known binding sites 
can also be used to determine the topology of trans-membrane proteins by 
immunoelectron microscopy (96), the domain structure of proteins (97), and 
the orientation of proteins in relation to intracellular structures (98), or to 
detect alternative gene products produced by genetic deletion (60) or alter-
native RNA splicing (99). Finally, this chapter has dealt with experimental 
epitope mapping methods only, though many attempts have been made to 
predict epitopes from the amino-acid sequences of antigens (100–102). 
Epitopes show an obvious correlation with antibody accessibility (i.e., they 
have to be on the surface of the antigen) and possibly with local mobility 
of the peptide chain, if the Ab–Ag interaction is of the “induced-fit” variety 
(15). It is also relatively easy to sequence the variable regions of MAb H and 
L chains, including the hypervariable regions that recognize the antigen, by 
performing RT-PCR on hybridoma-cell mRNA (103). Such sequences can 
be used to create 3-D models of the antigen-combining site, or “paratope” 
on the antibody (104).
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1. Introduction

Quantum dots are fluorescent probes that are in many respects similar to fluo-
rescent dye molecules. Since their first appearance in biology just a few years 
ago, many new biological methods using them have since been published. 
Particularly prevalent are imaging applications that benefit from the brightness 
and stability inherent to quantum dots (QDs). However, many of the proper-
ties of quantum dots differ from other fluorescent biological probes, and these 
differences are outlined in this chapter. In addition, the various types of QD 
materials currently available are surveyed, as are the variety of biological 
applications that have been demonstrated.

1.1. Properties of Quantum Dots

Fluorescence detection is based upon the characteristic of fluorescent probes 
to absorb light of a given wavelength and emit a fraction of that light at another 
(longer, lower energy) wavelength. Both QDs and traditional fluorescent dye 
molecules share this characteristic. However, there are several significant dif-
ferences between how the two entities interact with light. Fluorescent dyes 
typically absorb light efficiently in a (absorbance) band that is only slightly 
shifted in wavelength from the band where light is emitted (see Fig. 39.1A). 
Substantial efforts in instrumentation design have been made to maximally 
collect as much of the light emitted from the dye, while effectively exciting 
the absorbance band. This is complicated by the fact that the absorbance and 
emission bands are spectrally close together for dye molecules. This factor can 
decrease efficiency, and increase instrument cost, particularly when lasers are 
required for excitation.

Quantum dots, by comparison, absorb light at all wavelengths shorter than 
their emission wavelength (Fig. 39.1B). This allows multiple colors of QDs 
to be effectively excited by a single source of light (lamp, laser, LED, etc.) 
that can be spectrally distant from the emission of any color. The effective 
“Stokes shift,” or wavelength difference between maximum absorbance and 
maximum emission (typically ~15–30 nm for organic dyes), can be hundreds 
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Fig. 39.1. Comparison of the absorbance and emission spectra (normalized) of: 
(A) Alexa® 568 streptavidin conjugate; and (B) Qdot®-605 streptavidin conjugate. Note 
that the quantum dot conjugate can absorb light efficiently far to the blue of the emission. 
(C) Comparison of the emission spectra (nonnormalized) of the streptavidin conjugates 
of: Qdot® 605 (—), Alexa® 546 (—), Alexa® 568 (—), and Cy3® (—). The spectra were 
taken under conditions where each fluorophore absorbed the same amount of excitation 
light. The measured quantum yields of the conjugates were 55%, 8%, 16%, and 11%, 
respectively. (D) Comparison of the absorbance spectra (nonnormalized, each 1 µM of 
flurophore) of Qdot®-605 streptavidin conjugate (—), Cy3® streptavidin conjugate (—), 
Alexa® 546 streptavidin conjugate (—), and Alexa® 568 streptavidin conjugate (—). Note 
that all dye spectra are enhanced 5-fold for clarity. Alexa, Qdot, and Cy3 are registered 
trademarks of Molecular Probes and GE Biosciences, respectively

of nanometers for a QD, simplifying the design of instrumentation used 
for detection, and making collection of the emitted light more efficient. In 
addition, this feature of QDs facilitates multiplexing, the use of more than 
one fluorescent color simultaneously to generate multiple measurements. 
Multicolor fluorescence microscopy, for example, which enables the visuali-
zation of different cellular structures, particularly benefits from the QDs large 
separation of absorption and emission wavelengths.

QDs are well-known for their brightness. The primary reason for this feature 
is that QDs absorb light much more effectively than typical dye molecules. 
The extinction coefficient (i.e., the measure of light absorbed by a fluorescent 
material) is much larger for a QD than for typical fluorescent dye (Fig. 39.1D). 
For example, the extinction coefficient for a typical fluorescent dye might be 1 
× 105, compared to a QD at 2 × 106 – a factor of 20 greater light absorption.
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By their nature, QDs exist as polydisperse collections of crystals of slightly 
different sizes. The emission spectrum of a solution of quantum dots is the 
average of the spectra of many individual quantum dots that differ slightly in 
size and emission. Consequently, the width of the observable emission spec-
trum depends on the uniformity of the quantum dot size distribution. A sample 
comprised of uniformly sized QDs will have a narrower composite emission 
spectrum than a sample that is less uniform, although commercially manufac-
tured QDs tend to have consistent and relatively narrow emission spectra from 
their materials. Typically a QD emission spectrum is nearly Gaussian-shaped, 
which is in contrast to most fluorescent dyes that display asymmetric emission 
spectra that tail (sometimes dramatically) to the red (see Fig. 39.1C). Typical 
high-quality quantum dot size distributions result in emission spectrum 
widths (at half maximum) of 20–3 5 nm, which are noticeably narrower than 
comparable dyes. These narrow, symmetric, emission spectra make possible 
detection of multiple colors of QDs together (multiplexing) with low crossover 
among detection channels.

The quantum yield of a fluorescent material is defined as the ratio of light 
emitted to light absorbed, and ranges from 0% to 100%. Some organic dyes 
have quantum yields approaching 100%, but bioconjugates (when coupled to 
biological affinity molecules) made from these dyes generally have a signifi-
cantly lower quantum yield. QDs retain their high quantum yield even after 
conjugation to biological affinity molecules (Fig. 39.1C), and are often less 
effected by environmental conditions than dyes.

A major limitation to dye molecules in many applications is photodestruc-
tion. Fluorescent dyes are typically small organic molecules that are steadily 
bleached (degraded) by the light used to excite them, progressively emitting 
less light over time. This is owing to chemical modification of the dye mol-
ecule, and is irreversible. Although there is a wide range of photostability 
observed in various fluorescent dye molecules, none approach the stability 
observed in quantum dots (1). Even under conditions of intense illumination 
(e.g., in a confocal microscope or flow cytometer), little if any degradation is 
observed. This property makes QDs enabling in applications requiring con-
tinuous observation of the probe (cell tracking, some imaging applications, 
etc.), and potentially more valuable as quantitative reagents.

The length of time required for a fluorescent probe to emit light after 
absorption is its fluorescence lifetime. Quantum dots have somewhat longer 
fluorescence lifetimes than typical organic fluorophores (approx 20–40 ns 
versus <5 ns, respectively) (2). This difference can be exploited to reduce 
autofluorescence background in some measurements, because many sources 
of background in cellular and other environments are much shorter than QD 
lifetime. From a practical perspective, a short delay between (short-pulsed) 
excitation and collection of the emitted light can nearly eliminate autofluo-
rescence of polymeric substrates (or potentially background from other media 
such as blood) and still allow collection of the majority of the QD emitted 
light. Additionally, the fluorescence lifetimes of QDs are still much shorter 
than some long-lived fluorophores, and consequently do not significantly 
reduce emission at high excitation power owing to saturation.
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1.2. Quantum Dot Structure

Quantum dot conjugates are complex, multi-layered structures, and many 
process steps are required to produce a useful, biological conjugate (Fig. 39.2). 
Some terminology that is used in describing QD structures is:

Core QD – The central QD nanocrystals that determines the optical properties 
of the final structure. These materials are sensitive to their environment, and 
not typically fluorescent.
Core/Shell QD – Core nanocrystals that have a crystalline inorganic shell. 
These materials are brightly fluorescent, and stable.
Water-Soluble QD – Core/Shell QDs that are hydrophilic and are soluble in 
water and biological buffers. Commercially available water-soluble QDs have 
a hydrophilic polymer coating.
QD Bioconjugate – A water-soluble QD bound to an affinity molecule.

Quantum dots are not molecules, but rather engineered nanomaterials. Unlike 
samples of dye molecules where every molecule is in principle identical, each 
core QD in a sample contains a slightly different number of atoms, and thus 
can be slightly different in some of the optical properties. Consequently, the 
methods developed to synthesize QD cores have been optimized to produce 
quite uniform materials, resulting in narrower emission spectra, as mentioned 
before (4,5).

Although these “core” QDs determine the optical properties of the con-
jugate, they are by themselves unsuitable for biological probes owing to 
their poor stability and quantum yield. It is believed that binding of various 
molecules to the surface of a core QD results in quenching of the emission. 
In fact, the quantum yield of QD cores has been reported to be very sensitive 
to the presence of particular ions in solution (6). Highly luminescent QDs are 
prepared by coating these core QDs with another material resulting in “core/
shell” QDs that are much brighter, and more stable in various chemical and 
biological environments (3,7). These core-shell QDs are hydrophobic and only 
organic-soluble as prepared.

A number of methods have been reported to convert these hydrophobic 
core/shells QDs into aqueous-soluble, biologically useful versions (4,5,8,9). 

Fig. 39.2. Schematic of a QD Bioconjugate compared to a typically labeled fluorescent 
dye protein conjugate (see text for descriptions). Proteins generally carry several 
fluorescent dye labels (F). In contrast, each QD is conjugated to multiple protein 
molecules
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Although a comprehensive comparison of these approaches does not exist, sig-
nificant differences in the stability and brightness, and therefore performance 
of the resulting aqueous materials do exist. Most commercial preparations of 
QDs have a hydrophilic polymer coating that confers water-solubility, and 
provides a functional surface for attachment of biomolecules. High quality, 
water-soluble quantum dots do not show significant change in peak emission 
wavelength, or quantum yield, as a function of environment or time.

In addition to the differences in optical properties and size, as outlined 
above, QDs differ from dye conjugates in another important respect. Quantum 
dots are polyfunctional with respect to affinity molecules; that is, typically 
more than one affinity molecule (be it an antibody, protein, oligonucleotide, or 
small molecule, etc.) can be coupled per single QD, owing to their relatively 
larger size and greater number of attachment sites. In the case of traditional 
fluorescent labels, there is generally a one-to-one correspondence of dye to 
small molecule, and more than one dye molecule per protein or other large 
molecule (Fig. 39.2). In cases where there is an “average” of one affinity mol-
ecule to QD, there is typically a distribution of conjugates, some QDs lacking 
an affinity molecule, and some with more than one.

Quantum dots are described as nanoparticles, and are larger in size than dye 
molecules. Water-soluble quantum dot conjugates are in the 10–20 nm size 
range, making them similar in size to large proteins (see Fig. 39.3). This size 
will likely preclude them from certain applications; however, their size does 
not prevent use in the labeling of cell surfaces, tissue sections, or from access-
ing intracellular targets in fixed and permeablized cells (see Section 3).

2. Methods

Assuming a laboratory is not equipped or one does not desire preparing quantum 
dots synthetically, commercial products become the only option for using 
these materials. Although QD suppliers offer products in a range of colors, the 
types of available bioconjugates are described below.

Fig. 39.3. Physical size of quantum dots compared to related entities
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2.1. Biotin, Streptavidin, and other Hapten and Hapten-Binding 
Conjugates

Probably the most general-purpose QD bioconjugate for labeling, streptavidin 
conjugates are useful when a biotin can be introduced into the system under 
study. Immunohisto- or cytochemical labeling with biotinylated antibodies 
allow the use of QD-streptavidin bioconjugates in these applications. Many of 
the examples in Section 3 of this chapter were carried out with QD-streptavidin 
bioconjugates. Other hapten-binding antibodies such as anti-DNP, antifluo-
rescein, and anti-GST are also available in various colors. In addition, biotin 
conjugates are available for instances where one requires a hapten, rather than 
hapten-binding protein, bound to the QD.

2.2. Antibody Conjugates and Conjugation Kits

A variety of both secondary (antispecies) as well as several primary antibody 
conjugates are commercially available. These reagents are useful in standard 
immuno-labeling applications, and are important for multiplex detection; 
when specific targeting of several antigens is required simultaneously. Also 
available are antibody conjugation kits, which allow the user to attach their 
antibodies of interest to any of the available QD colors.

2.3. Transporter-Peptide Bioconjugates

QDs with a short transporter peptide are available for the purpose of live cell 
labeling. Cells are cultured in the presence of the QD-peptide bioconjugates, 
which internalize the QDs. The cells continue to grow and divide normally, 
allowing their use in tracking, motility, proliferation, and related studies. 
These reagents are available in a number of colors; thus can be used for mixed 
cell population studies.

2.4. Nontargeted QDs

QDs lacking any attached affinity molecules are also sold. These can be used when 
it is undesirable to have the QD interact with molecules, surfaces, etc., in its 
environment. Application examples are diffusion and in vivo circulation studies.

2.5. Reactive QDs

Some users with more experience want the flexibility to make novel biocon-
jugates from underlying water-soluble QD materials. For these applications, 
water-soluble QDs in various colors are available with carboxyl- or amine-
functional (reactive) surfaces. Using several available conjugation protocols 
(10), one can chemically react materials to these functional groups, forming 
a covalent bond to the QD. Also available are organic-soluble QDs, however, 
these find very limited application in biology.

2.6. General Considerations for Selecting QDs for an Application

The discussion in the introduction outlined the considerations for choosing to 
use QDs as detection reagents: situations requiring photostability, brightness, 
multiple colors, etc. This section describes the factors that need to be considered 
when choosing which QDs to use for an experiment.
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Generally, the first consideration is the detection platform being used. Is a 
fluorescence microscope being used? If so, one must determine which opti-
cal filters are installed, and if they can be used effectively for any colors of 
available QDs. If not, obtaining appropriate filters may be the first step. Other 
detection instrumentation may also require optical filters. Assistance in filter 
selection can be found on any of the optical filter manufacturer websites.

If only one color is being used in the experiment, and sensitivity is required, 
selection of a redder QD is generally better. This is because the extinction 
coefficient for QDs is related to the number of atoms in the QD – so the 
larger the QD (of any given material), the more effectively it will absorb light. 
Generally redder colors in the 600–660 nm (emission) range are good choices. 
If particular background issues exist (tissue autofluorescence, etc.), choose 
colors away from these wavelength ranges.

When multiple colors are being detected together, generally they should be 
spaced at least 40 nm apart and optical filters need to be selected carefully to 
avoid cross-talk among detection channels. In certain cases, more than one 
color can be selected so that they can be viewed simultaneously in a micro-
scope. This involves selection of an excitation filter appropriate for all colors, 
and a long-pass filter that captures the emission from all colors. Real-time 
multicolor imaging can be accomplished in this manner.

3. Applications

3.1. Cell and Tissue Imaging

3.1.1. Immunohistochemistry and In-Situ Hybridization
A standard fluorescence microscope is an ideal tool for detection of quantum 
dot bioconjugates. Lamp-based excitation can be applied through a very wide 
excitation filter for efficient excitation of the broad QD excitation spectrum. 
Because the emission spectrum is narrow, a narrow emission filter can be used 
to maximize signal-to-background. Alternatively, a long pass emission filter 
can be used to observe several colors simultaneously.

Quantum dots conjugated to immunoglobulin G (IgG) and streptavidin have 
been used successfully to label the breast cancer marker Her2 on the surface 
of cancer cells, stain actin and microtubule fibers in the cytoplasm, and detect 
nuclear antigens (1). Labeling was shown to be specific for intended targets, 
brighter, and significantly more photostable than comparable organic dyes. A 
recent study examines formalin-fixed tissue samples using up to 5 QD colors 
simultaneously, to specifically label targets on the surface, in the cytoplasm, 
and within the nucleus (11). Osamura and coworkers successfully simultane-
ously imaged growth hormone protein and its mRNA in a combined IHC/
FISH study (12).

3.1.2. Multi-Mode Imaging
The unique combination of properties; that QDs are not only fluorescent, 
but also electron-dense materials; enables them to be imaged using electron 
microscopy as well. These attributes allow larger-scale light-microscopic 
localization of targets, and subsequent high-resolution localization using 
transmission electron microscopy. Ellisman and coworkers labeled up to three 
targets in cells or tissues, imaged them using multi-color light microscopy, 
and subsequently imaged the same samples using electron microscopy. They 
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report the ability to differentiate the various QD labels by size and shape in 
the electron microscope, effectively multiplexing at this size scale as well (13). 
It has been reported that QD probes are also “radio-opaque,” making them 
potentially useful to combine with CT scan technology as well (14).

3.1.3. Multiphoton Microscopy
Quantum dots have been shown to be enabling in the area of multiphoton 
microscopy (15). QD probes are reported to have the largest 2-photon cross-
sections (a measure of the ability to absorb light at twice the normal excitation 
wavelength) of any probe – near the theoretical maximum value. The cross sec-
tions are 2–3 orders of magnitude larger than conventional fluorescent probes. 
Using 2-photon imaging, QDs were intravenously injected into mice and used 
to dynamically visualize capillaries hundreds of microns deep through scatter-
ing media (skin and adipose tissue). The 2-photon technique using QDs has 
been modeled in the study of receptor-ligand interactions, labeling each with 
different colors of QDs (16). A recent study uses multicolor 2-photon micros-
copy to image multiple structures in vascular tissue (17).

3.1.4. Live Cell Imaging
A number of cell lines have been shown to endocytose QDs over a 2–3 h 
period, and the QDs became localized in endosomes (18). These labeled cells 
were shown to be stable for as long as 12 d in culture. The investigators also 
labeled live cells by membrane biotinylation, followed by incubation with 
QD-avidin conjugate, although this method also resulted in QD endocytosis 
in the cell lines studied. The authors also used the labeling procedure to study 
the effect of starvation on aggregation of developing Dicytostelium discoideum 
cells that have been starved for various durations. Cells starved for different 
durations were labeled with different colored QDs, mixed, and the labeled 
cells imaged for 2 s intervals, every 2 min for 8 h. They concluded that the 
cells’ propensity to aggregate is an “on-off” phenomenon, not a continuous 
function of the degree of starvation.

A group has reported the preparation of QDs functionalized with PEG 
(poly[ethylene glycol]) to study development in Xenopus embryos (19). The 
QDs were microinjected into individual cells of the growing embryo, and 
because the fluorescence was confined to the progeny of the injected cells, 
this allowed the embryo development to be studied for many individual cells. 
The authors further found that the QDs were stable and had no apparent 
toxicity.

A unique cell motility assay has been reported that involves seeding cells 
onto a surface that has been previously covered with QDs (20). Upon moving, 
the cells engulf the QDs, leaving behind a nonfluorescent trail, on an otherwise 
uniformly fluorescent surface. Using this technique, the investigators were 
able to quantitate motility, and differentiate between invasive and noninvasive 
cancer cell lines.

In a powerful demonstration, Jovin and coworkers studied receptor-ligand 
interactions in real-time by combining EGF-receptor labeling (using visible 
fluorescent protein) and EGF labeling (using an EGF-QD conjugate) (21). 
They produced movies demonstrating the binding of EGF to its receptor, the 
accompanying cell morphological changes, and active trafficking of  receptor 
complex as it is internalized. Through different combinations of receptor labe-
ling (erbB1, erbB2, or erbB3), they were able to determine whether receptor 
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heterodimerization occurred in each case, and also revealed a previously unre-
ported mechanism of retrograde transport.

3.1.5. Single Molecule Imaging
The brightness and photostability of QDs make then particularly useful for 
single-molecule imaging. Few other fluorescent probes can be visualized as 
single molecules, and none are able to be imaged for sequential images over 
many minutes. In addition, individual QDs have a “blinking” phenomenon that 
makes it obvious when a single QD is being imaged. Dahan and coworkers 
labeled individual glycine receptors on living neuronal cells, and imaged their 
motion from millisecond to minute time periods (22). The group showed that 
the receptor diffusion on the cell membrane is influenced by its proximity to a 
synapse. Capture of the receptor by a synapse was further confirmed by elec-
tron microscopic imaging of the QD labeled receptor. The group has compiled 
their methods for single quantum dot imaging in the cell cytoplasm as well as 
the membrane (23).

Another group has demonstrated the mechanism of myosin V motion on 
actin filaments (24). The double-headed protein was differentially labeled 
with 2 QD colors, and then imaged on surface-bound actin. Successive images 
revealed that the protein moved in a “hand-over-hand” fashion on the actin 
filament; each step moving 72 nm.

3.2. Live Animal Imaging

Several reports have appeared using QDs in live animals. Related work is 
typically accomplished with fluorescent polymers, such as rhodamine green 
dextran, or with fluorescent proteins (e.g., green fluorescent protein). The lack 
of photostability and brightness of these reagents limits their utility in longer-
duration imaging experiments.

3.2.1. In vivo Targeting
Specific targeting of QD-peptide bioconjugates has been carried out in mice 
(25). Peptides that specifically target lung blood vessel endothelial cells, tumor 
cell blood vessels, and tumor cell lymphatic vessels were conjugated to QDs 
and intravenously injected into mice. Specific targeting to the lung and tumor 
vasculature was observed with the appropriate conjugates, and no acute  toxicity 
was observed after 24 h of circulation. They also observed that the QDs accu-
mulated in the liver and spleen in addition to the targeted tissues, unless the 
QD was coconjugated with PEG. Although the QD conjugates were specific 
for the tumor targets, they did not accumulate in the tumor cells, instead 
remaining in the blood vessel endothelia. The authors speculated as to the pos-
sible causes: the size of the QDs, the stability of the particular mercaptoacetic 
acid-stabilized QD conjugates used, or slow endocytosis into tumor cells.

3.2.2. Nontargeted in vivo Use
Another group examined the circulation half-lives in vivo of QDs that had various 
surface modifications (26). They found that the circulation half-life varied from 
less than 12 min to greater than 70 min depending on the surface modification, 
which also determined the in vivo localization of the QDs. Long term experi-
ments showed that QDs remain fluorescent after at least 4 mo in vivo.

A collaboration among a group making QDs that emit in the near-infrared 
(700 nm to greater than 1,000 nm – a wavelength range where light is minimally 
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absorbed by tissue), and a surgical group studying lymph node metastasis has 
resulted in a new method for mapping lymph nodes (27). Using QDs emitting 
at over 800 nm along with a real-time overlayed color-near/infrared imaging 
system, investigators were able to inject QDs at a tumor site, visualize the 
movement of the QDs within the lymph system until they are trapped owing 
to their size at the “sentinel” lymph node, making the lymph node location 
apparent; which is then resected. This technique has been successfully demon-
strated in animals as large as pigs. Existing methods for sentinel lymph node 
identification involve the use of radioactive tracers and colored dyes, which 
result in poor localization.

3.2.3. In vivo Toxicity
The fact that QDs are being used in a number of in vivo studies has raised the 
question of whether they are toxic to the living organism (or cells) to which 
they are exposed. Although studies (28–30) have attempted to determine the 
cytotoxicity of QDs in several models, no consistent picture has emerged. 
One complication is that the studies were carried out on different materials 
– some (different) commercially available materials, and some laboratory-
synthesized. One conclusion is that different surface coatings on QDs have a 
significant impact on measured toxicity. A recent review of this area points out 
many of the complications of such studies, as well potential health risks use of 
these materials could have (31).

3.3. Other Techniques and Applications

3.3.1. Immunoassays
The optical properties of quantum dots allow a lower limit of detection than 
typical fluorescent dyes; as well as assay simplification compared to enzy-
matic methods of immunoassay detection when used in multiplex format. 
Immunosorbant assays, where the analyte is present bound to the surface of a 
plate, are typically detected with enzymatic amplification (ELISA technique). 
It has been shown that the limit of detection of 605 nm streptavidin conju-
gate is at least an order of magnitude lower than phycoerythrin-streptavidin 
conjugate when used in a microplate reader using 250 nm excitation for the 
QD (32). The use of direct fluorescent detection (as opposed to enzymatic 
amplification) also allows multiplexed detection without sequential wash and 
amplification steps.

Several groups have developed immunoassays for pathogens and explo-
sives using QD conjugates (33–36) 34 Systematic efforts have resulted in a 
well-characterized system of producing conjugates as well as measurement 
of their performance in assays. The sensitivity of these demonstrations is well 
beyond what can be achieved with dye detection, and up to four simultaneous 
pathogen determinations have been made. Detection of a single pathogenic 
bacterium has also been demonstrated (37).

3.3.2. Western Blotting
Detection and quantification of proteins is commonly achieved by Western 
blotting. This is typically accomplished by probing the blot with an antibody 
to the protein of interest, and detecting the protein via a fluorescent dye linked 
to the antibody, or more often using a chemiluminescent substrate for increased 
sensitivity. There are a number of practical complications; fluorescent dyes are 
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not very sensitive, and chemiluminescence makes detecting multiple proteins 
time-consuming and tedious. When multiple proteins need to be detected and 
quantified—particularly if the protein bands are overlapping (often this is the 
case in cell signaling studies where the only difference is the result of protein 
phosphorylation), the use of quantum dots for detection allows quantifying 
comigrating bands with the sensitivity of chemiluminescent detection. A study 
demonstrated multiplex protein detection with QDs and compared the sensi-
tivity to dye-based detection (38).

3.3.3. Flow Cytometry
There have been a number of reports of the use of QDs in flow cytometry 
(39–42). It would seem that QDs would be the ideal fluorophore for flow 
cytometry: Narrow emission spectra make the use of many colors possible; 
one laser excitation is possible owing to the broad QD excitation; as well as their 
bright emission. Indeed, one group reports the combined use of QDs and dyes to 
perform T-cell immunophenotyping resolving 17 fluorescence emissions (43).

3.3.4. Fluorescence Resonance Energy Transfer
Fluorescence resonance energy transfer (FRET) is a process that typically 
involves 1 dye molecule capturing the excited-state energy from another dye 
molecule, owing to the close proximity of the two molecules. This has been 
exploited for two purposes: Moving the dye emission further (spectrally) from 
where it is excited, and using the presence or absence of FRET to determine 
the proximity of two dye molecules. For the first purpose, QDs already have 
a very large spectral separation between excitation and emission, and thus 
transferring the emission to another entity is not particularly beneficial. FRET 
with QDs is further complicated by the fact that it is difficult to selectively 
excite one QD in the presence of another, owing to their broad excitation 
spectra. With regard to using FRET in determining proximity, QDs have been 
shown to be useful. Coupling an antigen to cadmium telluride QDs and the 
corresponding antibody to a rhodamine dye, it was shown that formation of the 
immunocomplex resulted in dye emission upon QD excitation (44). In another 
report, QD-dye FRET was exploited by creating a complex in which a dye and 
a QD were coupled via a cleavable linker. In the case of protease detection, 
the linker was a designed to be cleaved by a particular protease; separating the 
FRET pair, and allowing the uncoupled dye or QD to be detected (45).

3.3.5. Array Detection
There have been several reports of the use of QDs in array detection. 
PEGylated QDs were shown to be useful in detection of cell lysates in protein 
microarrays (46). Additionally, four QD colors were used simultaneously in a 
DNA microarray, for the purpose of multiplexed genotyping (47).

3.3.6. Neuroscience Applications
A number of reports have emerged demonstrating the utility of quantum 
dots in a variety of neuroscience applications. Santra and coworkers used 
TAT-peptide conjugated QDs for imaging rat brain (48). The QDs linked to 
the cell-penetrating peptide were intra-arterially injected, and were found to 
efficiently label brain tissue without manipulation of the blood-brain barrier. 
The QD conjugate was observed to migrate beyond the endothelial cells, and 
reach the brain parenchyma. Another study has been published that used the 
observed diffusion of QDs to estimate the dimensions of the extracellular 
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space of the brain, which had not previously been determined in living tissue 
(49). The authors determined the extracellular space to be at least 2-fold larger 
than determinations made from fixed tissue. A recent publication emphasizes 
the importance of QD probes as new tools in neuroscience research (50). 
Conjugates of neurotransmitters to QDs, including serotonin, have been made 
and used as probes for their transporters (51). In one investigation, the 
investigators coupled approx 160 serotonin molecules per QD via a short 
linker, and characterized these probes by their interaction with serotonin trans-
porters, electrophysiologic measurements, as well as fluorescence imaging. 
Although results for these initial conjugates show somewhat lower selectivity 
than high-affinity antagonists, they do show utility in the imaging of membrane 
proteins in living cells.
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1. Introduction

Proteins contain charged groups on their surfaces that enhance their interac-
tions with solvent water and hence their solubility. Charged residues can be 
cationic (positively charged, e.g., lysine) or anionic (negatively charged, e.g., 
aspartate) and it is noteworthy that even polar residues can also be charged 
under certain pH conditions. These charged and polar groups are responsible 
for maintaining the protein in solution at physiological pH. Because proteins 
have unique amino acid sequences, the net charge on a protein at physiologi-
cal pH is determined ultimately by the balance between these charges (i.e., 
negatively charged proteins possess more negatively charged residues than 
positively charged groups). This also underlies differing isoelectric points 
(pIs) of proteins. Ion-exchange chromatography (1) separates proteins first 
on the basis of their charge type and, second, on the basis of relative charge 
strength (e.g., strongly anionic from weakly anionic).

The basis of ion-exchange chromatography (Fig. 40.1) is that charged ions 
can freely exchange with ions of the same type. In this context, the mass of 
the ion is irrelevant. Therefore it is possible for a bulky anion like a negatively 
charged protein to exchange with chloride ions. This process can be later 
reversed by washing with chloride ions in the form of a NaCl or KCl  solution. 
Such washing removes weakly bound proteins first, followed by more strongly 
bound proteins with greater net negative charge.

Like most column chromatography techniques, ion-exchange chromatography 
requires a stationary phase, which is usually composed of insoluble, hydrated 
polymers, such as cellulose, dextran or Sephadex (2). The ion exchange group 
is immobilized on this stationary phase, and some of the chemical structures of 
 commonly used groups are shown in Table 40.1.

In this chapter, the use of microgranular diethylaminoethyl (DEAE) cellu-
lose manufactured by Whatman (Maidstone, UK) is described. As described 
in Section 3.5, novel formats for ion-exchange chromatography are provided 
by the immobilization of ion-exchange groups on membrane or filter formats 
(3) and in perfusion chromatography (4). The separations can be performed in 
low pressure or high pressure systems (e.g., FPLC).
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Fig. 40.1. DEAE-cellulose chromatography. a) Anionic (negatively charged) proteins 
exchange with chloride ions. b) The protein binds electrostatically to the positively 
charged DEAE group. Washing with a gradient of KCl reverses this process to elute 
the protein. Proteins generally differ in the precise strength of electrostatic interaction 
and hence elute at differing chloride ion concentration

Table 40.1. Selected ion exchange groups commonly used in isolation of proteins.
Group Chemical Structure pH range

Cation exchangers

S (methyl sulphonate)
H2
C SO3

- 2–12

SP (sulphopropyl)
H2
C SO3

-(CH2)2 2–12

CM (carboxymethyl)
H2
CO COO

- 6–11

Anion exchangers

QAE (quaternary 
aminoethyl)

(CH2)2 N

C2H5

+
O

C2H5

C
H2

CHOH CH3 2–12

Q (quaternary 
ammonium)

H2
C N

CH3

CH3

CH3

+
2–12

DEAE (diethylamino 
ethyl) (CH2)2 NH

C2H5

+
O

C2H5

2–9
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2. Methods

2.1. Materials

2.1.1. Buffers
Buffers used will depend on the characteristics of the protein of interest. For 
proteins not previously purified by DEAE-cellulose chromatography, buffer 
selection may be helped if the pI of the protein of interest is known. In gen-
eral, proteins bind to anion exchangers at pH values above their pIs, while 
binding to cation exchangers, such as CM-cellulose, at pH values below their 
pIs. Phosphate, Tris, and other common buffers are used in ion-exchange 
chromatography at concentrations of approx 10–50 mM. Urea (desalted on 
a mixed bed column of Dowex or else of molecular biology grade) may be 
included in buffers at concentrations of up to 8 M if separation of denatured 
samples is required. Care should be taken that the urea does not precipitate in 
the column during chromatography (especially at lower temperatures). Buffers 
are prepared fresh before use, and all reagents are of Analar grade. Deionized/
distilled water is used.

2.1.2. Resins
Use of microgranular DEAE-cellulose 52 is described in this chapter. Desalting 
resins, such as sephadex G-25 (Pharmacia), are also useful as it is important 
that small anions like Cl− do not compete with anionic proteins.

2.1.3. Apparatus
A sintered-glass funnel (no. 1 sinter) is useful for washing resin during 
equilibration and regeneration. This is usually connected to water suction. 
For desalting and ion-exchange chromatography, sintered-glass columns are 
required. Smaller columns could be used for smaller volumes. A gradient-
maker (2 × 500 mL) is used to generate salt gradients. A calibrated conductivity 
meter is also required.

2.2. DEAE Cellulose Chromatography

2.2.1. Sample Preparation
Protein samples require desalting before being applied to the ion-exchange 
column. This may be achieved by overnight dialysis, by gel filtration 
on Sephadex G-25 or by desalting of small volumes on PD10 columns 
(Amersham Biosciences, Uppsala, Sweden) or in centrifugal concentrators (by 
repeated dilution/filtration) (5).

2.2.2. Resin Equilibration
Before use, resin is washed in water followed by removal of fines achieved by 
repeatedly stirring the resin with a glass rod, allowing the bulk of the resin to 
settle, and then aspirating the supernatant. Defined resin is washed 3 times in 
concentrated buffer (e.g., 200 mM Tris-HCl, pH 8.0) to achieve equilibration. 
It is gently stirred into slurry, and transferred into a sintered-glass column 
containing a small volume of water. After settling, the resin is equilibrated 
with dilute buffer (e.g., 10 mM Tris-HCl, pH 8.0), which is passed through the 
column until it is completely equilibrated as determined by measuring the pH 
and conductivity of buffer and column eluate (when these are the same, the 
column is equilibrated).
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2.2.3. Chromatography
Desalted sample is applied to the equilibrated resin, and the effluent is col-
lected. This should be assayed in case the protein of interest has not bound. In 
cases where a particular protein has not been purified by this method, it may 
be necessary to develop a new purification procedure for it. The main  variables 
to investigate are choice of ion exchange group, pH, salt concentration, and 
gradient steepness. In general, approx. 70% of rat-liver cytosolic proteins will 
bind to DEAE-cellulose at pH 7.5. If the protein of interest has an alkaline pI, 
then passage through such a column at this pH might be a useful first step in 
the purification. Conversely, if the protein of interest binds to DEAE- cellulose 
at pH 7.5, then it is worth repeating the experiment at increasingly higher pH 
values (e.g., 8.5 and 9.5). Only highly acidic proteins will bind to DEAE-cel-
lulose at pH 10. The column is developed by applying a suitable salt gradient (2 
× 500 mL), for example, 0–100 mM NaCl in 10 mM Tris-HCl, pH 8.0 (buffers 
B and C, aforementioned). Fractions are collected in a  fraction collector and 
assayed for the protein of interest, protein concentration (6), and conductivity. 
The conductivity meter should be carefully calibrated (Note: This property is 
temperature-dependent), so that conductivity measurements may be expressed 
as NaCl concentrations, thus facilitating determination of chromatogram repro-
ducibility. These measurements may also be made continuously using on-line 
UV and conductivity detectors connected to a PC or chart recorder. Appropriate 
fractions are pooled and concentrated for further study or purification. This is a 
major factor in the success of the chromatography. In general, fractions should 
not be pooled in a new purification until sodium dodecyl sulphate-polyacryla-
mide gel electrophoresis (SDS-PAGE) analysis (7) has been carried out on aliq-
uots taken from active fractions. This gives a good indication of fraction purity. 
It is best to accept some losses of the protein of interest if this means removing 
significant contaminants. Carrying out the chromatography at different pH 
values (see previous discussion) usually gives quite different chromatograms, 
which is often useful for displacing contaminant peaks.

Although shallower gradients (e.g., 0–100, 300–400 mM) generally give 
better resolution, steeper gradients (e.g., 0–1 M) can be used in initial experi-
ments to identify elution positions of proteins of interest. It is also possible to 
use stepwise washes (e.g., 100 mM NaCl followed by 200 mM NaCl) rather 
than continuous gradients. The best approach to developing a new purification 
procedure, therefore, is to assess the binding (i.e., binding versus nonbinding) 
of the protein of interest on a small scale on differing ion exchangers at a range 
of pH values in the alkaline and acidic pH ranges, respectively. Chromatograms 
where the protein has bound are then developed with a steep gradient. Finally, 
shallower gradients are assessed at the most promising pH values. It is also pos-
sible to use nonlinear gradients for more difficult separations. Lastly, inclusion 
of “displacer” molecules (i.e., small molecular species that alter the precise 
retention of individual proteins) can separate proteins that are co-eluting (1).

3. Applications

3.1. Separation of Peptides

Because ion-exchange chromatography does not distinguish between large 
and small ions, it has found uses in separation of peptides in a wide variety 
of contexts. More usually today, this is performed in a HPLC or capillary 
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electrophoresis format but there are occasions when preparative scale ion 
exchange is required (8). Naturally occurring bioactive peptides are of major 
pharmaceutical interest. A thyrotropin-releasing hormone (TRH)-like peptide 
was successfully isolated from rat thyroid extracts on DEAE-sephadex and 
shown to be identical to Glu-Glu-Pro, an acidic peptide. Interestingly, a related 
peptide, Glu-Phe-Pro, did not bind to the anion exchanger because it is neutral 
and a family of such neutral peptides have now been found to be widespread 
across mammals based on their behaviour on ion exchange (9). Ion-exchange 
chromatography is also useful in separating peptides generated by  cleavage 
of purified proteins with agents such as trypsin or CNBr. Separation is 
 performed in the presence of high concentrations of urea (see Section 2.1.1). 
Urea is a chaotropic agent, which itself has no net charge and thus does not 
affect the charges on each peptide in the mixture while nonetheless conferring 
 denaturing conditions.

3.2. Separation of Proteins

The overwhelming bulk of ion-exchange chromatography applications involve 
separation of proteins. This has recently been expertly reviewed (8) but some 
examples of recent applications of DEAE-based anion-exchange purifications 
are listed in Table 40.2. These examples illustrate how DEAE-chromatography 
is often combined with other ion exchange steps and with affinity chromato-
graphy to achieve complete purity in a wide range of biological systems and 
a wide variety of protein classes. Smilaxin, a protein with anti-HIV properties 
was essentially purified by DEAE-cellulose chromatography at pH 7.4 but 
also bound to CM-cellulose at pH 4.6 (10). This illustrates how protein charge 
characteristics can vary with pH (see Section 2.3.3). A recent purification of a 
lipase from scorpion showed how DEAE-cellulose can be useful in contribut-
ing to purification because the majority of proteins bound to it whereas lipase 
did not (11). The lipase was further purified by CM-sephadex cation exchange 
chromatography. A third example is offered by Leishmania tarentolae tubulin, 
which was purified on DEAE-sephadex at pH 6.9 (12). L. tarentolae is a non-
pathogenic relative of Leishmania amazonensis and its tubulin is thought to be 
suitable for antileishmanial drug screening because its properties are so similar 
to that of L. amazonensis. Lastly, fish (the grass carp, Ctenopharyngodon 
idellus) major histocompatability complex 1 and β-2 microglobulin proteins 
were purified as recombinant maltose binding protein fusions on DEAE-
sepharose (13). After digestion with protease factor Xa, the maltose binding 
protein moiety was released from the fusions and the proteins of interest were 
again recovered on DEAE-sephadex.

Table 40.2. Selected examples of use of cation exchange chromatography in 
isolation of proteins.

Protein Source Function Conditions Ref.

Smilaxin Smilax glabra Anti-HIV pH 7.4 10

Lipase Scorpion Enzyme Protein passed  11
    through DEAE

Tubulin Leishmania tarentolae Cytoskeleton pH 6.7 12

MHC 1 Ctenopharyngodon idellus Immune system pH 8.0 13
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3.3. Applications in Proteomics

Proteomics attempts to study the total complement of proteins expressed in 
a biological system under any given set of conditions. As such it is a highly 
dynamic quantity with the potential to offer insights to processes such as the 
cell cycle, compartmentalization and protein up/down regulation. The most 
popular proteomics techniques are 2-dimensional electrophoresis (2D SDS 
PAGE) and various forms of mass spectrometry. However, these techniques 
can be overcome by the large number of proteins present in even a simple 
cell. Thus, there is interest in simplifying the proteome by use of procedures 
to separate sub-proteomes and thus to analyse a smaller number of proteins. 
Popular approaches include affinity selection based on biospecific recognition 
and organelle proteomics. Because the mobility of proteins in the isoelectric 
focusing (IEF) dimension of 2D SDS PAGE is strongly influenced by their net 
charge, it is possible to select subproteomes by anion or cation exchange based 
on binding to centrifugal adsorbing units before electrophoresis (14). This has 
been demonstrated to improve resolution in 2D SDS PAGE. Ion exchange also 
plays a role in 2-dimensional liquid chromatography where proteins separated 
by ion-exchange in the first dimension are passed to a second dimension 
( usually reversed phase or capillary electrophoresis) for further separation. 
Peaks eluting from the second dimension may be passed on-line to a suitable 
mass spectrometry analysis (15).

3.4. Downstream Processing of Proteins in Biotechnology

Developments in molecular genetics and genome sequencing have led to 
increased interest in proteins both as drugs and as targets for drugs. The bio-
logical pharmaceutical (BioPharma) sector is now a large and growing aspect 
of the biotechnology industry (16). A major activity in this sector is purifica-
tion of valuable proteins by downstream processing of biologically based 
expression systems in a “good manufacturing environment” (GMP) (8). In 
comparison with more traditional purification of small molecule pharmaceuti-
cals, the sensitivity of proteins to extremes of pH, temperature, proteolysis and 
oxidation place particular constraints on the purification protocol used. Many 
protein purification protocols feature DEAE-cellulose anion exchange chroma-
tography. It is possible to scale up purification from the laboratory scale (e.g., 
100 mL resin) to the pilot and production scale by changing the radius of the 
gel bed. Commercially available arrays of such columns are available where 
many columns are “stacked” on top of each other allowing gel bed volumes 
of hundreds of litres and thus industrial-scale binding capacity. Use of a small 
bed height allows reproduction of laboratory scale separations without undue 
compression of the gel bed owing to hydrostatic pressure. Another column 
format is radial flow chromatography where sample is introduced in the centre 
of the gel bed and flows across rather than down the column. Because of their 
cheapness, high capacity and desirable flow characteristics, cellulose-based 
exchange resins continue to be very popular in downstream processing (8).

3.5. Novel Chromatographic Formats

DEAE-cellulose anion exchange chromatography in gel columns has been 
emphasized in this chapter. However, a variety of other formats for chroma-
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tography have been developed, which still depend on ion exchange groups. 
Membrane-based methods are based on immobilization of anion exchange 
groups on membranes rather than on hydrated gels thus allowing high flow 
rates with no loss of resolution (3). Perfusion chromatography uses packings 
with large “through-pores” or perfusive pores that also allow high flow rates 
without loss of resolution (4).
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1. Introduction

Size-exclusion chromatography (also known as gel-filtration chromatography) 
is a technique for separating proteins and other biological macromolecules on 
the basis of molecular size. Size-exclusion chromatography is a commonly 
used technique owing to the diversity of the molecular weights of proteins in 
biological tissues and extracts. It also has the important advantage of being 
compatible with physiological conditions (1,2).

The solid-phase matrix consists of porous beads packed into a column with 
a mobile-liquid phase flowing through the column (Fig. 41.1). The mobile 
phase has access to both the volume inside the pores and the volume external 
to the beads. The high porosity typically leads to a total liquid volume of 
> 95% of the packed column.

Separation can be visualized as reversible partitioning into the two liquid 
volumes. Large molecules remain in the volume external to the beads because 
they are unable to enter the pores. The resulting shorter flow path means that 
they pass through the column relatively rapidly, emerging early. Proteins that 
are excluded from the pores completely elute in what is designated the void 
volume, Vo. This is often determined experimentally by the use of a high-
mol-wt component, such as Blue Dextran 2000 or calf thymus DNA. Small 
molecules that can access the liquid within the pores of the beads are retained 
longer and therefore pass more slowly through the column. The elution vol-
ume for material included in the pores is designated the total volume, Vt. This 
represents the total liquid volume of the column and is often determined by 
small molecules, such as vitamin B12.

The elution volume for a given protein will lie between Vo and Vt. and is 
designated the elution volume, Ve. Intermediate-sized proteins will be frac-
tionally excluded with a characteristic value for Ve. A partition coefficient 
can be determined for each protein as Kav (Fig. 41.1). In size exclusion, the 
macromolecules are not physically retained, unlike adsorption techniques; 
therefore, the protein will elute in a defined volume between Vo and Vt. If 
the protein elutes before the void volume (Ve<Vo) this suggests channeling 

41
Size-Exclusion Chromatography

Paul Cutler

From: Molecular Biomethods Handbook, 2nd Edition.
Edited by: J. M. Walker and R. Rapley © Humana Press, Totowa, NJ

719



720 P. Cutler

through the column owing to improper packing or operation of the column. If 
the protein elutes after the total volume (Ve>Vt), then some interaction must 
have occurred between the matrix and the protein of interest. Size exclusion 
tends to be used at the end of a purification scheme when impurities are low 
in number and the target protein has been purified and concentrated by earlier 
chromatography steps. An exception to this is membrane proteins, where gel 
filtration may be used first because concentration techniques are not readily 
used and the material will be progressively diluted during the purification 
scheme (3).

A range of different preparative and analytical matrices are available com-
mercially. High-performance columns are used analytically for studying protein 
purity, protein folding, protein–protein interactions, and so forth (4). Preparative 
separations performed on low-pressure matrices are used to resolve proteins 
from proteins of different molecular weight, proteins from other biological 
macromolecules, and for the separation of aggregated proteins from mono-
mers (5). Size exclusion is particularly suited for the resolution of protein 
aggregates from monomers. Aggregates are often formed as a result of the 
purification procedures used. Size exclusion is often incorporated as a final 
polishing step to remove aggregates and act as a buffer-exchange mechanism 
into the final solution.

Several parameters are important in size-exclusion chromatography. The pore 
diameter controlling the separation is selected for the relative size of proteins to 
be separated. Many types of matrix are available. Some are used for desalting 
techniques where proteins are separated from buffer salts (6). Desalting gels are 

Fig. 41.1. The basic principle of size exclusion. Solutes are separated according to 
their molecular size. Large molecules are eluted in the void volume (V0) and small 
molecules are eluted in the total volume (Vt). Solutes within the separation range of the 
matrix are fractionally excluded with a characteristic elution volume (Ve)
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used to rapidly remove low-mol-wt material, such as chemical reagents from 
proteins and for buffer exchange. Because the molecules to be separated are 
generally very small, typically <1 kDa, gels are generally used with an exclu-
sion limit of approx 2–5 kDa. The protein appears in the void volume (Vo) 
and the reagents and buffer salts are retained. Because of the distinct mol-wt 
differences, the columns are shorter than other size-exclusion columns and 
operated at higher flow rates (e.g., 30 cm/h). Some matrices offer a wide range 
of mol-wt separations and others are high-resolution matrices with a narrow 
range of operation (Table 41.1).

2. Practical Requirements

The preparative separation of proteins by size exclusion is suited to com-
mercially available standard low-pressure chromatography systems. Systems 
require a column packed with a matrix offering a suitable fractionation range, 
a method for mobile-phase delivery, a detector to monitor the eluting proteins, 
a chart recorder for viewing the detector response, and a fraction collector for 
recovery of eluted proteins (Fig. 41.2). The system should be plumbed with 
capillary tubing with a minimum hold up volume.

Early systems were less sophisticated with a gravimetric feed of the mobile 
phase from a suspended reservoir, whereas the most modern systems now 
have computers to control operating parameters and to collect and store data. 

Table 41.1. Commonly used preparative size exclusion matrices.

 Material type  Separation
Supplier/matrix (pH stability)a  rangeb kDaltons

Sephadex G10 Dextran 0–0.7
 G15 (2–10)d 0–1.5
 G25  1–5c

 G50  1.5–3c

 G75  3–80c

Superose 6 Agarose 5–5,000
 12 (3–13) 1–300

Superdex Peptide Agarose/Dextran 0.1–7
 75 (3–12) 3–70
 200  10–600

Sephacryl S100HR Dextran/Bisacrylamide 1–100
 S200HR (3–11) 5–250
 S300HR  10–1,500

Biogel P-2 Polyacrylamide 0.1–1.8c

 P-4 gel (2–10) 0.8–4c

 P-10 gel  1.5–20c

 P-60 gel  3–60c

 P-100gel  5 – 100c

a In aqueous buffers.
b For globular protein.
c Different grades are available which effects performance.
d pH stability may vary depending on grade and exclusion limit.
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The principle of separation, however, remains the same and high resolution is 
attainable with relatively simple equipment.

1. Pumps: An important factor in size exclusion is a reproducible and accurate 
flow rate. The most commonly used pumps are peristaltic pumps, which 
are relatively effective at low-flow rates, inexpensive, and sanitizable. 
Peristaltic pumps do, however, create a pulsed flow, and often a bubble trap 
is incorporated to both prevent air entering the system and to dampen the 
pulsing effect. More expensive, yet more accurate pumps are those seen on 
the Äkta systems (GE Healthcare) and BioLogic™ systems (BioRad).

2. Column: Size exclusion, unlike some commonly used adsorption methods 
of protein separation, is a true chromatography method based on continuous 
partitioning; hence, resolution is dependent on column length. Columns tend 
toward being long and thin, typically 70–100 cm long. In some instances, 
the length of the column required to obtain a satisfactory separation exceeds 
that which can be packed into a commercially available column (>1 m). In 
these cases, columns can be packed in series.

The tubing connecting the columns should be as narrow and as short as 
possible to avoid zone spreading. The column must be able to withstand the 
moderate pressures generated during operation and be resistant to the mobile 
phase. The use of columns with flow adapters is recommended to allow the 

Fig. 41.2. Schematic diagram of the equipment for preparative size-exclusion 
 chromatography
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packing volume to be varied and provide a finished support with the required 
minimum of dead space.

3. Detectors: Protein elution is most often monitored by absorbance in the 
ultraviolet range, either at 280 nm, which is suitable for proteins with aro-
matic amino acids, or at 206 nm, which detects the peptide bond. Detection 
at lower wavelengths may be complicated by the absorbance characteristics 
of certain mobile phases. The advent of diode-array detectors has enabled 
continuous detection at multiple wavelengths, enabling characterization of 
the elutes via analysis of spectral data.

Fluorescence detection either by direct detection of fluorescent tryptophan 
and tyrosine residues or after chemical derivatization (e.g., by fluorescein) 
have been used, as have refractive index, radiochemical, electrochemical, 
and molecular size (by laser-light scattering). In addition to these nonspecific 
on-line monitoring systems, it is quite common, particularly when purifying 
enzymes, to make use of specific assays for individual target molecules.

In recent times more advanced detectors have been employed with size 
exclusion chromatography have included multi-angle laser light scattering (7) 
and mass spectrometry (8).

4. Fraction collectors: A key factor in preparative protein purification is the abil-
ity to collect accurate fractions. No matter how efficiently the column may 
have separated the proteins, the accurate collection of fractions is critical. For 
the detector to reflect as near as possible in real time the fraction collector, the 
volume between the detector and the fraction collector should be minimal.

5. Buffers: Size-exclusion matrices tend to be compatible with most aque-
ous-buffer systems even in the presence of surfactants, reducing agents, or 
 denaturing agents. Size-exclusion matrices are extremely stable, with effec-
tive pH ranges of approx 2.0–12.0 (Table 41.1). An important exception 
to this is the silica-based matrices, which offer good mechanical rigidity 
but low chemical stability at alkaline pHs. Some silica matrices have been 
coated with dextran, and so forth, to increase the chemical stability and 
increase hydrophilicity.

The choice of mobile phase is most often dependent on protein stability, 
necessitating considerations of appropriate pH, and solvent composition as 
well as the presence or absence of cofactors, protease inhibitors etc. which 
may be essential to maintain the structural and functional integrity of the target 
molecule. All buffers used in size exclusion should ideally be filtered through 
a 0.2-µm filter and degassed by low vacuum or sparging with an inert gas, 
such as helium.

The majority of protein separations performed using size exclusion are car-
ried out in the presence of aqueous-phase buffers. Size exclusion of proteins in 
organic phases (sometimes called gel permeation) is not normally undertaken 
but is sometimes used for membrane-protein separations. The agarose- and 
dextran-based matrices are not suitable for separations with organic solvents. 
Synthetic polymers and, to a certain extent, silica are suitable for separations 
in organic phases. For separation in acidified organic solvents, polyacryla-
mide matrices are particularly suitable. The separation of the proteins may 
be  influenced by the denatured state of the protein in the organic phase. The 
equipment must be compatible with the solvent system, e.g., glass or Teflon.
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Many matrices retain a residual charge owing to, for example, sulfate 
groups in agarose or carboxyl residues in dextran. The ionic strength of the 
buffer should be kept at 0.15–2.0 M to avoid electrostatic or Van Der Waals 
interactions that can lead to nonideal size exclusion (9,10). Crosslinking 
agents, such as those used in polyacrylamide, may reduce the hydrophilic-
ity of the matrix, leading to the retention of some small proteins, particularly 
those rich in aromatic amino-acid residues. These interactions have been 
exploited effectively to enhance purification in some cases, but are generally 
best avoided. Interactions with the matrix are commonly seen when charged 
proteins are being resolved. If low-ionic strength is necessary, then the risk of 
interaction can be reduced by manipulating the charge on the protein via the pH 
of the buffer. This is best achieved by keeping the mobile phase above or below 
the pI of the protein as appropriate. Protein–matrix interaction is a common 
cause of protein loss during size exclusion. This may be owing to complete 
retention on the column or retardation sufficient for the material to elute in 
an extremely broad dilute fraction, thus evading detection above the baseline 
of the buffer system. Another important consideration is when enzymes are 
detected off-line by activity assay. The active enzyme may resolve in to inactive 
subunits. In such cases, a review of the mobile phase is advisable.

6. Selection of matrix: The beads used for size exclusion have a closely 
controlled pore size, with a high chemical and physical stability. They are 
hydrophilic and inert to minimize chemical interactions between the sol-
utes (proteins) and the matrix itself. The performance and resolution of the 
technique has been enhanced by the development of newer matrices with 
improved properties. Historically, gels were based on starch, although these 
were superseded by the crosslinked dextran gels (e.g., Sephadex). In addi-
tion polystyrene-based matrices were developed for the use of size exclu-
sion in nonaqueous solutions. Polyacrylamide gels (e.g., Bio-Gel® P series) 
are particularly suited to separation at the lower-mol-wt range owing to 
their microreticular structure. Composite matrices such as the Superdex® 
gel (GE Healthcare) have been developed, where dextran chains have been 
chemically bonded to a highly crosslinked agarose for high speed size 
exclusion (Table 41.1).

3. Practical Procedures

1. Flow rates: In chromatography flow rates should be standardized for col-
umns of different dimensions by quoting linear flow rate (cm/h). This is 
defined as the volumetric flow rate (cm3/h) per unit cross-sectional area 
(cm2) of a given column. Because the principle of size exclusion is based 
on partitioning, success of the technique is particularly susceptible to varia-
tions in flow rates. Conventional low-pressure size exclusion matrices tend 
to operate at linear flow rates of 5–15 cm/h. Too high a flow rate leads to 
incomplete partitioning and band spreading. Conversely, very low flow rates 
may lead to diffusion and band spreading.

2. Preparation of gel matrix: Gel matrices are supplied as either preswollen 
gels or as dry powder. If the gel is supplied as a dry powder it should be 
swollen in excess mobile phase as directed by the manufacturers. Swollen 
gels must be transferred to the appropriate mobile phase. This can be 
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achieved by washing in a sintered-glass funnel under low vacuum. During 
preparation, the gel should not be allowed to dry. The equilibrated gel 
should be decanted into a Buchner flask, allowed to settle, and then fines 
removed from the top by decanting. The equilibrated gel (an approx 75% 
slurry) is then degassed under low vacuum.

3. Packing the gel: Good column packing is an essential prerequisite for effi-
cient resolution in size-exclusion chromatography. The column should be 
held vertically in a retort stand, avoiding adverse drafts, direct sunlight, 
or changes in temperature. The gel should be equilibrated and packed at 
the final operating temperature. With the bottom frit or flow adaptor in place 
degassed buffer (5–10% of the bed volume) is poured down the column side 
to remove any air from the system. In one manipulation, the degassed-gel 
slurry is poured into the column using a glass rod to direct the gel down the 
side of the column, avoiding air entrapment. If available, a packing reservoir 
should be fitted to columns to facilitate easier packing. The column can be 
packed under gravity, although a more efficient method is to use a pump to 
push buffer through the packing matrix. The flow rate during packing should 
be approx 50% higher than the operating flow rate (e.g., 15 cm/h for a 10 cm/
h final flow rate). The bed height can be monitored by careful inspection of 
the column as it is packing. Once packed, a clear layer of buffer will appear 
above the bed and the level of the gel will remain constant. The flow should 
then be stopped and excess buffer removed from the top of the column, leav-
ing approx 2 cm buffer above the gel. The outlet from the column should be 
closed and the top-flow adaptor carefully placed on top of the gel, avoiding 
trapped air or disturbing the gel bed.

The packed column should be equilibrated by passing the final buffer 
through the column at the packing flow rate for at least one column volume. 
The pump should always be connected to pump the eluent on to the column 
under positive pressure. Drawing buffer through the column under negative 
pressure may lead to bubbles forming as a result of the suction. The effluent of 
the column should be sampled and tested for pH and conductivity to establish 
equilibration in the desired buffer.

4. Sample application: Several methods exist for sample application. It is 
critical to deliver the sample to the top of the column as a narrow sample 
zone. This can be achieved by manually loading via a syringe directly on to 
the column, although this requires skill and practice. The material may be 
applied through a peristaltic pump, although this will inevitably lead to band 
spreading owing to sample dilution. The sample should never be loaded 
through a pump with a large hold-up volume, such as a syringe pump, or 
upstream of a bubble trap. Arguably, the best method of applying the sam-
ple is via a sample loop in conjunction with a switching valve, allowing 
the sample to be manually or electronically diverted through the loop and 
directly on to the top of the column.

5. Evaluation of column packing: The partitioning process occurs as the bulk 
flow of liquid moves down the column. As the sample is loaded, it forms 
a sample band on the column. In considering the efficiency of the column 
partitioning can be perceived as occurring in discrete zones along the axis 
of the columns length. Each zone is referred to as a theoretical plate and the 
length of the zone termed the theoretical plate height (H). The value of H is 
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a function of the physical properties of the column, the exclusion limit, and 
the operating conditions, such as flow rate, and so forth. Column efficiency 
is defined by the number of theoretical plates (N) that can be measured 
experimentally using a suitable sample, e.g., 1% (v/v) acetone (Fig. 41.3). 
Resolution and, hence, the number of theoretical plates, is enhanced by 
increasing column length.

In addition to determination of the number of theoretical plates (N) 
described, the performance of the column can be assessed qualitatively by the 
shape of the eluted peaks (Fig. 41.4). The theoretically ideal peak is sharp and 
triangular with an axis of symmetry around the apex. Deviations from this are 
seen in practice. Some peak shapes are diagnostic of particular problems that 
lead to broadening and poor resolution. If the down slope of the peak is sig-
nificantly shallow, it is possible that the concentration of the load was too high 
or the material has disturbed the equilibrium between the mobile and station-
ary phases. If the down slope tends to symmetrical initially, but then becomes 
shallow, it is common to assume that there is a poorly resolved component; 
however, it may be suspected that interaction with the matrix is taking place. 
A shallow upslope may represent insolubility of the loaded material. A valley 
between 2 closely eluting peaks may suggest poor resolution, but can also be 
the result of a faulty sample injection.

6. Standards and calibration: Calibration is obtained by use of standard 
proteins and plotting retention time (Ve) against log molecular weight. 
Successful calibration requires accurate flow rates. The resultant plot gives 
a sigmoidal curve approaching linearity in the effective separation range of 
the gel (Fig. 41.5).

Fig. 41.3. Calculation of the theoretical plate height as a measure of column perfor-
mance. The number of theoretical plates (N) is related to the peak width at half-height 
(W1/2) and the elution volume (Ve). The height of the theoretical plate (H) is related to 
the column length (L)
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Fig. 41.4. Diagnosis of column performance by consideration of peak shape

Fig. 41.5. Size exclusion of 5 molecular-weight markers on Superdex 200 (GE Health-
care) column (1.6 × 75 cm). Thyroglubin, 670,000 (A); γ-globulin, 158,000 (B); 
 ovalbumin, 44,000 (C); myoglobin, 17,000 (D), and vitamin B12, 1350 (E)

It should be noted that it is not only the molecular weight that is important in 
size exclusion, but also the hydrodynamic volume or the Stokes radius of the 
molecule. Globular proteins appear to have a lower molecular size than pro-
teins with a similar molecular weight, which are in an α-helical form. These, 
in turn, appear smaller than proteins in random-coil form. It is critical to use 
the appropriate standards for size exclusion where proteins have a similar 
shape. This has been useful in some cases for studying protein folding and 
unfolding. Commonly used mol-wt standards are given in Table 41.2.

7. Separation of proteins: The optimum load of size-exclusion columns 
is restricted to < 5% (typically 2%) of the column volume to maximize 
resolution. Gel-filtration columns are often loaded at relatively high con-
centrations of protein, such as 2–20 mg/mL. The concentration is limited 
by solubility of the protein and the potential for increased viscosity, which 
begins to have a detrimental effect on resolution. This becomes evident 
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around 50 mg/mL. It is important to remove any insoluble matter before 
loading by either centrifugation or filtration. Owing to the limitation on 
loading, it is often wise to consider the ability of the method for scale-up 
when optimizing the operating parameters (11).

8. Column cleaning and storage: Size-exclusion matrices can be cleaned in 
situ or as loose gel in a sintered-glass funnel. Suppliers usually offer spe-
cific guidelines for cleaning gels. Common general-cleaning agents include 
nonionic detergents (e.g., 1% [v/v] Triton X-100) for lipids and 0.2–0.5 M 
NaOH for proteins and pyrogens (not recommended for silica-based matri-
ces). In extreme circumstances, contaminating protein can be removed by 
use of enzymic digestion (pepsin for proteins and nucleases for RNA and 
DNA). The gel should be stored in a buffer with antimicrobial activity, such 
as 20% (v/v) ethanol or 0.02–0.05% (w/v) sodium azide. NaOH is a good 
storage agent that combines good solubilizing activity with prevention of 
endotoxin formation. It may, however, lead to chemical breakdown of cer-
tain matrices.
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1. Introduction

The separation of proteins for purification or analysis is carried out by exploit-
ing differences in their biological and/or physiochemical properties. Affinity 
techniques rely on specific biological properties. Charge and molecular size 
are the most commonly exploited physiochemical properties, and various 
methods relying on them are described in other chapters in this volume. 
Hydrophobicity provides a third general physiochemical property that can 
also be used for the separation of proteins. Although a soluble protein buries 
most of its hydrophobic residues within the core of its structure (indeed, this is 
the major force behind protein folding (1–3)), there are generally areas of the 
surface that are hydrophobic (4,5). Such hydrophobic ‘patches’ are often very 
important for the functioning of a particular protein, as many are involved in 
protein–protein interactions (6). The nature and extent of these patches varies 
among different proteins, and it is this variation that is exploited in hydropho-
bic interaction chromatography (HIC). The fact that surface hydrophobicity 
is a general property of all proteins implies that HIC has the potential to be 
used in almost any separation protocol. It relies on a property that is orthogo-
nal to both charge and size, and thus it increases the likelihood of achieving 
significant separation without having to resort to specific affinity methods. 
Importantly, HIC is a “gentle” method that helps ensure that the protein of 
interest (POI) retains biological activity.

Although it has become more popular, HIC is still somewhat underused as a 
separation technique, perhaps because it is poorly understood by many work-
ers. This is not surprising as, despite the existence of a large body of literature 
on the subject, there is still a lack of consensus as to the exact mechanism of 
the hydrophobic effect. Although the hydrophobic effect can be described in 
general terms as the association of nonpolar molecules in a polar medium, 
many different theories have been posited to explain the association. These 
incorporate such factors as the entropic advantage gained by the release of 
ordered water (Fig. 42.1), van der Waals and aromatic interactions among 
nonpolar entities, the masking of protein charges by solvent ions and the 
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effect of solvent surface tension. It is clear that a number of different effects 
are involved in the interaction and it is likely that different effects come into 
play under different conditions. For example, microcalorimetric studies by Lin 
et al. (7) showed that although adsorption onto an octyl ligand was entropy 
driven, adsorption onto a less hydrophobic ligand had an increased enthalpic 
 component. Temperature also affects the mechanism of hydrophobic interaction 
– at room temperature entropic effects dominate, but at higher temperatures, 
enthalpy becomes more important (3,8). It is clear that the hydrogen bonding 
structure of water is the major factor that drives the effect, thus modification of 
this structure can control the strength of hydrophobic interactions. In HIC, this 
is generally achieved by changing the salt concentration so that, in practice, it 
is a simple procedure to carry out. The sample is applied to the HIC column in 
a buffer containing a high concentration of salt and the POI is eluted by 
decreasing the salt concentration.

Knowledge of a protein’s isoelectric point or molecular weight can pre-
dict where it will elute in ion-exchange or size-exclusion chromatographies, 
however there is no comparable parameter for HIC. Asenjo and colleagues 
have attempted to predict behavior on HIC with some success (9,10). Their 
method depends on knowing the three-dimensional structure of the protein to 
assess its surface hydrophobicity. They have noted that it is not simply total 
surface hydrophobicity that is the main predictor of behavior, rather it is the 
distribution and size of the surface hydrophobic patches (11–13). As the three-
 dimensional structure is frequently not available, attempts have also been 
made to predict surface hydrophobicity using only the protein’s amino acid 
composition (14). Despite these efforts however, the development of a HIC 
procedure is essentially an empirical process. A number of different param-
eters must be considered as described in the next section.

2. Experimental Considerations

2.1. Media

Many different absorbant media for HIC are available commercially, and 
many different combinations of support matrix and ligand are possible (Table 
42.1). Generally, the choice of support material depends on the mode of 

Fig. 42.1. Protein binding to hydrophobic ligand: expulsion of ordered water. The 
hydrogen bonding structure of liquid water is disturbed by the presence of nonpolar 
solutes. The water molecules form a shell around the hydrophobic ligand (black hexa-
gon) and the hydrophobic patch on the protein’s surface (shaded area) where the hydro-
gen bonding structure is in fact more ordered that in the bulk solvent. When these two 
areas associate, some of the ordered water is displaced to the bulk solvent. The resultant 
increase in entropy represents a thermodynamic advantage that favors the interaction

+
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chromatography to be used. Gravity driven liquid chromatography does not 
generate high pressures and relatively fragile materials such as agarose can 
be used. In FPLC and HPLC applications, which run under higher pressures, 
more robust materials are needed. The manufacturers of a particular chro-
matography system can provide information about what materials may be 
suitable for the potential pressures generated. In addition, the support matrix 
itself should be inert; there should be no functional groups capable of binding 
protein, as it is preferable to control binding by the choice of ligand. Ligands 
are available with varying degrees of hydrophobicity, the most common being 
phenyl groups or alkyl groups of varying chain lengths. The choice of ligand 
is essentially empirical, but can use prior knowledge about the hydrophobicity 
of the POI. A weakly hydrophobic protein will require a strongly hydrophobic 
ligand to ensure binding. With a very hydrophobic protein, a weakly hydro-
phobic ligand is preferable to avoid harsh and possible denaturing, elution 
conditions. Method development with an uncharacterized protein should start 
with a weakly hydrophobic ligand, to avoid loss of material owing to possible 
irreversible binding. In addition to the hydrophobicity of the ligand, the ligand 
density also needs to be considered. Increasing ligand density will increase 
the strength of interaction with the column, owing to increased formation of 

Table 42.1. Commercially available media for HIC.

Supplier Product Ligand Comment

Applied Biosystems  Poros HP2 Phenyl, high density This has a very porous
 www.appliedbiosystems.com    matrix that supports 
    high flow-rates

Biochrom Labs  Hydrocell C3, C4,  Allyl, butyl, phenyl Porous polymeric
 www.biochrom.com  phenyl   bead matrix, available 
    in different pore sizes

 Hydrocell C3 NP10,  Allyl, butyl, phenyl Nonporous matrix
  C4 NP10,  
  Phenyl NP10

Biorad www.bio-rad.com Macroprep t-butyl  Butyl, methyl 
  HIC, methyl HIC

GE healthcare/Amersham  HiTrap HIC  Phenyl, butyl, octyl lit containing different
 www.amershambiosciences.com  selection kit   media for method 
    development

Mallinckrodt Baker  Hi-propyl  Propyl Based on a silica
 www.mallbaker.com  wp-butyl  butyl  matrix

Millipore  Prosep thiosorb proprietary HCIC medium for 
 www.millipore.com    antibody purification

Tosoh Bioscience  Toyopearl Hexyl-650,  Hexyl, butyl, phenyl,  Suitable for HPLC, 
 www.tosohbiosep.com  SuperButyl-550,  polypropylene   available in large
  butyl-650, PPG-600,  glycol, ether,  pore sizes; hexyl is
  phenyl-650,    a very hydrophobic
  ether-650   ligand

 TSK-GEL butyl-NPR,  Butyl, phenyl, ether Smaller pore size, 
  Phenyl-5PW,    smaller particles
  Ether-5PW
This table provides only a representative sample of companies offering products for HIC, and only representative products from 
those companies. It is by no means an exhaustive list.

http://www.appliedbiosystems.com
http://www.biochrom.com
http://www.bio-rad.com
http://www.amershambiosciences.com
http://www.mallbaker.com
http://www.millipore.com
http://www.tosohbiosep.com
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multivalent interactions (15,16). This effect is dependant on the size of the 
protein, with larger proteins capable of more interactions with the column. 
Finally, there may be specific interactions between the ligand and the POI. 
For example, it has been suggested that phenyl-sepharose in some instances 
acts more as an affinity matrix rather than as a strictly hydrophobic one (17). 
A number of kits are commercially available containing small HIC columns 
with a variety of different matrices. Such kits are a useful place to start when 
designing a new HIC protocol.

2.2. Binding and Elution

Binding and elution in HIC are achieved by the addition or removal of salts 
or other solutes. As described above, there is still some controversy as to the 
exact mechanism of the hydrophobic interaction, but the major effect of sol-
utes is on the molecular interactions among water molecules; in effect, they 
alter the hydrogen-bonding structure of the solvent. Structure-forming salts 
increase the strength of hydrophobic interactions, whereas chaotropes have 
the opposite effect. The Hofmeister, or lyotropic, series (18) (Table 42.2) 
arranges ions in the order from those that promote hydrophobic interactions to 
those that decrease the strength of the interaction. This relates both to a salt’s 
ability to cause a protein to precipitate out of solution (salting-out), as well 
as to its interactions in HIC. Various aspects of this series as it relates to HIC 
have been studied (19,20). It should be noted that some salts can have specific 
interactions with particular proteins, so the series may not be strictly followed 
by every protein. Any structure-forming salt can be used for HIC, however 
ammonium sulfate is often used owing to its high solubility and good lyotropic 
properties. Other factors sometimes come into play in the choice of salt. For 
example, if the HIC step immediately follows an ion-exchange step, the salt 
used for elution in that step can be used for binding in HIC. This economy 
obviates the need for dialysis or other procedures to remove the salt. Indeed, 
HIC is often placed after ion-exchange chromatography or ammonium sulfate 

Table 42.2. The Hofmeister seriesa.

Anions Cations

PO4
3− NH4

+

SO4
2− Rb+

CH3COO− K+

Cl− Na+

Br− Cs+

NO3
− Li+

ClO4
− Mg2+

I− Ca2+

SCN− Ba2+

a Ions are listed in order from those at the top 
that promote hydrophobic interaction to those 
at the bottom that are unfavorable.
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precipitation in a multi-step procedure owing to this economy of procedure. 
The salt concentration used for binding to the column can be determined by 
a preliminary salting-out experiment – a concentration somewhat below that 
which causes the POI to precipitate is often suitable. Such an experiment 
should be carried out with the POI itself at the concentration to be used in HIC, 
as the salt concentration at which it will precipitate is dependant to a degree 
on the protein concentration.

In most applications, binding is achieved by loading the column at a high 
salt concentration. Elution is achieved by reducing the salt concentration, 
either via a gradient or in a stepwise manner. Although gradient elution should 
achieve better separation, peaks can sometimes be broad, owing to protein 
aggregation and slow association/dissociation. This can result in poor resolu-
tion and a lower than desirable concentration. A stepwise elution method may 
be helpful in such circumstances. It has also been reported that sharper peaks 
can be achieved by including a small amount of solvent (e.g., 0.1–5% ethanol) 
in the elution buffer.

In some cases simply lowering the salt concentration is not enough 
to achieve elution and it may be necessary to include a chaotropic agent 
(e.g., urea), alcohol, or detergent to achieve recovery of the POI. However, 
these agents can have a deleterious effect on protein structure and are best 
avoided. If they are found to be necessary, the use of a less hydrophobic 
adsorption matrix should be considered. It has been reported that the use 
of a ternary gradient, in which the concentration of a chaotropic agent is 
increased at the same time as reducing the salt concentration, can result in 
better resolution (21).

2.3. pH

Although the charged residues of a protein are not directly involved in hydro-
phobic interactions, HIC is nonetheless affected by the pH of the solvent. It 
has been observed that there is a general decrease in the strength of binding 
with increasing pH. This is presumably due to the titration of basic residues, 
thus increasing the hydrophilicity of the protein (22). The effect of pH is fairly 
small, and changes in pH are not generally used as a method of effecting bind-
ing and elution. However, the effect of pH is different for different proteins, 
therefore it is possible to modify elution profiles and achieve better resolution 
by carrying out the procedure at different pH values. Of course, it is important 
to work in a pH range where the POI is stable, and to bear in mind that proteins 
may precipitate near their pIs, resulting in reduced recovery.

2.4. Temperature

As entropy plays an important role in the hydrophobic interaction, it may be 
expected that temperature will have an effect on binding (23). In fact, the 
strength of binding does generally increase with temperature. These effects 
are different for different proteins and, as with pH, it is possible to change 
elution profiles and possibly achieve better resolution by carrying out HIC 
at different temperatures. However, temperature also affects protein structure 
and solubility, with the result that its effects on HIC are difficult to predict 
(17,24,25). Thus, it is often simpler just to work at a temperature where the 
POI is known to be stable.
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3. Applications

HIC can be applied to most proteins and as such, can potentially have a role to 
play in any protein purification protocol. It is particularly useful in industrial 
scale applications: it provides an alternative to size-exclusion (which is inef-
ficient to scale up) while being orthogonal to ion-exchange. Affinity chroma-
tography can also be unsuitable for large-scale processes, owing to the high 
cost of many affinity media. HIC has been investigated as an alternative in this 
area as well. Husi and Walkinshaw (26,27) have demonstrated the utility of 
HIC in the separation of coagulation proteins from prothrombin concentrate 
(a common extract of serum). Using phenyl-sepharose as the matrix material 
and 3 M NaCl in the binding buffer, they were able to separate prothrombin 
and Factor X, with a significant purification of Factor IX also.

The production of antibodies for therapeutic purposes also provides 
an opportunity for HIC. Traditionally, antibodies have been purified by 
affinity chromatography with Protein A or Protein G. However, besides 
being relatively expensive, leakage of Proteins A or G into the product 
also causes difficulties owing to their immunotoxicity. Ghosh and Wang 
(28) have purified humanized monoclonal antibody from cell culture using 
HIC, achieving 97% purity in a single step with high yield. Notably, they 
were able to achieve  significant separation from bovine albumin, a major 
contaminant in the cell culture. Their method used ammonium sulfate as the 
salt, and a cassette stack of PVDF membrane sheets, rather than a column 
filled with a particulate matrix, as the stationary phase. Other workers have 
used so-called Hydrophobic Charge Induction Chromatography (HCIC) for 
the purification of antibodies (see (29) for a review). Although some would 
argue that this modality is very different from HIC, hydrophobicity is an 
important component of the interaction and binding is achieved with a high 
level of structure-forming salt. What is  different is the method of elution. 
The ligand in this case is uncharged at neutral pH, but charged at lower pH 
(for example, 4-mercapto-ethyl-pyridine (MEP), with a pKa of 4.8, is com-
monly used). Thus, by shifting the pH after binding, a positive charge can 
be induced on the ligand that repels the positively charged antibody.

A different alternative method of elution is used in calcium-dependant 
HIC. This relies on a property of the protein itself rather than the ligand. 
Several proteins undergo conformational change on binding or releasing Ca2+, 
most notably calmodulin. Such conformational change can cause the expo-
sure or sequestration of hydrophobic patches on the protein’s surface. Thus, 
manipulation of the calcium concentration can alter the strength of interaction 
between the protein and an HIC column. Walsh et al. have used this property 
to isolate protein kinase C (30). The sample was applied to a phenyl-sepharose 
column in the presence of 2 mM Ca2+. After washing off unbound protein, 
1 mM EGTA was applied as a chelating agent. The conformational change 
induced by the removal of the Ca2+ changed the surface hydrophobicity of the 
protein, causing its release from the column.

As mentioned in the Introduction, proteins maintain their structure by 
burying hydrophobic residues in the core of the folded molecule. Thus, 
incorrectly folded molecules generally expose more hydrophobic residues 
than correctly folded molecules. Because of its sensitivity to protein surface 
hydrophobicity, HIC can therefore play a role in the area of protein folding. 
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Foreign proteins expressed in bacteria are often produced as ‘inclusion bodies’ 
– aggregates of misfolded protein (31). For the protein to have biological 
activity, these aggregates must be broken down (by denaturing agents) and 
the protein induced to refold correctly. However, refolding is generally not 
100% successful, and the final preparation will contain both correctly and 
incorrectly folded protein. These are difficult to separate as they will have 
the same molecular weight and isoelectric point. However, HIC is capable 
of separating them owing to the more hydrophobic nature of the misfolded 
protein. For example, Jing et al. (32) used phenyl-superose to separate cor-
rectly folded recombinant staphylococcal nuclease from a misfolded form that 
had only 24% of its activity. In fact, HIC can be used in the refolding process 
itself. Geng and colleagues have successfully used HIC in the refolding of 
eukaryotic proteins such as interferon and insulin (33–35). In the case of insu-
lin, they were able to achieve correct formation of the disulfide bonds without 
the  addition of reducing agents (35). The method is particularly powerful in 
that the HIC matrix acts as an artificial chaperone, preventing the misfolded 
protein molecules from aggregating and giving them the opportunity to 
refold correctly. It also acts to separate misfolded molecules from correctly 
folded ones that, being less hydrophobic, are released from the column. For 
some labile proteins, however, HIC can have the opposite effect (36,37). The 
hydrophobic ligand can act as a catalyst causing unfolding of the protein. This 
effect is more pronounced with more hydrophobic ligands and increases with 
length of exposure to the matrix (36). It has been suggested that the concept 
of ‘critical hydrophobicity’, as developed by Jennissen (16,38), can be helpful 
in such circumstances.

4. Conclusion

HIC has broad applicability in the purification and analysis of proteins. 
Besides being a general technique that can be used to complement those based 
on other properties, it can be used to replace some methods such as affinity 
and size-exclusion that are unsuitable in some circumstances. In addition, it 
has its own unique applications. Although the exact nature of the hydrophobic 
interaction is not fully understood, a complete theoretical understanding is not 
necessary to use it. The extraordinary diversity of protein structure requires 
that an empirical approach be taken to method development in any particular 
case. A useful short guide to the steps that can be taken to develop an HIC pro-
cedure is presented in reference (39). It has only been possible to give a short 
summary of HIC here; readers who are interested in a more in depth treatment 
are directed to other sources (40–42).
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1. Introduction

Chromatographic processes allow the separation of small molecules or proteins 
based on a particular property such as size, polarity, or hydrophobicity. Separation 
is achieved by differential retardation of the passage of the various constituents 
of a mixture through a stationary medium. The degree of the retardation of a 
given entity will be proportional to the magnitude of the selection property for 
that entity. For example, a more hydrophobic molecule will have a stronger 
association with the long carbon chain of a reversed phase chromatographic 
support than will a more hydrophilic entity, thus the hydrophobic molecule will 
travel through the medium slower, permitting separation of the various species. 
The ligand-ligate interaction is the cornerstone of chromatographic binding or 
retardation of macromolecules. Traditionally, a ligand is the small molecule 
recognized by a ligate, but the more common modern usage, particularly as it 
applies to chromatography, defines the ligand as the immobilized component of 
the interaction that binds its ligate.

Rather than relying on a physiochemical property of a molecule or protein, 
affinity chromatography techniques exploit the specific interactions between 
certain biomolecules. Such interactions can be exquisitely selective, in many 
cases allowing for near homogenous recovery of the target protein from 
extremely complex media.

The predominant contemporary application of affinity chromatography 
principles is in the production of recombinant proteins, in which an engineered 
exogenous affinity tag can be translationally fused to the protein product 
(1–3). This affinity tag can then be exploited for the capture of the protein. The 
approach has seen almost ubiquitous application in research-scale production 
of proteins and is making some inroads into biopharmaceutical production. 
Although affinity chromatography in its most literal guise does not seem 
to have widespread applicability in the biomedical arena, the core principle 
underlying affinity chromatography, that of immobilization to a solid support 
of ligands specific for a particular target, is at the heart of many medically 
related high-throughput diagnostic technologies. The exquisite selectivity 
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of affinity technologies should lend them to application for the detection of 
specific disease biomarkers. With increases in the versatility and sensitivity 
of such high-throughput proteomic technologies their role should only gain 
prevalence as the pattern of changes to the protein composition of normal and 
disease state tissues and serum proteins become better understood.

Unlike recombinant protein production, in which the desired affinity can 
be selected from any natural protein ligand/ligate interaction, diagnostic 
techniques must display discrimination between naturally occurring protein 
biomarkers. This discriminating power may be derived from a property of the 
proteins themselves, or introduced into the system by an antibody of appro-
priate specificity. As such, there are certain key areas for the application of 
affinity chromatography in the medical diagnostic field. These include the 
specific purification of phosphoproteins, glycoproteins and antibodies, each of 
which will be discussed in this chapter. It must be noted that the basic methods 
presented in this chapter are intended as a conceptual guide to visualise the 
technique being discussed; they should not supplant the manufacturer’s directions 
accompanying any materials or reagents.

2. Affinity Chromatography Media

2.1. Affinity Chromatography Interactions

At the heart of all affinity chromatographies is, an affinity interaction. A true 
affinity interaction is the specific interaction between two biomolecules, the 
classic example being the antibody–antigen interaction, although countless 
others exist in nature.

Any binding interaction is always an equilibrium between the formation of 
the ligand-ligate complex and the free ligand and ligate. The rate at which the 
ligand-ligate complex is formed is known as the rate of association (k1) and 
the rate at which the complex breaks down into free ligand and ligate is the rate of 
dissociation (k−1). The strength of a binding interaction is given by its dissociation 
constant, Kd. Kd is measured in molar and is calculated by dividing the rate of 
dissociation (k−1) by the rate of association (k1). So for a strong binding interaction, 
where the interaction is likely to associate quickly (large k1) and dissociate slowly 
(small k−1), the dissociation constant (Kd = k−1/k1) will therefore be very small. The 
smaller the Kd, the tighter the binding interaction, with sub-nanomolar values not 
uncommon. Examples of binding interactions frequently employed in chromato-
graphy, and the Kd range in which they operate, are shown in Fig. 43.1.

10−3 10−4 10−5 <10−7

Binding mode 

Approximate Kd

10−15

IEX HIC 
Avidin-
biotin 

Pseudoaffinity
(dyes, IMAC)  

Affinity
(mAbs) 

Fig. 43.1. Common biological and chromatographic binding interaction and the 
approximate Kd at which they operate. The typical Kd range for affinity chromato-
graphy is shown between the dotted lines
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An affinity interaction that can be used for a chromatographic process must 
be sufficiently strong to enable capture of the ligate, but also sufficiently weak 
so as to allow the captured biomolecules to be recovered at the completion of 
the purification process. Broadly speaking, affinity chromatography therefore 
usually operates in the range of Kd between 10−4–10−8.

2.2. Physical Composition of Affinity Chromatography Supports

2.2.1. Support Structures
A chromatographic support is created by immobilisation of the ligand at the 
heart of the interaction to a stationary (solid) support or phase matrix. This 
holds the ligands in one place and allows the mobile (liquid) phase containing 
the biomolecules of interest to pass over the ligands, sampling them for bind-
ing recognition. In this manner the variations in conditions required for the 
various washes and elution discussed in later sections are readily performed.

The stationary supports for any chromatographic processes fall into two 
broad categories, being either flat membranes/surfaces or microscopic resins 
(beads). Resins may be composed of either derivatives of natural substances 
such as agarose or silica or entirely synthetic. Membranes on the other hand
 are exclusively synthetic. A schematic representation of this appears as 
Fig. 43.2, and features some of the more common resin matrix compositions.

2.2.2. Spacer Arm Considerations
An important, but often overlooked, aspect in the construction of a chromato-
graphic support is that of the spacer arm. The role of the spacer arm is particu-
larly vital to an affinity chromatography system. A spacer arm provides some 
physical distance between the stationary support matrix and the ligand. This 
distance minimizes steric inhibition on the binding interaction that would be 
imposed by the large support substructure.

Support Matrix

Resins/Beads Membranes /
Surfaces

Natural Synthetic Synthetic

Agarose
Cellulose
Silica  

Acrylamide
Methacrylate
Polystyrene

Nylon
Polyacrylonitrile
Polyvinylidene
Polysulfone

Polypropylene
etc. 

Fig. 43.2. Composition of support matrices for chromatographic processes
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Spacer arms are usually a long carbon chain with the general structure 
H2N-(CH2)n-X, where X = -COOH or –NH2 (for subsequent ligand coupling, 
see Section 2.2.3) and “n,” or the length of the carbon chain, is between 2 and 
12. As a general rule, the longer the carbon chain the better the reduction in 
steric hindrance to binding, but a longer carbon chain will also increase the 
likelihood of nonspecific interactions between it and the biomolecules of the 
sample. Spacer arms are can be incorporated simultaneously with ligand cou-
pling by the selection of an appropriate activating agent (4).

2.2.3. Coupling Chemistries
Coupling of affinity ligands to stationary matrices is achieved via activatable 
reactive groups that are present in the chemical composition of the matrix 
itself. For example, the repeating subunit of agarose, shown in Fig. 43.3, 
contains many activatable hydroxyl groups. The choice of the activating 
agent is limited only to the type of activatable groups that are present on the 
support matrix of choice and the expected operating parameters of the final 

O
O

OH
CH2OH

O

OH O

O

OH

O

Fig. 43.3. The repeating subunits of Agarose. The activatable hydroxyls are indicated 
with an arrow

Table 43.1. Properties of common activation chemistries.

Activation reagent

Incubation 
for activation 

(h)

Bond type 
between gel

and activator
Activation 
stability

Suitability for coupling to:

Amine Hydroxyl Thiol Phenol

Glutaraldehyde   5–18 Alkylamine Excellent Y

Tosyl chloride 0.5–0.8 Alkylamine or -thiol Good Y Y

Trichloro-s-triazine 0.5–2 Triazinyl Good Y Y Y

carbonyldiimidazole 0.2–0.4 N-substituted 
carbamate

Stable with 
<pH 10

Y

bisepoxirane   5–18 ether Excellent Y Y Y

Cyanogen bromide 0.2–0.4 Isourea derivative, 
carbamate

Stable 
between 
pH 5–10

Y

hydrazine   1–3 Amide Excellent Y Y

Diazonium 0.5–1.0 Azo Good Y Y

N-hydroxysuccinimide 0.2–1.0 ester Good Y
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Fig. 43.4. Coupling of an iminodiacetic acid (IDA) chelator to a stationary support 
via epoxide activation of hydroxyls. (1) At pH10–11 the epichlorhydrin will form an 
ether bond with the support matrix by reaction with the hydroxyl moiety. (2) pH > 9 
will cause the ring structure to open, allowing attachment of the IDA group through an 
amide bond. (3) Charging the chelator with a metal ion creates the completed immobil-
ised metal chelate complex (IMCC) shown in (4) with a three carbon spacer arm (4)

process. For example, cyanogen bromide activation, while broadly applicable 
for a range of biomolecules and relatively mild on both ligand and support, is 
unstable and prone to breakdown outside of pH 5–10 (4). Some of the more 
common activating agents are shown in Table 43.1.

Consideration of the available activatable groups on the biomolecular 
ligand is also required. The surface amino acids of proteins display many such 
potential groups; the amines of lysine residues or N-termini, the hydroxyls of 
serines or free thiols of unpaired cysteines are some examples. The activation 
process is exemplified in Fig. 43.4, showing the generation of an immobilised 
metal chelate complex (IMCC), the stationary support for immobilised metal 
affinity chromatography (IMAC), via epoxy activation of hydroxyl groups.

3. Affinity Chromatography of Phosphoproteins

3.1. Introduction to Phosphoproteins

The post-translational modification of proteins by attachment of a phosphate moiety 
to specific amino acids, nominally at serine, threonine, or tyrosine in eukaryotes 
(5), is of particular interest in the postgenomic era. The phosphorylation of 
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proteins is modulated by the activity of the class of enzymes known collectively 
as kinases and phosphatases for the respective addition and removal of the phos-
phate groups. Phosphorylation represents the most prevalent of the limited number 
of reversible post-translational modifications (5). As a potent effector of protein 
function, phosphorylation can be thought of as a functional “switch” for protein 
activity, conclusively and reversibly activating or deactivating key proteins in cel-
lular pathways. In fact, it has been asserted that the activity of a phosphorylation 
regulated protein is far more dependent on its phosphorylation state than even its 
overall expression level (6). Phosphorylation therefore plays an important part in 
the regulation of many cellular processes from cell division (7–8) and differentia-
tion (9) through signal transduction (10) and gene expression (11) to apoptosis 
(12–13).

With the pervasiveness of protein phosphorylation events, and their role in 
the activation of intracellular signalling pathways (14), it is of little surprise 
that differential protein phosphorylation has been observed in a large number 
of disease states, either as a causative agent or as an indicator of other dysfunc-
tion. Although the transient and largely intracellular nature of phosphorylation 
events has limited their use as disease biomarkers, proteomic approaches to 
cellular analyses are beginning to make this approach feasible.

3.2. Phosphoproteins in Pathology

Pathologically relevant, aberrant phosphorylation is unlikely to be isolated 
to a single protein, but is instead thought of as an alteration in the pattern of 
phosphorylation to a range of proteins in the disease state. For example, there 
is direct evidence for an altered, tumor specific, proteome present in certain 
forms of breast and liver cancer, distinctly altered from that of the equivalent 
normal cells (15).

With the impact of phosphorylation events in the signalling control of both 
cellular proliferation and apoptosis it is of very little surprise that defects in 
phosphorylation are implicated in the pathogenesis of a variety of cancers. It 
has been postulated that deregulation of kinase activity may be the cause of 
many cancer progressions, being among the first of the many steps in tum-
origenesis (14). Even the action of the classic tumor regulator protein, p53, 
is thought to be modulated via phosphorylation events (16–19). In fact, over 
50% of all known kinases are thought to be involved in at least one form of 
cancer (20). The impact of differential phosphorylations in various cancers 
are well documented indeed, with over 18,000 medline citations returned for 
“phosphorylation and cancer,” and have been the subject of a number of recent 
reviews (6,20–23).

The study of the role of phosphorylation in other disorders is somewhat 
less mature, but there is increasing evidence for its role in a number of neuro-
degenerative disorders such as Alzheimer’s and Parkinson’s diseases, among 
others (23). Hyperphosphorylation of the microtubule associated tau protein 
is a prerequisite to the formation of the aggregates of the protein. Such aggre-
gates are found in the paired helical filaments, one of the aberrant neuronal 
structures associated with Alzheimer’s disease (24–25). Conversely, a lack of 
phosphorylation of α-synuclein protein leads to intraneuronal aggregations 
observed in certain heritable forms of Parkinson’s disease (26–27). With 
advances in proteomic technologies (28), it is likely that altered states of 
protein phosphorylation will be found to be present in an increasing range of 
pathological states.
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3.3. Purification of Phosphoproteins by Immobilized Metal Affinity 
Chromatography

In most biological preparations the abundance of phosphoproteins will be 
comparatively low compared to the total protein content of the sample. As 
a result, observations of phosphoproteins will be considerably simplified by 
increasing relative concentration of phosphoproteins in the sample. Selective 
purification of phosphorylated proteins in a biological sample can be 
accomplished by a derivation of immobilized metal affinity chromatography 
(IMAC) technology. IMAC is achieved by using a chelating agent immobi-
lized on a stationary surface to capture a metal ion and form an immobilized 
metal chelate complex (IMCC). The traditional application of IMAC selects 
proteins based on their histidine content, exploiting the preference of bor-
derline Lewis metal ions such as Cu2+, Ni2+, Zn2+ to accept electrons from 
borderline Lewis bases such as histidine (29). This results in a co-ordination 
bond between the imide nitrogen of the histidine side-chain to the free co-
ordination sites around the chelated metal ion. Elution of the bound proteins 
can be enacted by the use of imidazole, the functional moiety of histidine, 
which will competitively interfere with the IMCC-histidine interaction. 
Alternatively, the pH may be decreased to <pH 6.5 to prevent histidine, with 
side-chain pKa of 6.0, from donating electrons thereby inducing elution of 
the bound protein.

This core IMAC principle was extended to the selective purification of 
phosphorylated peptides and proteins, by replacing the above borderline 
Lewis metal ion with a hard Lewis metal ion such as Fe3+, Al3+, or Ga3+ 
(30–31). Instead of displaying affinity for nitrogens, such as in the imide 
group of histidine, this group of metal ions shows preferential binding of 
oxygens, such as that in phosphate groups (32) or in the side-chains of 
aspartate and glutamate (33).

3.4. Basic Strategy for the Purification of Phosphoproteins

3.4.1. Media Selection
Select a stationary support appropriate to the application, for example; mag-
netic beads for plate-screening assay format, agarose/Sepharose beads for 
preparative columns and macroporous or silica supports for high-pressure 
analytical application. The support must display a chelating ligand, with 
iminodiacetic acid (IDA) or nitrilotriacetic acid (NTA) the most common 
in commercial products. Both chelators have been employed successfully in 
phosphoprotein enrichments, but lower nonspecific binding has been shown 
with the NTA ligand (34). This is thought to be due to either the lower metal 
leaching from the tighter binding tetradentate NTA chelator, with free chela-
tor groups responsible for nonspecific binding (32), or that simply the two 
remaining co-ordination sites around the metal ion remaining imposes more 
stringent binding than the three available in the IDA chelator (34–35).

3.4.2. Charging the Medium
Strip any existing metal ions from the stationary support with 0.1M EDTA, 
0.5M NaCl, pH7–8. Wash the support thoroughly with water and equilibrate 
into 0.1M acetic acid (pH < 3.5). Charge the support with 0.1M FeCl3 in 
0.1M acetic acid. Wash away unbound metal ions with further washes of 
0.1M acetic acid.
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3.4.3. Sample Preparation and Loading
Follow a preferred tissue/cellular lysis technique to extract the proteins 
from the desired source. Avoid the carry-over of phosphate containing 
buffers into the final sample preparation, as these will competitively interfere 
with phosphoprotein binding to the IMCC. The sample must not contain 
EDTA or other chelators, as these will strip the metal ions from the sup-
port. If buffers containing such compounds are used, perform dialysis to 
remove them before sample loading. Likewise, avoid the use of phophatase 
inhibitors that contain sodium orthovanadate, as this will interfere with 
binding (36); consider sodium fluoride for this purpose instead. The final 
sample preparation should ideally contain 0.1M acetic acid with pH< 3.5. 
If possible, the total protein concentration should be below 0.1 mg/ml. This 
will reduce the formation of protein complexes that can result in reduced 
binding of phosphoproteins as surface phosphates are masked in the complexes. 
This should also reduce the incidence of copurification of unphosphorylated 
proteins that may be associated with phosphorylated species in protein 
aggregates (37).

Apply the prepared sample to the stationary support. Sufficient contact time 
should be provided for maximum binding; approx 30 min contact time at room 
temperature should be adequate, although incubations of up to 16 h have been 
reported (38). Attention should be paid to the stability of the proteins during 
prolonged incubations, should degradation be observed, conduct the binding 
at 4°C. For columns, slow linear velocities of between 15 cm/h (31) and 75 
cm/h (32) have been used.

3.4.4. Washing
Contamination of the final sample through the nonspecific binding of unphos-
phorylated proteins can be minimized by washing the column before sample 
elution. Such nonspecific interactions can be through electrostatic or hydro-
phobic binding of proteins to the IMCC, free chelator or the spacer arm that 
separates the chelator from the support. The yield and purity of a particular 
target protein against the general phosphoprotein background can similarly be 
enhanced by a carefully selected washing strategy. Removal of hydrophobi-
cally bound contaminants has been successfully accomplished by the inclusion 
of 25–30% acetonitrile in 0.1M acetic acid (39–43) although an equivalent 
concentration of similar organic solvents could conceivably also be effective. 
Low concentrations, 0.25–2%, of nonionic (e.g., Tween-20) or  zwitterionic 
detergent (e.g., CHAPS) may also be used to achieve this goal (37, 44). 
Electrostatic binding, particularly of acidic residues to the net positive charge 
of the metal-chelate complex, is considerably decreased by reducing the pH to 
less than 3 (45). Also, the inclusion of up to 1M NaCl can mitigate the effect 
of electrostatic binding (46). With detailed prior knowledge of the binding 
dynamics of a particular protein of interest, stringency washing can be used to 
improve final purity of that protein. By washing with conditions just outside 
the elution point of the target protein, the majority of less tightly bound undesired 
proteins can be excluded.

3.4.5. Elution
The final elution of the enriched phosphoproteins can be achieved by a variety 
of mechanisms. The most common mechanism is by increased pH, between 
7.2 and 10.5, with pH 9.0 most frequently employed. This will disrupt the 
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coordination bond with the metal ion (31–32). Elution can also be effected by 
competitive interference with binding by the introduction of phosphate ions, 
akin to imidazole-mediated elution in traditional histidine-selection IMAC. 
The use of phosphate containing solutions for elution will have the added 
benefit of providing some buffering capacity at the lower end of the aforemen-
tioned elevated pH ranges. Both the increased pH and phosphate ion interfer-
ence approaches are often used simultaneously for more complete elution in 
a single step. As a consequence, phosphate buffered saline (PBS) may be an 
effective eluent under most circumstances.

3.4.6. Media Regeneration
The IMAC supports can be regenerated for reuse by removing the metal ions 
using the stripping buffer used before the initial charge. The metal ion free 
support can then be subjected to biological decontamination regimes such 
as incubation in 1M sodium hydroxide for < 2 hr or others, depending on the 
manufacturers recommendations.

4. Affinity Chromatography for Glycoprotein Purification

4.1. Introduction to Glycoproteins

The number of genes identified in the human genome not sufficient to explain 
diversity of function observed in the human proteome (47). The added level of 
complexity is, in part, provided by the post-translational modification of proteins. 
Post-translational modifications are alterations that are made to a protein after it 
is synthesized, and include some 300 types identified to date (47), a select few of 
these include; phosphorylation, acylation, methylation, and glycosylation.

One of the most ubiquitous and functionally diverse of the post-translational 
modifications are the glycosylations, with an estimated 50% of all human 
proteins bearing such additions (48). The two main classes of glycosylations 
involve the attachment of a sugar moiety to the amide nitrogen of asparagine 
or to the hydroxyl oxygen of serine or threonine residues, giving rise to what 
are termed N- or O-linked glycosylations, respectively (49). Having extensive 
intra- and extracellular functions, glycoproteins (also known as glycans) are 
often involved in mediating cell–cell interactions, in protein folding, targeting 
and trafficking and in the composition of cell-surface receptors (50), to name a 
few. A classic example of the pervasiveness of glycosylations, and the impact 
of their variability are the differences in glycosylations that give rise to the 
human ABO red blood cell serotype groups (51).

To successfully develop a glycoprotein separation regime, some knowledge 
of glycoprotein structure is required. Although a comprehensive review of the 
extremely complex process of protein glycosylation is well beyond the scope 
of this discussion, some key features are common to all and are summarised 
below. It should also be noted that the issue is further clouded by the fact that 
proteins may bear numerous different glycosylations at various sites on the 
protein and even variable glycosylations at any one given site, either form of 
heterogeneity give rise to different glycoforms of the one protein (52).

The addition of the sugar moieties of N-linked glycosylation begin by 
attachment of N-acetylglucosamine (GlcNAc), which is “preloaded” with a 
branched structure of 2 GluNAc, 9 mannose and 3 glucose subunits, to an 
asparagine residue where it is situated in a motif of Asn-Xaa-(Ser/Thr), where 
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Xaa is any amino acid except Pro. Following attachment of this glycan pre-
cursor, further modifications to the sugar structure occurs, including removal 
of the glucose and some mannose subunits or addition of GlcNAc, galactose, 
sialic acid, or fucose units (53–54). The additive sugar structures follow three 
basic designs; high-mannose, complex, or hybrid. High-mannose glycosyla-
tions consist of many mannose units added in a branched structure. Complex 
structures involve the linkages of any of the aforementioned saccharide units 
in two to four branched systems. These glycosylations often terminate with 
a sialic acid moiety. As suggested by its name, hybrid glycosylations are a 
mixture of high-mannose and complex structures. With a very few exceptions 
(see below) all circulating glycoproteins are of the N-linked type. The glyco-
sylation pattern of proteins has a significant impact on their biological efficacy 
and circulating half-life. It is therefore of major significance to the production 
and application of therapeutic biopharmaceutical proteins.

O-linked glycosylations are much more complex, with a variety of sugars 
capable of initiating the glycan chain. Many of these serve primarily intracel-
lular functions and may therefore be of limited applicability as diagnostic 
biomarkers. One specific type however, those of the O-N- acetylgalactosamine 
(GalNAc) family, often found in the extracellular matrix and the glycoproteins 
of mucosal secretions (55), with immunoglobulin A and D also glycosylated 
in this fashion (56–57). This subtype of O-linked glycosylations proceed 
from the initiating GalNAc by attachment of one of eight core polysaccharide 
motifs (51,58–59), which may then be further extended by the addition of 
further galactose, GlcNAc, fucose or sialic acid groups (50). O-linked glycans 
as a group are generally less branched than their N-linked counterparts, being 
either linear or diantennic. Another important group of circulating O-linked 
glycosylations are those of the epidermal growth factor-like domain, which 
occurs in proteins such as tissue-type plasminogen activator (60), Factor VII 
(61), Factor XII (62) and Factor IX (63). These proteins have a (predomi-
nantly) single unit O-fucosylation (64).

4.2. Glycoproteins in Pathology

Given the widespread impact that glycoproteins have on protein function and 
molecular recognition, it is of little surprise that variations in the glycosylation 
patterns of proteins are observed in a number of disease states. Although not 
commonly the direct causative agent of disorders themselves (except in the 
obvious case of the some 30 genetic disorders of glycoprotein biosynthetic 
pathways (65) there are a number of instances of differential glycosylation of 
proteins as a distinct biomarker of the presence of a disease or the extent of its 
progression, such as the many examples of altered glycosylation and cancer 
prognosis (66–68). Some selected examples of altered glycosylation detected 
in disease states appears as Table 43.2.

4.3. Purification of Glycoproteins by Lectin Chromatography

The affinity purification of glycoproteins is made possible by exploiting the 
specific interaction of certain sugar motifs with a class of proteins known 
collectively as lectins. Individual lectins recognise a particular polysaccharide 
structure and thus can display quite exceptional specificity for a given type of 
glycan. For example, lentil lectin (LCA) binds branched mannose N-glycans, 
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but only when a fucose group is present on the first GlcNAc unit (75). Lectins 
are commonly multimeric, with each subunit often providing carbohydrate 
binding capability, thus lectins are frequently di-to poly-valent (76).

No single lectin can provide complete coverage of the full- range of human 
glycoproteins (the glycome), and with approximately 1,000 lectins isolated 
from plants alone, a comprehensive review of all available options is impos-
sible (77). However, some generalizations can be made, such as for serum 
glycoprotein preparation, which will contain a high proportion of N-linked 
glycans, the broadly specific Concanavalin A of Canavalia ensiformis (ConA) 
and wheat germ agglutinin (WGA) should provide reasonably comprehensive 
coverage. These lectins recognise either the N-linked branched mannoses with 
terminal mannose or glucose units in the case of ConA (78), or the (GlnNAc)2 
core of N-glycans in the case of WGA (79–80). See Table 43.3 for a wider 
range of lectins (75,81).

The selection of lectins for the majority of O- linked glycosylations will 
be more application specific, as no single lectin or limited subset will display 
broad enough specificity to cover the large degree of structural diversity in 
this group. However, the WGA discussed above does also bind sialic acid, a 
terminal constituent of many glycans, including O-linked (82). It is also likely 
that any given glycoprotein will contain a range of different glycan structures, 
both O- and N-linked, so a general approach will often recognize a range of 
these proteins through one mechanism or another.

As stated above, some lectins are highly specific for particular glycan 
structures, so if knowledge of the glycan structure of a glycoprotein of inter-
est is available, it is possible to develop strategies to make use of the exqui-
site selectivity that is offered by some lectins, producing a tailored affinity 
purification system to suit that glycoprotein. For example, the recognition 
of the “T-antigen” (sialic acid α2-6Galβ1-3GalNAcα1) on IgA and IgD by 

Table 43.2. Selected examples of divergent glycosylation in diseases.

Disorder Protein Differential glycosylation Reference

Hepatoma γ-glutamyl  increased tri- and tetra-antennary  (69)
  transpeptidase  branching

Prostate cancer PSA Increase in MAA  (70)
   lectin binding

Rheumatoid  IgG devoid of galactose (71)
arthritis

adenocarcinoma  Normal fecal High-mannose and biantenntic (66)
(lung, colon,   antigen 2  (becomes Carcinoembryonic
breast)   antigen (CEA), monitoring 
   of prognosis after surgery

Breast carcinoma various increase in β1-6 branched (72)
   N-linked glycoproteins in
   metastatic lymph nodes
   associated with poor 
   prognosis

Choriocarcinoma human chorionic  Devoid of sialic acid, unusual (73)
  gonadotropin  complex-type branching

Myeloma IgG change in the ratio of bisected  (74)
   to fucosylated glycans
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the Jacalin lectin (AIL) of Artocarpus integrifolia, can be exploited for the 
specific purification of these glycoproteins (83).

4.4. Basic Strategy for the Purification of Glycoproteins

4.4.1. Media Selection
This will be the most important step in achieving good enrichment of a spe-
cific target glycoprotein, as many individual lectins may have specificity for 
a relatively narrow range of glycosylation structures. Select either a lectin 
specific for the target glycoprotein or a broadly specific lectin such as ConA 
or WGA (see previous section).

4.4.2. Binding
The binding of glycoproteins to lectin-linked supports can occur at near 
physiological buffer conditions, i.e., 150 mM sodium chloride, pH 7.4 with 
an appropriate buffer such as 20 mM, HEPES or Tris-HCl. Avoid the use of 
phosphate buffers as these may interfere with the specific binding of the gly-
can with the lectin (75).

4.4.3. Washing
Unbound material can be washed from the support by further application of 
the binding buffer. Due to the high affinity interaction between the lectin and 
saccharides, nonspecific binding to the actual ligand should be quite low, but 

Table 43.3. Selected examples of lectins for glycoprotein purification (Adapted from 76,84).

   Glycans  Competitive
Lectin Abbreviation Organism recognized elution with Notes

Concanavalin ConA Canavalia Biantennary and ≤0.5M methyl-α- Reload with 
A   ensiformis  triantennary complex  d-glucoside  Mn2 +if
    type N-glycans   pH< 5 used

Wheat Germ  WGA Triticum (GlnNAc)2 of N-glycans,  ≤0.5M GlcNAc
agglutinin   vulgaris  NeuNAc (sialic acid) 
    of N- or O-glycans

Lentil LCH Lens  As for ConA but with ≤0.5M methyl-α- Mn2 + and Ca2 +
   culinaris   GlcNAc core   d-glucoside  cofactors
    fucosylation   required if
      pH< 5

Snowdrop GNA  Galanthus α1-3 and α1-6 branched α-methyl
  (GNL)  nivalis  high mannose  mannoside
    N-glycans

Elderberry SNA Sambucus  NeuNAcα2-6GalNAc lactose
   nigra  of O-glycans

Maackia  MAL Maackia NeuNAc/Gcα2-3 Galβ1 lactose
amurensis   amurensis  -4GlcNAc of
    O-glycans

Jacalin AIL Artocarpus  NeuNAcα2-6Galβ1 0.1M galactose IgA/D binding
   integrifolia  -3GalNAcα1 (Ser/Thr) 
    of O-glycans

Peanut  PNA Arachis  Galβ1-3 GalNAc (Ser/Thr) 0.2M galactose
agglutinin      hypogaea   O-glycans
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non-specific binding events may take place between elements of the support 
itself such as the coupling point or spacer group.

4.4.4. Elution
Separation of various glycoproteins is possible by exploiting their differing 
affinities for a specific lectin. Introduction of an ideal carbohydrate ligate for 
the specific lectin ligand used (see Table 43.3) will compete with the bound 
glycoprotein for the lectin binding sites. By increasing the concentration of 
this entity in a step or linear gradient fashion, separation of mixtures of glyco-
proteins can be achieved, as the absolute affinity for a single lectin will differ 
from protein to protein and glycan to glycan. Although bound glycoproteins 
can dissociated from the lectin by the use of low pH (<5.0), it should be noted 
that this may result in the loss of the metal cofactor required for some lectins 
to function (such as ConA, see Table 43.3) which will need to be recharged 
before subsequent use.

4.4.5. Media Regeneration
Being proteins, lectins are sensitive to extremes of conditions so harsh regen-
eration regimes are not possible. A decrease in support performance over 
time may indicate residual protein binding. Tightly bound proteins may be 
removed by alternate application of 2–3 volumes of high pH (8.5) and low pH 
(5.5) buffers containing 0.5M NaCl (84). The inclusion of low concentrations 
(0.1%) of nonionic detergent (Tween-20, Triton X-100) may also be useful.

4.4.6. Generation of Novel Lectin-Glycan Affinity Chromatographies
Separation systems to exploit novel lectin-glycoprotein affinities may be 
developed by directly coupling the specific lectin to a stationary support (85), 
allowing for selectivity, more specifically tailored to the glycoproteins of one 
disease state. For example advanced glycation end products (AGEs), commonly 
associated with predominantly age related degenerations such as macular 
degeneration, atherosclerosis and Alzheimer’s disease, as well as some diabetic 
complications (85), are known to have affinity for the β-galactoside and galactose 
binding lectin, galectin-3 (86).

The wide range of lectins available allows exquisite selectivity for specific 
glycoproteins of known structure. A little insight into the makeup of the par-
ticular glycosylations on a protein of interest may yield large rewards in the 
selectivity of the purification process developed.

5. Affinity Chromatography for Antibody Purification

5.1. Introduction to Antibody-Based Diagnostic Technologies

Applications of antibody technology are the cornerstone of many of the 
most sensitive and conclusive diagnostic techniques available to modern 
biomedical science. Delivering quantifiable data and readily amenable to a 
high-throughput scale, antibody based assay techniques are indispensable in 
the detection and monitoring of many human disease states.

Antiserum based assay technologies can be applied to any disease state that 
either has an inflammatory component or to which an antigen can be isolated. 
In the former case, the immune response itself can be directly queried for 
dysfunction and in the latter, specific antisera can be raised in another species 
to detect the human disease biomarker antigen. Antibody based assays are 
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already employed in the diagnosis and quantification of an extremely diverse 
range of disease biomarkers. Applications exist in the detection of infectious 
agents (87–95), the diagnosis human disorders and inflammatory processes 
(96–100), and in the quantification of cytokines (101–103) and hormones 
(104–107), among many others. Antisera is also seeing application in the 
emerging high-throughput proteomic analyses, with antibody arrays being 
used in the characterization of the aberrant protein profiles observed in the 
serum or plasma samples of cancer patients (108). Immunoglobin G (IgG) 
comprises 75% of plasma antibodies in humans (109) and mammalian IgG’s 
form the basis of the majority of the aforementioned diagnostic applications. 
Humans have four subtypes of IgG (109) which, broadly speaking, act best 
against different types of antigens (110). Of these four subtypes, IgG1 and 
IgG3 are commonly involved in T-cell mediated immune responses, and are 
directed against protein antigens such as those of viral or bacterial origin 
(111). Conversely, IgG2 is associated with T-cell independent immune proc-
esses, and is more commonly raised against polysaccharides such as those 
of bacterial cell membranes (112). IgG4 results from repeated or long-term 
antigenic exposure and may have a role in allergic sensitization (113).

5.2. Purification of Antibodies by Protein A and Protein G 
Chromatography

The ability to produce purified IgG from serum is pivotal in the ongoing devel-
opment of the existing and emerging biomedical applications. It is therefore 
fortunate that affinity purification of IgG can be achieved through the specific 
interaction between protein A of Staphylococcus aureus (114,115) or protein
G of Streptococcus sp. (116,117) and the Fc portion of these  antibodies. These 
two antibody binding proteins display different propensities to bind the 
antiserum of various mammalian species, and in some cases are even able to 
discriminate between IgG subtypes of one species (see Table 43.4). For example, 
protein A binds human IgG1, IgG2 and IgG4 equally effectively, but does 
not bind human IgG3 at all (118) so protein A affinity could be used if IgG3 
is not implicated in a particular antigen recognition event, or to selectively 
exclude other IgG subtypes from a IgG3 preparation by their retardation by the 
protein A ligand. The subtype and species bias between protein A and protein 
G allow for tailored purification strategies where knowledge of the antibody 
subclass is available or preference is shown for an antiserum generating host 
species. Additionally, elution conditions from protein A do also tend to be 
milder than those required for protein G, maximizing the stability of the target 
immunoglobin.

The binding of antibodies to protein A or protein G supports can be used 
as a de facto antibody immobilization for the rapid generation of novel immu-
noaffinity systems. This can provide a confirmatory proof of concept for an 
affinity system before the development of direct antibody couplings (84). Such 
protein A or G mediated couplings have the added advantage that binding is 
more readily reversible than most antibody–antigen interactions, allowing for 
the recovery of native protein–antibody complexes. Given that binding of an 
antibody to protein A or G occurs through the Fc region, which comprises the 
“stem” of the “Y” shaped antibody molecule, anchorage from this point helps 
to ensure that the antigen binding Fab regions are presented in the optimum 
configuration for subsequent binding events.
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5.3. Basic Strategy for the Purification of Antibodies

5.3.1. Media Selection
Select a stationary support appropriate for the application, such as magnetic 
beads for high-throughput plate based screening of agarose/sepharose beads 
for preparative separations. Select either protein A or protein G coupled sup-
ports based on the species preference or the expected IgG subclass presented 
in Table 43.4. Given that the two most common circulating IgG subtypes in 
humans (IgG1 and IgG2, 119) are recognized equally well by protein A and G; 
either is a valid choice for preliminary preparation of unknown antiserum.

5.3.2. Sample Preparation and Binding
Binding to Protein A or G supports occurs at physiological pH and ionic 
strength, so no sample pretreatment other than clarification is necessary. 
Selective binding may be possible by the addition of higher ionic strength 
buffers, such as sodium chloride up to 4M.

5.3.3. Washing
A buffer homologue of physiological conditions, such as Phosphate-buffered 
saline (PBS) can be used for the flowthrough of unbound proteins. Improved 

Table 43.4. IgG and subclasses of various species recognised by Protein A 
and Protein G (Adapted from 118).

Species (subclass) Protein A Protein G

Human (IgG1) ++++ ++++

Human (IgG2) ++++ ++++

Human (IgG3) − ++++

Human (IgG4) ++++ ++++

Cow ++ ++++

Dog ++ +

Goat − ++

Guinea pig (IgG1) ++++ ++

Guinea pig (IgG2) ++++ ++

Hamster + ++

Horse ++ ++++

Rhesus monkey ++++ ++++

Mouse (IgG1) + ++++

Mouse (IgG2a) ++++ ++++

Mouse (IgG2b) +++ +++

Mouse (IgG3) ++ +++

Pig +++ +++

Rabbit (all subtypes) ++++ +++

Rat (IgG1) − +

Rat (IgG2a) − ++++

Rat (IgG2b) − ++

Rat (IgG3) + ++

Sheep +/− ++
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selectivity of the supports can be achieved for either protein A or G by the 
inclusion of increased levels of salts such as sodium chloride, with concen-
trations up to 4M possible (118). As with many chromatographic processes, 
product purity can be improved by approaching, but not exceeding, the 
expected elution conditions. Thus in this case a reduction in pH can provide 
a selective wash step, although care must be taken to avoid premature elution 
of the target antibody.

5.3.4. Elution
Elution from protein A and G columns are both enacted by decreasing pH (and 
ionic strength if used in the binding or wash step). Protein G will generally 
require more extreme conditions than protein A, but the absolute conditions 
will be application specific. As a rule of thumb, expected elution pH ranges will 
be 3.5–5 for protein A and 2.5–3.5 for protein G. The exposure of the purified 
antibodies to pH extremes can be minimized by collection of the eluant into 
strong buffer solutions such as 1M Tris-HCl, pH8.

5.3.5. Media Regeneration
Protein A and G are quite stable against relatively harsh support regeneration 
regimes. Hydrophobically bound contaminants can be removed by application 
of two volumes of low concentrations of nonionic detergent (0.1% Tween-20/
Triton X-100) or up to 70% ethanol. Removal of precipitated protein, as impli-
cated by decreased column flow or increased backpressure, may require the 
use of two volumes of 6M guanidine-HCl, or similar chaotropic denaturant. 
Any such treatments should be immediately washed from the support with 
phosphate-buffered saline. The contaminating biological load of the support 
can be reduced by sanitisation of the support. The support can be sanitised by 
incubation in 0.1M acetic acid in 20% ethanol for 6 or in 70% ethanol alone 
for 12 h.

5.3.6. Further Sample Purification Following Protein A 
or G Chromatography
Leached protein A, protein G or antibodies complexed with either, can be 
effectively removed from the bulk antiserum preparation by anion exchange 
chromatography. At pH 8.5, the protein A or G (or antibody complexes) will 
have much greater affinity for the ion-exchange ligands than will free antibodies. 
The free antibodies can often be collected in the flowthrough (unbound) of the 
column, or under quite low eluting salt levels.

6. Immunoaffinity Chromatography

6.1. Introduction to Immunoaffinity Diagnostic Technologies

The application of antibodies in the detection and quantification of many 
medically relevant molecular species was discussed in Section 5.1; however 
the use of antibodies is not limited merely to the analysis of samples or the 
assay of process outcomes. The precise selectivity of antibodies also renders 
them useful as a versatile platform for the rapid generation of novel affinity 
interactions. Antibodies, therefore, can function as affinity ligands for chroma-
tographic processes in their own right.

Immunoaffinity chromatography has long been employed in the production 
of proteins for in vitro research. The introduction of ProteinChip technologies 
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(Ciphergen, Inc) coupled to the use of surface enhanced laser desorption/ioni-
zation (SELDI) mass spectrometry has seen immunoaffinity move rapidly into 
diagnostic application. ProteinChip technology entails “chips” of aluminium 
with an activated surface. This surface can contain a range of common tra-
ditional chromatographic ligands (ion-exchange, hydrophobic interaction) 
or affinity ligands such as IMAC. They are also available with activatable 
surfaces for in-house couplings, as discussed in Section 2. A useful proteomic 
application for ProteinChips is as a high-density capture substrate for SELDI 
mass spectrometry systems. This process uses laser activation of the surface 
(in this case the ProteinChip) to cause thermal ionisation of the biomolecules 
to make them available for mass spectrometry analysis.

Ideally, an antibody suitable as a ligate for any immunoaffinity chromatog-
raphy application should have a relatively high Kd, allowing for more gentle 
elution conditions. Even more desirable is a tightly binding antibody that has 
a conformational or cofactor requirement, the alteration or exclusion of which 
can allow for very mild elution from a high-affinity interaction. The classic 
example of such an ideal interaction is that of the FLAG-tag peptide sequence 
and the M1 monoclonal antibody designated (120). The recognition of the 
peptide epitope by the antibody occurs in a calcium-dependent manner (121), 
thus the exclusion of this cofactor from the system by the addition of EDTA 
can permit mild elution (122).

6.2. Applications of Immunoaffinity Interaction in Disease Diagnosis

Immunoaffinity chromatography has seen many applications in the monitoring 
of human health and disease states. A selection of these appears as Table 43.5. 
With novel proteomic approaches such as the aforementioned ProteinChip and 
SELDI systems already showing significant promise despite being in their 
relative infancy, the likelihood of the application of immunoaffinity protocols 
in future medical diagnostic technologies is high.

Table 43.5. Selected examples of immunoaffinity interaction diagnostic technologies.

Purpose Marker Notes Reference

Prostate cancer  Serum prostate-specific  ProteinChip capture for SELDI-TOF (123)
diagnosis  membrane antigen  analysis

Lung cancer  Vascular endothelial growth  Eight known isoforms, with several (124)
diagnosis  factor (VEGF)  post-translational options. Change
   in isoform abundance profile
   indicative of disease.

Various, including  Ubiquitination state of proteins Intracellular nature, detection in (125)
cancer diagnosis   biological I fluids an indication 
   of tissue damage. 

Osteoarthritis  Proteolytic fragments of  Detection in the urine an indicator (126)
diagnosis  Type-II collagen  of pathology

Various liver disease  des-gamma-carboxyprothrombin Different post-translational (127)
diagnoses   modification profiles in liver 
   cancer, acute and chronic hepatitis 
   and cirrhosis

Environmental  Polycyclic aromatic  PAH exposure of at risk factory workers (128)
exposure  hydrocarbons (PAH)  detected in the urine
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6.3. Basic Strategy for the Immunoaffinity Chromatography 
of Proteins

The physical conduct of an immunoaffinity separation will be highly depend-
ent on the nature of the particular interaction of the antibody-antigen system 
being employed. As such, only the most generic highlights likely to be com-
mon to all can be presented here.

6.3.1. Media Selection
With a few commercially available exceptions, such as those against recom-
binant peptide tags like FLAG or hexahistidine, common interfering con-
taminants like albumin, or commonly separated proteins like cross-species 
immunoglobulins; the media for immunoaffinity chromatography will be 
developed in house based upon the chosen antiserum.

6.3.2. Binding
Due to the biological nature of the antibody–antigen interaction, physiological 
conditions will often prove successful. Some interactions may tolerate more 
extreme conditions, but this will again be particularly application specific.

6.3.3. Elution
Owing to the very strong binding of most antibody- antigen interactions, dis-
ruption of bond will quite often require denaturation of the tertiary structure 
of both the antibody and the target protein. This can be by the use of ionic 
detergents such as 1% sodium dodecyl sulphate, or chaotropic agents like 6M 
guanidine-HCL or 8M urea. This may not be significant, as in many diagnostic 
technologies such as mass spectrometry, the biological function of the protein 
is usually no longer of consequence. In some circumstances elution may be 
effected by competitive interference of the interaction by the addition of iso-
lated epitope.

6.3.4. Media Regeneration
The reuse of the affinity medium will be quite dependent on the elution 
conditions employed in Section 5.3.3. For example, the elution of the target 
protein by denaturation of the antibody–antigen complex will have destroyed 
the antibody, so reuse will require coupling of fresh antiserum. Even in the 
case of competitive elution, the peptide mimetic of the target protein will most 
likely be (effectively) irreversibly bound, requiring stripping and recoupling 
with fresh antiserum.
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1. Introduction and Theoretical Considerations

The introduction of high performance liquid chromatography (HPLC) to the 
analysis of peptides and proteins some 25 yr ago revolutionized the biological 
sciences by enabling the rapid and sensitive analysis of peptide and protein 
structure in a way that was inconceivable 30 yr ago. Today, HPLC in its vari-
ous modes has become the pivotal technique in the characterization of pep-
tides and proteins and has therefore played a critical role in the development 
of peptide and protein-based pharmaceuticals. The extraordinary success of 
HPLC can be attributed to a number of factors. These include 1) the excellent 
resolution that can be achieved under a wide range of chromatographic condi-
tions for very closely related molecules as well as structurally quite distinct 
molecules; 2) the experimental ease with which chromatographic selectivity 
can be manipulated through changes in mobile phase characteristics; 3) the 
generally high recoveries and hence high productivity and 4) the excellent 
reproducibility of repetitive separations carried out over a long period of time, 
which is due partly to the stability of the sorbent materials under a wide range 
of mobile phase conditions.

HPLC is extremely versatile for the isolation of peptides and proteins from a 
wide variety of synthetic or biological sources. The complexity of the mixture 
to be chromatographed will depend on the nature of the source and the degree 
of preliminary clean-up that can be performed. In the case of synthetic peptides, 
RPC is generally employed both for the initial analysis and the final large scale 
purification. The isolation of proteins from a biological cocktail however, often 
requires a combination of techniques to produce a homogenous sample. HPLC 
techniques are then introduced at the later stages following initial precipitation, 
clarification and preliminary separations using soft gel. Purification protocols 
therefore need to be tailored to the specific target molecule.

Reversed phase chromatography (RPC) is by far the most commonly used 
mode of separation for peptides, although ion-exchange (IEC) and size exclu-
sion (SEC) chromatography also find application. The three dimensional 
structure of proteins can be sensitive to the often harsh conditions employed in 
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RPC, and as a consequence, RPC is employed less for the isolation of proteins 
where it is important to recover the protein in a biologically active form. IEC, 
SEC affinity chromatography are therefore the most commonly used modes 
for proteins, but RPC and hydrophobic interaction (HIC) chromatography 
are also employed. In addition, each mode of chromatography can be oper-
ated at different level of loading from capillary formats to large scale process 
systems.

An appreciation of the factors that control the resolution of peptides and 
proteins in interactive modes of chromatography can assist in the development 
and manipulation of separation protocols to obtain the desired separation. The 
capacity factor k′ of a solute can be expressed in terms of the retention time tr, 
through the relationship

 k′ = (tr – to ) / to  (1)

where t0 is the retention time of a nonretained solute. The practical signifi-
cance of k′ can be related to the selectivity parameter α, defined as the ratio of 
the capacity factors of two adjacent peaks as follows

 a = k′
i  /  

k′
j
 (2)

which allows the definition of a chromatographic elution window in which 
retention times can be manipulated to maximize the separation of components 
within a mixture.

The optimization of high resolution separations of peptides and proteins 
involves the separation of sample components through manipulation of both 
retention times and solute peak shape. The second factor that is involved in 
defining the quality of a separation is therefore the peak width σt. The degree 
of peak broadening is directly related to the efficiency of the column and can 
be expressed in terms of the number of theoretical plates, N, as follows

 N = (tr)
2/ σr

2 (3)

N can also be expressed in terms of the reduced plate height equivalent h, the 
column length L and the particle diameter of the stationary phase material dp, as

 N = hL  /  dp
 (4)

The resolution, Rs, between two components of a mixture therefore depends 
on both selectivity and bandwidth according to

 Rs N k= − + ′1 4 1 1 1/ ( )[ /( )]a  (5)

This equation describes the relationship between the quality of a separation 
and the relative retention, selectivity and the bandwidth and also provides the 
formal basis upon which resolution can be manipulated to achieve a particular 
level of separation. Thus, when faced with an unsatisfactory separation, the 
aim is to improve resolution by one of three possible strategies: the first is to 
increase α, the second is to vary k′ within a defined range normally 1 < k′ < 
10, or third to increase N, for example, by using very small particles in narrow 
bore columns.

The challenge facing the scientist who wishes to analyze and/or purify their 
peptide or protein sample is the selection of the initial separation conditions 
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and subsequent optimization of the appropriate experimental parameters. This 
chapter provides an overview of the different techniques used for the analysis 
and purification of peptides and proteins and the experimental options avail-
able to achieve a high resolution separation of a peptide or protein mixture. 
The interested reader is also referred to a number of publications that provide 
a comprehensive theoretical and practical overview of this topic (1–6).

2. Methods

2.1. Reversed Phase Chromatography

Reversed phase high performance liquid chromatography (RPC) involves the 
separation of molecules on the basis of hydrophobicity. The separation depends 
on the hydrophobic binding of the solute molecule from the mobile phase to 
the immobilized hydrophobic ligands attached to the stationary phase, i.e., the 
sorbent. The solute mixture is initially applied to the sorbent in the presence of 
aqueous buffers, and the solutes are eluted by the addition of organic solvent to 
the mobile phase. Elution can proceed either by isocratic conditions where the 
concentration of organic solvent is constant, or by gradient elution whereby 
the amount of organic solvent is increased over a period of time. The solutes 
are therefore eluted in order of increasing molecular hydrophobicity.

The RPC experimental system for the analysis of peptides and proteins 
usually consists of an n-alkylsilica-based sorbent from which the solutes are 
eluted with gradients of increasing concentrations of organic solvent such as 
acetonitrile containing an ionic modifier such as trifluoroacetic acid (TFA) 
(7,8). Complex mixtures of peptides and proteins can be routinely separated 
and low picomolar–femtomolar amounts of material can be collected for 
 further characterization. Separations can be easily manipulated by changing 
the gradient slope, the operating temperature, the ionic modifier or the organic 
solvent composition.

The extensive use of RPC for the purification of peptides, small polypep-
tides with molecular weights up to 10,000 Da, and related compounds of 
pharmaceutical interest has not been replicated to the same extent for larger 
polypeptides (molecular mass >10,000 Da) and globular proteins. The combi-
nation of the traditionally used acidic buffering systems and the hydrophobic-
ity of the n-alkylsilica supports that can result in low mass yields or the loss of 
biological activity of larger polypeptides and proteins have often discouraged 
practitioners from using RPC methods for large scale protein separations. The 
loss of enzymatic activity, the formation of multiple peaks for compositionally 
pure samples and poor yields of protein can all be attributed to the denatura-
tion of protein solutes during the separation process using RPC (9,10).

2.1.1. Stationary Phases
The most commonly employed experimental procedure for the RPC analysis 
of peptides and proteins generally involves the use of an octadecylsilica based 
sorbent and a mobile phase (11). The chromatographic packing materials 
that are generally used are based on microparticulate porous silica, which 
allows the use of high linear flow velocities resulting in favorable mass 
transfer properties and rapid analysis times. The silica is chemically modi-
fied by a derivatized silane bearing an n-alkyl hydrophobic ligand. The most 
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commonly used ligand is n-octadecyl (C18), while n-butyl (C4) and n-octyl 
(C8) also find important application and phenyl and cyanopropyl ligands can 
provide different selectivity. The process of chemical immobilization of the 
silica surface results in approximately half of the surface silanol group being 
modified. The sorbents are therefore generally subjected to further silaniza-
tion with a small reactive silane to produce an end-capped packing material. 
The type of n-alkyl ligand significantly influences the retention of peptides 
and proteins and can therefore be used to manipulate the selectivity of pep-
tide and protein separations. While the detailed molecular basis of the effect 
of ligand structure is not fully understood, a number of factors including the 
relative hydrophobicity and ligand chain length, flexibility, and the degree of 
exposure of surface silanols all play a role in the retention process. In addition 
to effects on peptide selectivity, the choice of ligand type can also influence 
protein recovery and conformational integrity of protein samples. Generally 
higher protein recoveries are obtained with the shorter and less hydrophobic 
n-butyl ligands. However, proteins have also been obtained in high yield with 
n-octadecyl silica. Silica-based packings are also susceptible to cleavage at pH 
values greater than seven. This limitation can severely restrict the use of these 
materials for separations that require basic pH conditions to effect resolution. 
In these cases, alternative stationary phases have been developed including 
cross-linked polystyrene divinylbenzene and porous zirconia, which are all 
stable to hydrolysis at alkaline pHs.

The geometry of the particle in terms of the particle diameter and pore size, 
is also an important feature of the packing material. As predicted by Eqn 4, 
improved resolution can be achieved by decreasing the particle diameter dp. 
The most commonly used range of particle diameters for analytical scale RPC 
is 3–5 µm and nonporous particles of smaller diameter are also available. For 
preparative scale separations, 10–20 µm particles are utilized. The pore size of 
RPC sorbents is also an important factor that must be considered. For peptides, 
the pore size generally ranges between 100 and 300 Å depending on the size of 
the peptides. Porous materials of ≥ 300 Å pore size are necessary for the sepa-
ration of proteins, as the solute molecular diameter must be at least one-tenth 
the size of the pore diameter to avoid restricted diffusion of the solute and to 
allow the total surface area of the sorbent material to be accessible. The devel-
opment of particles with 6,000–8,000 Å pores with a network of smaller pores 
of 500–1,000 Å can also allow very rapid protein separations to be achieved.

2.1.2. Mobile Phases
One of the most powerful characteristics of RPC is the ability to manipulate 
solute retention and resolution through changes in the composition of the mobile 
phase. In RPC, peptide and protein retention is due to multi-site interactions 
with the ligands. The practical consequence of this is that high resolution isocratic 
elution of peptides and proteins can rarely be achieved as the experimental 
window of solvent concentration required for their elution is very narrow. 
Mixtures of peptides and proteins are therefore routinely eluted by the applica-
tion of a gradient of increasing organic solvent concentration. RPC is generally 
carried out with an acidic mobile phase, with trifluoroacetic acid (TFA) the 
most commonly used additive due to its volatility. Phosphoric acid, perchloric 
acid, formic acid, hydrochloric acid, acetic acid, and heptaflourobutyric acid 
can also be used. The effect of ion-pairing  reagents on peptide separation is 
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illustrated in Fig. 44.1 for a series of peptide standards separated on a C18 
column. Alternative additives such as nonionic detergents can be used for the 
isolation of more hydrophobic proteins such as membrane proteins.

The three most commonly employed organic solvents are acetonitrile, metha-
nol, and 2-propanol, which all exhibit high optical transparency in the detec-
tion wavelengths used for peptide and protein analysis. Acetonitrile provides 
the lowest viscosity solvent mixtures and 2-propanol is the strongest eluent. 
An example of the influence of organic solvent is shown in Fig. 44.2 where 

Fig. 44.1. The influence of ion-paring reagent on the separation of a mixture of synthetic 
peptides in reversed phase chromatography using a SynChropak C18, 25 cm × 4.6 mm ID, 
6.5-µm particle size, 30-nm pore size (SynChrom, Linden, IN). Conditions: linear gradient 
from 0–100% acetonitrile containing A. 0.1% H3PO4; B, 0.1% TFA; and C; 0.1% HFBA; 
flow rate of 1 ml/min, 26°C. Peptide sequences: C1 = Ac-GGGLGGAGGLK-amide, 
C2 = Ac-KYGLGGAGGLK-amide. C3 = Ac-GGALKALKGLK-amide, C4 = Ac-
KYALKALKGLK-amide (reprinted with permission from ref. 3)
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changes in selectivity can be observed for a number of peptide peaks in the 
tryptic map. In addition to the eluotropic effects, the nature of the organic 
solvent can also influence the conformation of both peptides and proteins and 
will therefore have an additional effect on selectivity through changes in the 
structure of the hydrophobic contact region. In the case of proteins, this may 
also impact on the level of recovery of biologically active material.

Fig. 44.2. The influence of organic solvent on the reversed phase chromatography of 
tryptic peptides derived from porcine growth hormone. Column: Bakerbond (J T Baker, 
Phillipsburg, NJ) RP-C4, 25 cm × 4.6 mm ID, 5-µm particle size, 30-nm pore size. 
Conditions, linear gradient from 0 to 90% 2-propanol (top), acetonitrile (middle), or metha-
nol (bottom) with 0.1%TFA over 60 min, flow rate of 1 ml/min, 25°C (reprinted with permis-
sion from ref. 1)
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2.1.3. Column Geometry
The desired level of efficiency and sample loading size determines the dimen-
sion of the column to be used and Fig. 44.3 summarizes the column dimen-
sions used over the full range of sample scale. For small peptides and proteins, 
increased resolution is obtained with increases in column length. Thus, for 
applications such as tryptic mapping, column lengths between 15 and 25 cm 
and internal diameter (ID) of 4.6 mm are generally employed. However, for 
larger proteins, low mass recovery and loss of biological activity may result 
with these columns owing to irreversible binding and/or denaturation. In 
these cases, shorter columns of between 2 and 20 cm in length can be used. 
For preparative applications in the 1–500 mg scale, such as the purification of 
synthetic peptides, so-called semipreparative columns of dimensions 30 cm × 
1 cm ID and preparative columns of 30 cm × 2 cm ID can be used.

The selection of the internal diameter of the column is based on the sample 
capacity and detection sensitivity. While most analytical applications are car-
ried out with columns of internal diameter of 4.6 mm ID, for samples derived 
from previously unknown proteins where there is a limited supply of mate-
rial, the task is to maximize the detection sensitivity. In these cases, the use 
of narrow bore columns of 1 or 2 mm ID can be used, which allow the elu-
tion and recovery of samples in much smaller volumes of solvent. Capillary 
chromatography (see Section 7) is also finding increasing application where 
capillary columns of internal diameter between 0.2 and 0.4 mm and column 
length of 15 cm result in the analysis of fmole of sample. The effect of decreas-
ing column internal diameter on detection sensitivity is shown in Fig. 44.4 for 
the analysis of lysozyme on a C18 material packed into columns of 4.6 mm, 
2.1 mm, and 0.3 mm ID.

Fig. 44.3. Summary of the operating conditions associated with the use of HPLC 
 columns for capillary, microbore, narrowbore, analytical, semipreparative, and preparative 
 chromatography
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2.1.4. Operating Parameters
There are several operating parameters that can be changed to manipulate the 
resolution of peptide and protein mixtures in RPC. These parameters include 
the gradient time, the gradient shape, the mobile phase flow rate, and the 
operating temperature. The typical experiment with an analytical scale col-
umn would utilize a linear gradient from 5% organic solvent up to between 
50 and 100% solvent over a time range of 20–120 min while flow rates are 
between 0.5 and 2.0 ml/min. With microbore columns (1–2 mm ID) flow rates 
of 50–250 µl/min are used, while for capillary columns of 0.2–0.4 nmm ID, 
flow rates of 1–4 µl/min are applied. At the preparative end of the scale with 
columns of 10–20 mm ID, flow rates between 5 and 20 ml/min are required.

The choice of gradient conditions will depend on the nature of the mole-
cules of interest. Generally the use of longer gradient times provides improved 
separation. However, these conditions also increase the residence time of the 
peptide or protein solute at the sorbent surface, which may then result in an 
increase in the degree of denaturation.

The operating temperature can also be used to manipulate resolution. While 
the separation of peptides and proteins is normally carried out at ambient 
temperature, solute retention in RPC is influenced by temperature through 

Fig. 44.4. Effect of column internal diameter on detector sensitivity. Column: Brownlee 
RP-300 C8 (7-µm particle size, 30-nm pore size), 3 cm × 4.6 mm ID and 10 cm × 2.1 mm 
ID (Applied Biosystems) and 5 cm × 0.32 mm ID. Conditions: linear gradient from 0 to 60% 
acetonitrile with 0.1% TFA over 60 min, 45°C. Flow rates, 1 ml/min, 200 µl/min, and 4 µl/min 
for the 4.6, 2.1, and 0.32 mm ID columns respectively. Sample loadings, lysozyme, 10 µg, 
4 µg, and 0.04 µg for the 4.6, 2.1, and 0.32 mm ID columns respectively (reprinted from R.L. 
Moritz, R.J. Simpson 1992, Application of capillary reversed phase high performance liquid 
chromatography to high sensitivity protein sequence analysis, J. Chromatogr., 599, 119–130, 
with kind permission from Elsevier Science – NL, Sara Burgerhartstraat 25, 1055 KV 
Amsterdam, The Netherlands ref. 22)
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changes in solvent viscosity. In addition to this, peptide and protein conforma-
tion can also be manipulated by temperature. In the case of proteins, where 
biological recovery is not important, increasing temperature can be used to 
modulate retention via denaturation of the protein structure. For peptides, sec-
ondary structure can actually be enhanced through binding to the hydrophobic 
sorbent. Changes in temperature can therefore also be used to manipulate the 
structure and retention of peptide mixtures.

Detection of peptides and proteins in RPC, and in all modes of chroma-
tography, generally involves detection at between 210 and 220 nm, which is 
specific for the peptide bond, or at 280 nm, which corresponds to the aromatic 
amino acids tryptophan and tyrosine. The use of photodiode array detectors 
can enhance the detection capabilities by the on-line accumulation of complete 
solute spectra. The spectra can then be used to identify peaks specifically on 
the basis of spectral characteristics and for the assessment of peak purity. In 
addition, second derivative spectroscopy can provide information on the con-
formational integrity of proteins following elution.

In summary, RPC is now firmly entrenched as the central tool for the analy-
sis of peptides and proteins and thus plays a pivotal role in the pharmaceutical 
and biotechnology industries.

2.2. Hydrophobic Interaction Chromatography

Hydrophobic interaction chromatography (HIC) is a valuable technique for 
the separation of proteins under nondenaturing conditions. HIC involves the 
use of high salt concentrations to promote hydrophobic interactions between 
the protein and the hydrophobic stationary phase. Solutes are then eluted in 
order of increasing hydrophobicity though the application of a descending salt 
gradient that weakens the hydrophobic interactions between the protein and 
the sorbent material. The ligands used for HIC materials are less hydrophobic 
than those in RPC. Thus, in contrast to the denaturing effects of low pH and 
organic solvent present in RPC systems, the mobile phases used in HIC gener-
ally stabilize protein structure.

Both polymeric and silica based HIC supports have been produced and a 
range of mildly hydrophobic ligands are available to perform HIC. In particu-
lar both alkyl and aryl ligands have proven to be successful in obtaining high 
levels of selectivity. Figure 44.5 shows the influence of a range of ligands on 
the retention behavior of a series of globular proteins and demonstrates that 
protein retention increases in the order hydroxypropyl < methyl < benzyl = 
propyl < isopropyl < phenyl < pentyl. This figure clearly illustrates the influ-
ence of the ligand structure on the retention of proteins in HIC. Other ligand 
types that can be used include silica-based ether-bonded alkyl phases, neo-
pentylagarose, and phenylagarose.

Selectivity in HIC can be manipulated by changes in the nature of the 
eluting salt, salt concentration, pH, temperature, and the addition of mobile 
phase modifiers. Protein retention is strongly dependent on the type of salt 
employed. Salts defined as being kosmotropic or structure-making are used as 
they enhance hydrophobic interactions through a salting-out mechanism. An 
example of the effect of salt on the retention of lysozyme in HIC is shown in 
Fig. 44.6. (NH4)2SO4 is the most commonly used salt in HIC, while Na2SO4 
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Fig. 44.5. HIC separations of standard proteins using different stationary phases. Stationary phase applied were 
PolyPROPYL and PolyETHYL Aspartamide and a PROPYL HIC column from other vendor. The elution con-
dition consists of, mobile phase A: 1.8 M ammonium sulfate + 0.1 M potassium phosphate, pH 7.0 and mobile 
phase B: 0.1 M potassium phosphate, pH 7.0. A 40 min linear gradient was used from 0 to 100% B at 1 mL/min 
flow rate. The elution was followed at 220 nm. Peaks: a, cytochrome c; b, ribonuclease A; c, myoglobin; d, con-
albumin; e, neochymotrypsin; f, α-chymotrypsin; g, α-chymotrypsinogen. A (reproduced from K Benedek in 
High Performance Hydrophobic Interaction Chromatography, in HPLC of Peptides and Proteins: Methods and 
Protocols, Aguilar, MI, Humana Press, 2004, pp 45–53 ref. 23)
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and NaCl also find application. (NH4)2SO4 has a high solubility and low UV 
absorbance and is readily available in high purity required for HPLC. Initial 
salt concentrations usually range from 1 to 3 M, and the starting concentration 
can also influence selectivity of a separation.

The pH of mobile phases used in HIC is typically between five and seven 
and buffered with sodium or potassium phosphate. The influence of pH on 
protein retention is dependent on the particular protein as the manipulation 
of charges located in or near the hydrophobic binding domain will have a 
profound effect on the affinity of the protein for the sorbent material. Thus, 
changes in pH represents a useful parameter to modulate selectivity.

The gradient shape is an additional parameter that can be used to manipulate 
selectivity in HIC. The retention behavior of proteins in HIC generally reveals 
a linear dependence of retention on salt concentration. The selection of elution 
conditions to maximize resolution among components therefore follows the 
same rationale as described for RPC in the previous section.

The addition of other solvent modifiers has also been shown to affect reten-
tion in HIC through changes in the surface tension of the mobile phase. These 
include detergents such as Triton X-100 and CHAPS, organic solvents such as 
5–20% methanol, acetonitrile, or even ethylene glycol and urea or guanidine 
hydrochloride at concentrations of 1–2 M. In all cases, it is possible that these 
additives may cause denaturation of the target proteins, so care is needed to 
minimize protein conformational changes when introducing these additives to 
the mobile phase.

Fig. 44.6.  The effect of salt on the elution of lysozyme in HIC. Column; Toyopearl HW-
65S (Toyo Soda), 50 cm × 8 mm ID, 30-µm particle size, 100-nm pore size. Conditions; 
isocratic elution with 20 mM TRIS-HCl, pH 7, containing 1.3 M ammonium iodide, chlo-
ride, acetate, or sulphate, at a flow rate of 1 mL/min (reprinted with permission from B.F. 
Rogetter et al., 1990 in M.R. Ladisch, R.C. Willison, C.C. Painton and S.E. Builder Eds. 
Protein Purification: From Molecular Mechanisms to Large Scale Processes, Washington 
DC, American Chemical Society, p. 80–92 ref. 24)
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Temperature can also be used to manipulate selectivity in HIC through 
changes in protein conformation. Depending on the protein solute, chroma-
tography in the range 15–50°C can be used to sharpen individual peaks shapes 
and hence improve resolution. However, significant band broadening can also 
be observed as a result of slow conformational interconversions, which results 
in a decline in resolution.

Overall, HIC is a powerful tool for the purification of proteins in a bio-
logically active form. Moreover, protein structure and conformation play a 
crucial role in the chromatographic behavior of proteins and subtle changes 
in selectivity can be achieved through changes in the relative solubility and 
three-dimensional structure of the protein solute.

2.3. Ion-Exchange Chromatography

High performance ion-exchange chromatography (IEC) is now extensively 
used in the analysis of proteins, and also to a lesser extent for the analysis 
of peptides. The early stages of protein purification generally use solubility-
based techniques to carry out the initial fractionation. Differences in size and 
shape of the proteins are then exploited through application of size exclusion 
or preparative electrophoretic techniques. Adsorptive techniques, including 
IEC and RPC are then introduced to allow rapid increases in the level of reso-
lution, recovery, and product purity. A significant advantage of IEC over the 
other adsorptive mods of chromatography is the nondenaturing effects of the 
solutions used to elute proteins from the ion-exchange sorbents. Thus, while 
gross conformational changes can be observed in RPC, these are not com-
monly found in IEC of proteins.

Protein retention in ion-exchange chromatography arises from electro-
static interactions between the peptide or protein and the charged sorbent 
material and solutes are eluted by increases in the concentration of a dis-
placer salt. As a consequence, the “net charge” concept is widely used to 
predict the retention characteristics of proteins with both anion and cation-
exchange materials. According to this model, and as illustrated in Fig. 44.7, 
a protein will be retained on a cation-exchange column if the solvent pH is 
lower than the pI of the protein. Conversely, a protein will be retained on 
an anion-exchange column if the pH is above the pI of the protein. With 
mobile phases operating at a pH equal to the protein’s pI, the surface of the 
protein is considered to be overall electrostatically neutral and under these 
conditions, the protein should not be retained on either cation- or anion-
exchangers.

While this model can be used to predict the retention behavior of peptides in 
IEC, this classical model is recognized as a simplistic approach to describing 
protein retention. The amphoteric nature of proteins results in the existence of 
localized areas of electrostatic charge at different pHs, which can allow the 
protein to be retained even under conditions where the protein may be at its 
isoelectric point.

Overall, the magnitude of electrostatic interactions between proteins and 
the charged sorbent material in IEC depends on the number and distribution 
of charged sites on the solute molecule that define the electrostatic contact 
area of the protein, the charge density of the sorbent and the mobile phase 
composition. In summary, the magnitude of the electrostatic interactions, and 
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hence retention, in IEC are dependent on the following structural and chroma-
tographic parameters,

1)  The number and distribution of charged sites on the solute molecule that 
constitute the electrostatic contact area

2) The charge density of the immobilized charged ligand
3) The mobile phase composition

It is these factors that can be used to manipulate peptide and protein surface 
charge to allow optimization of selectivity in IEC.

The support materials available for high performance ion-exchange chro-
matography are generally silica-based or polymer-based materials. An ion-
exchange material is selected on the basis of the desired particle and pore 
size, swelling characteristics at the operational pH range. However, the major 
factor is the capacity of the ion-exchanger, which depends on the nature of the 
charged functional groups and the charge density as well as the pore size of 
the material and the charge distribution on the protein solute.

The two classes of ion-exchangers are cation exchangers, which contain 
negatively charged functional groups, and anion exchangers, which contain 
positively charged functional groups. The most commonly encountered 
ligands are listed in Table 44.1. Strong cation exchangers normally contain 
sulphonic acid groups while strong anion exchangers contain quaternary 
ammonium functional groups. The charged ligands in weak cation exchang-
ers generally contain carboxylic groups while weak anion-exchangers are 
primary, secondary, or tertiary amines. The terms strong and weak refer to the 
degree of ionization with pH as strong ion-exchangers are completely ionized 
over a much wider pH range than weak ion-exchangers.

The selectivity of proteins in IEC can be manipulated by variation in solution 
pH and ionic strength that alters the electrostatic surface potential of the protein 
solutes and the charged ligand thereby influencing the strength of the electro-
static interactions. Changes in the nature of the displacer ion and the buffer spe-
cies represent additional methods by which protein retention can be modified.

Fig. 44.7. The theoretical relationship between protein net charge and chromatographic 
retention in ion-exchange chromatography
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While NaCl is the most commonly used ionic displacer, a number of other 
monovalent and multivalent salts can be used. The ions may influence reten-
tion through specific interactions with the ion-exchange ligand, thereby chang-
ing their ionic properties. In addition, specific salts may alter the conformation 
of proteins which in turn will influence their retention behavior. At fixed ionic 
strengths, anions can be ranked in terms of solute retention as follows

F − < CH3COO−< C1−< HPO4
2− < SO4

2+

Similarly, cations are ranked according to the series

K − < Na+ < NH4
+ < Ca2+ < Mg2+

KCl, NaOAc, MgCl2, and Mg3(SO4)2 have all been used for the analysis and 
purification of a wide range of proteins. The effect of different displacer salts 
on protein retention in weak anion-exchange chromatography is shown in 
Fig. 44.8, which illustrates the profound influence that the nature of the salt 
can exert on the electrostatic interactions between proteins and ion-exchange 
materials.

The selection of buffer depends on the pH range required to adsorb the 
protein to the stationary phase. While selection of a pH can be a straight-
forward task based on the known pI of the protein, for proteins of unknown 
pI or closely related proteins such as isoforms or recombinant muteins, a 
map of retention versus pH can assist in the selection of mobile phase pH. 
Once the pH range is established, additional changes in selectivity can be 
obtained through changes in the nature of the buffer species. The most com-
monly employed buffer species include phosphate and Tris–HCl buffers. A 
range of buffers, which are commonly used in IEC of proteins, is listed in 
Table 44.2.

While isocratic elution can be used to separate proteins in IEC, gradient 
elution is generally employed to obtain high resolution separations of proteins 
in IEC. Linear elution over 16–120 min is generally applied among ionic 
strengths ranging from 0 to 0.5 M salt. Buffer concentrations usually range 
between 20 and 50 mM.

A number of additional materials can be added to the mobile phase to 
further enhance selectivity. For example, hydrophobic interactions may 
contribute to peptide and protein retention in IEC owing to the nature of the 
stationary phase material. It has been reported that solutes cannot be eluted 
with some ion-exchangers without the addition of acetonitrile or methanol 
to the mobile phase. The percentage organic modifier is usually in the range 

Table 44.1. Commonly encountered ligands for ion-exchange chromatography.

Ion exchanger Functional group 

Strong cation exchanger (SCX) Methylsulphonate −CH2SO3
−

Weak cation exchanger (WCX) Carboxymethyl −OCH2COO−

Strong anion exchanger (SAX) Methyl trimethyl −CH2N
+(CH3)3

   ammonium

Weak anion exchanger (WAX) Diethylaminoethyl −OCH2H2N
+H(CH2CH3)2
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Fig. 44.8. The effect of different displacer salts on the retention of proteins sepa-
rated by weak anion-exchange chromatography. Column, SynChropak AX-300, 
25 cm × 4.1 mm ID, 6.5-µm particle size, 30-nm pore size (SynChrom, Linden, IN). 
Conditions; Linear gradient from 0 to 1 M salt over 30 min at a flow rate of 1 ml/min, 
detected at 254 nm. Top panel = sodium phosphate, lower panel = sodium acetate. 
Proteins; 1, myoglobin; 2, conalbumin; 3, ovalbumin; 4, β-lactoglobulins B and A 
(reprinted with permission from M.P. Nowlan, K.M. Gooding, 1991, in ref. 3)

of 10–40%. Higher levels of solvent can cause salt precipitation and may 
also affect protein conformation.

In summary, high performance ion-exchange chromatography continues 
to be an important technique for the analysis and purification of proteins 
under mild nondenaturing conditions and also provides a very useful selec-
tivity alternative for the analysis of peptide samples.
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2.4. Size Exclusion Chromatography

Size exclusion chromatography (SEC) is frequently used as the first step in 
the isolation of proteins from complex mixtures where separation is carried 
out according to molecular size and shape. SEC can also be used for desalt-
ing samples through buffer exchange and has also found application in the 
analysis of peptides. SEC has also been established as a physicochemical tool 
for estimating molecular size and shape of proteins and has provided insight 
into protein folding mechanisms by monitoring changes in protein size as a 
 function of changes in the concentration of chemical denaturants.

Separation in SEC is based on differences in molecular size in solution. 
Porous stationary phases are used with defined pore diameters and elution 
conditions are used that minimize interaction between the solute molecules 
and the stationary phase material. The larger the molecule the smaller the 
amount of accessible pore volume. Molecules that are larger than the largest pore 
diameter cannot penetrate into the stationary phase pores and pass through the 
column with the fastest retention time. These molecules are eluted with V0, 
while the smallest molecule is eluted in the Vt, the total volume of the column. 
Vt is the sum of the void volume and the interstitial volume Vi , i.e.,

 Vt = Vo + Vi (6)

Solute elution volume in SEC is denoted by Ve which should be between V0 
and Vt and can be expressed as follows

Table 44.2. Buffers commonly used in IEC.

pH range Buffer

Cation exchange

1.5–2.5 Maleic acid

2.6–3.6 Citric acid

3.6–4.3 Lactic acid

4.8–5.2 Acetic acid

5.0–6.0 Malonic acid

6.7–7.6 Phosphate

7.6–8.2 HEPES

Anion exchange

4.5–5.0 N-methyl piperazine

5.0–6.0 Piperazine

5.8–6.4 bis-Tris

7.3–7.7 Triethanolamine

7.6–8.0 Tris

8.5–9.0 1,3-diaminopropane

9.5–9.8 Piperazine



Fig. 44.9. A. Gel filtration chromatography of a series of protein molecular mass standards on a prepacked Superdex 
200 HR 10/30 column (Amersham Biosciences). Standards were 1. thyroglobulin (Mr 669,000), 2. ferritin (Mr 
440,000), 3. human IgG (Mr 150,000), 4. human transferrin (Mr 81,000), 5. ovalbumin (Mr 43,000), 6. myoglobin (Mr 
17,600), 7. vitamin B12 (Mr 1,355). Conditions were: 50 mM sodium phosphate, 150 mM NaCl, pH 7.0, flow rate = 
0.25 mL/min (19 mL/cm2/h). Figure reproduced with the kind permission of Amersham Biosciences. B. Diagrammatic 
representation of the measurement of the void volume (V0), elution volume (Ve) and total volume (Vt) for a gel filtration 
column. V0 is the elution volume of molecules too large to enter the pores of the gel media, whereas Vt is the total vol-
ume of the column determined with a small molecule. Ve represents the elution volume of a molecule of intermediate 
molecular mass. Determination of these parameters is best done with standard proteins (see panel A) under optimal 
conditions for flow rate and sample size. From these measurements the coefficient Kav can be derived, Kav = (Ve − V0) 
/ (Vt − V0). C. The selectivity curve for a particular gel filtration media is a plot of Kav versus log molecular weight, 
and the data shown here has been derived from Panel A. Selectivity curves as provided by the manufacturer are used 
to choose the gel filtration media that best suits the application, while in the laboratory they are useful for estimation 
of the molecular mass of an unknown protein (reproduced from P. Stanton in Gel Filtration Chromatography, in HPLC 
of Peptides and Proteins: Methods and Protocols, Aguilar, MI, Humana Press 2004, pp. 55–74 ref. 25)
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Fig. 44.10. The separation of peptides by size exclusion chromatography. Column; 
Superdex Peptide HR 10/30 (Pharmacia, Uppsala, Sweden). Conditions; 0.25 M NaCl in 
0.02 M phosphate buffer pH 7.2, flow rate 0.25 mL/min (High performance size exclusion 
columns Data file No 18-1106-06, 1994, courtesy of Amersham Pharmacia Biotech)

 Ve = Vo + KdVi (7)

where Kd is the distribution coefficient that defines the fraction of internal 
volume that is accessible to the protein solute as shown in Fig. 44.9B.

The packing materials available for high performance SEC are generally 
silica-based or polymeric. The pore diameter of SEC supports determines the 
exclusion limits of the material. Columns are characterized in terms of the 
molecular weight range that can be adequately separated, which is dependent 
on the pore diameter. Generally pore diameter ranges between 100 and 500 Å. 
The pore volume is also an important property of an SEC material, which must 
be sufficiently large to provide a high peak capacity, i.e., the ability to separate 
seven peaks with a resolution of one. Column efficiency in high performance 
SEC supports is particularly important as solutes are eluted isocratically and 
therefore do not exhibit band sharpening, which occurs with gradient elution. 
SEC supports generally have particle diameters between 5 and 10 µm.

The hydrodynamic shape and volume rather than molecular weight per se 
is the physical property of proteins that causes separation in SEC. To achieve 
accurate estimations of molecular weight, a column must be calibrated with 
molecules that have the same overall shape. Under ideal conditions, Kd will 
be proportional to the logarithm of the molecular weight of the protein as 
 illustrated by a typical calibration curve shown in Fig. 44.9C for the pro-
tein separation shown in Fig. 44.9A. While the majority of applications of 
SEC have involved the analysis and purification of proteins, SEC has also 
recently been used in the analysis of peptides. An example of the high level 
of resolution that can be achieved for peptides is shown in Fig. 44.10, which 
demonstrates excellent separation in the MW range of 75–12,500 Da.
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Mobile phase selection is important in SEC to minimize nonspecific inter-
actions between the support and the solutes and also to avoid mobile phase 
induced changes in solute molecular shape. Both ionic and hydrophobic 
interactions can also contribute to the elution volume of proteins in SEC as 
most packings are weakly acidic (owing to residual negative charges) and/or 
mildly hydrophobic. Ionic interactions can be minimized by increasing the 
ionic strength of the mobile phase through the addition of up to 0.5 M NaCl. 
However, increasing ionic strength also results in the enhancement of hydro-
phobic interactions. Thus a balance is necessary to minimize both undesired 
interactions. A common mobile phase composition that is employed for SEC 
of proteins is phosphate buffer at pH 7 with ionic strength of 0.05–0.1 and 
by optimizing pH and ionic strength, secondary interactions can be almost 
excluded. However, ionic or hydrophobic interactions can also be used to 
manipulate selectivity of protein separations.

3. Applications

The application of the four main interactive modes of chromatography to 
peptide and protein isolation, separation and purification are clearly too broad 
in nature and number to fully describe here. Examples of these applications 
include proteolytic mapping, post-translational modifications, neuropeptide 
processing, glycopeptides, and glycoproteins, MHC-binding peptides, toxins/
venoms, membrane proteins, antibodies, combinatorial and proteome analysis, 
and enzymatic activity. Below is a summary of the some of the key applica-
tions to provide a sense of the depth and breadth of impact of HPLC in the 
life sciences.

3.1. High Resolution Peptide and Protein Separations

RPC is extremely versatile for the isolation of peptides and proteins from a 
wide variety of synthetic or biological sources and is used for both analytical 
and preparative applications. Analytical applications range from the assess-
ment of purity of peptides following solid-phase peptide synthesis, to the 
analysis of tryptic maps of proteins. Preparative RPC is also used for the 
micropurification of protein fragments for sequencing to large scale purifica-
tion of synthetic peptides and recombinant proteins (12–14). The complexity 
of the mixture to be chromatographed will depend on the nature of the source 
and the degree of preliminary clean-up that can be performed. In the case of 
synthetic peptides, RPC is generally employed both for the initial analysis and 
the final large scale purification. The purification of synthetic peptides usually 
involves an initial separation on an analytical scale to assess the complexity 
of the mixture followed by large-scale purification and collection of the tar-
get product. A sample of the purified material can then be subjected to RPC 
analysis under the same or different elution conditions to check for purity. The 
isolation of proteins from a biological cocktail derived from a tissue extract 
or biological fluid for example, often requires a combination of techniques 
to produce a homogenous sample. HPLC techniques are then introduced at 
the later stages following initial precipitation, clarification, and preliminary 
separations using soft gel.
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An example of the high resolution analysis of a tryptic digest of a protein 
is shown in Fig. 44.11. This figure, in which 150 peaks were identified, dem-
onstrates the highly selective separation that can be achieved with enzymatic 
digests of proteins using RPC as part of the quality control or structure deter-
mination of a recombinant or natural protein. The chromatographic separation 
was obtained with a C2/C18 stationary phase packed in a column of dimen-
sions 10 cm × 4.6 mm internal diameter. Separated components can then be 
directly subjected to further analysis such as automated Edman N-terminal 
sequencing or electrospray mass spectrometry.

For peptide applications where incomplete separation is observed in RPC, ion-
exchange chromatography represents a very useful alternative separation mode. At 
neutral pH, basic peptides can be separated by cation-exchange chromatography 
and acidic peptides can be analyzed by anion-exchange chromatography. However, 
ion exchange of peptides is more commonly carried out at acidic pH, in the range 
2.5–3.0, where most peptides are positively charges and hence cation exchange is 
applicable. At this pH range, the negative charges associated with aspartate and 
glutamate residues and the C-terminus are neutralized, while arginine, lysine, his-
tidine residues, and the N-terminus are positively charged.

Commonly used solvents for peptide IEC are usually based on phosphate 
buffers with NaCl or KCl as the displacer ion. For peptides up to approx 50 
residues in length with no significant secondary structure, retention is  governed 
by the number of positive charges. Thus peptides differing by a single charge 
are generally well-resolved. However peptides with the same charge but dif-
ferent amino acid composition can also be separated owing to differences in 
overall charge density. In addition, hydrophobic interactions may also contrib-
ute to the retention of peptides with ion-exchange resins. In these cases organic 

Fig. 44.11. High resolution reversed phase chromatographic separation of a tryptic 
digest of a 165 kDa protein on a µRPC C2/C18 ST 4.6/100 column, (dimensions 10 cm 
× 4.6 mm ID, 3-µm particle size, 12-nm pore size). Eluent A: 0.065% trifluoroacetic 
acid (TFA) in water, eluent B: 0.050%TFA in 84% acetonitrile. Gradient elution was 
carried out with 0%B for 2 column volumes (CV), 0–50% for 392 CV (650 min); 
50–100% B for 55 CV (91 min); 100%B for 10 CV (17 min), flow rate of 1 mL/min 
and detection was at 215 nm (reprinted with permission from Amersham Bioscience, 
AKTA™purifier Application Note No. 18-1119-53)
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solvent can be added to the mobile phases to further modulate selectivity. Ten 
to forty percent v/v of either methanol or acetonitrile can be used.

3.2. LC-MS for Peptide/Protein Analysis

One of the most significant recent advances in bioanalytical technology is the 
advent of mass spectrometry for the analysis and measurement of peptide and 
protein molecular mass. In particular, the development of on-line electrospray 
mass spectrometry following RPC (LC-ES-MS) has provided a powerful detec-
tion system for the rapid analysis of peptide and proteins [15,16]. The identi-
fication of proteins, peptide fragments and various modifications is essential 
for understanding biological processes and the function of proteins for normal 
healthy and at various disease states. The resulting insights lead to the develop-
ment of therapies for intervention, and ultimately, the cure of disease. The infor-
mation and knowledge derived from this type of study are extremely valuable for 
activities involved with target identification activities during drug discovery.

As described in previous sections, chromatographic analysis of peptide 
and protein is conventionally detected and quantified by the ultraviolet and/or 
fluorescence detection. However, quantitative methods combining separation 
 techniques with UV or fluorescence detection are of limited applicability when 
analysing highly complex biomolecule mixtures. Such samples require high-
resolution baseline separations or exceedingly high concentrations of analytes 
to overcome the impact of the matrix, because of unselective UV/fluorescence 
detection. Therefore, effective and sensitive peptide/protein detection and 
quantification from biological samples demands highly selective, robust, and 
accurate LC-MS methods.

LC-MS is a versatile combination of a commonly used chromatographic tech-
nology and mass spectrometry, a powerful identification tool not only for proteins 
but for all classes of organic molecules. The coupling of LC with MS has had an 
enormous impact on small molecule and protein profiling, and has proven to be an 
important alternative method to two-dimensional gel electrophoresis.

Figure 44.12 shows the LC-MS analysis of an Arg-C digest of plasminogen 
activator separated on a C18 column, with the total ion current in the upper 
trace and the elution profile detected at 214 nm in the lower trace. The availability 
of on-line mass spectrometry thus significantly facilitates the identification 
of the peptide fragments. Other important applications involve the identifica-
tion of posttranslational modifications of peptides and proteins, assignment of 
disulphide bonds, and the identification of peptides bound to major histocom-
patibility complex molecules.

3.3. Capillary Liquid Chromatography

The transfer of analytical HPLC methods from conventional-size columns 
with typical 3.0–4.6 mm ID to capillary size dimensions of 0.1–0.5 mm ID has 
been a significant advance in recent years bringing several advantages such as 
reduction in the consumption and disposal of solvents, working with limited 
sample amounts and efficient interfacing with electrospray ionization MS. In 
principle, the various mechanisms utilized in conventional LC separations can 
be effectively implemented in packed capillary formats. However, most separa-
tions utilizing capillary LC are now performed using the reversed phase mode 
of separations. This is primarily because RPC is highly compatible with MS 
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detection using ESI and requires only low flow rates to achieve both high sepa-
ration efficiency and high detection sensitivity. Other modes of LC separation 
commonly utilized in peptide/protein separations include IEC, SEC, HIC and 
affinity chromatography. Many of these modes of chromatography are used in 
sample cleanup, preconcentrations, or fractionation before final analyses.

IEC is primarily used for sample fractionation of either proteomic intact 
proteins or their proteolytic peptides, and is usually practiced using micro-
columns or even conventional columns. However, because of sensitivity 
requirements for proteomic analysis, the use of capillary IEC is appealing. The 
sample capacity has been found to be significantly smaller than for capillary 
RPC using the same dimensions of packed capillary columns. For example, 
<100 µg of a yeast lysate tryptic digest can be loaded on an 85 cm × 150 µm 
ID capillary packed with 3 µm SCX particles (300 Å pores), while 500 µg of 
the same sample can be loaded on the same dimension capillary packed with 
3-µm C18 particles (300-Å pores). Desalting of samples can improve the load-
ing capacity to some extent. These properties are important in the selection 
of capillary column dimensions for two-dimensional separations, particularly 
considering issues related to detection sensitivity (i.e., with MS). Additionally, 
IEC elution properties of proteins and peptides potentially provide valuable 
information for assisting protein identification.

Fig. 44.12. LC-MS of a tryptic digest of single-chain plasminogen activator. Column:
Vydac C18, 5-µm particle size, 30-nm pore size. Conditions: linear gradient from 
0–60% acetonitrile with 0.1%TFA over 90 min, 45°C, flow rate 0.2 mL/min. (A) elec-
trospry mass spectrometry total ion current, (B) detection at 214 nm (Reprinted from A. 
Apffel, J. Chakel, S. Udiavar, WS. Hancock, C. Souders and E. Pungor Jr. Application 
of capillary electrophoresis, high performance liquid chromatography, on-line electro-
spray mass spectrometry and matrix-assisted laser desorption ionization-time of flight 
mass spectrometry to the characterization of single-chain plasminogen activator, 1995, 
J. Chromatogr. A 717, 41–60, with kind permission from Elsevier Science – NL, Sara 
Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands)
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3.4. Multidimensional Peptide and Protein Separations

The design of multidimensional purification schemes to achieve high levels of 
product purity highlight the power of HPLC techniques in peptide and protein 
purification (14,17,18). One such example is shown in Fig. 44.13 where the 
judicious use of SEC, IEC and RPC resulted in the efficient purification of 
murine epidermal growth factor (19) whereby manipulation of the sample 
between stages has been minimized and selectivity has been maximized.

Because of the complexity of proteomic samples, two or even multidimen-
sional separations are also being increasingly used to achieve high-resolution 
separations (20,21). Although comprehensive two-dimensional LC separations 
have been developed, the fast separation in the second dimension (currently) is 
generally far from optimal for data-dependent MS/MS peptide identification 
(e.g., using ion trap MS). Additionally, the interface between the first and the 
second dimension separation also effectively degrades the detection of low-
abundance species. The two-dimensional separations that have been used for 
proteomic analyses to date achieve their separation efficiencies (combined 
peak capacities of ∼103) primarily from the second dimension separation, 
while the first dimension separation is only used for a limited number of 
sample fractionations (typically the fraction number is < 20). The separation 
of total human plasma proteins digested with trypsin with high-efficiency capillary 
SCX/RPC is demonstrated in Fig. 44.14. Although used in this way, the first 
dimension separation efficiency is also important because it determines the 
number of overlapping (or repeated) components in neighboring fractions. 

Fig. 44.13. Multidimensional micropreparative HPLC of murine epidermal growth 
factor (mEGF), using size exclusion, anion-exchange and reversed phase chromatogra-
phy. (A) mEGF (4.5 µg, 750 pmol) was chromatographed on a Superose 12 PC 3.2/30 
SEC column (Pharmacia, Uppsala, Sweden), 30 cm × 3.2 mm ID, using a mobile phase 
of 1%ammonium bicarbonate/0.02%Tween 20 at a flow rate of 0.1 mL/min. (B) The 
major peak in (A) was collected and applied to a Mono-Q PC 1.6/5 anion-exchange 
column (Pharmacia), 30 cm × 3.2 mm ID, using a linear gradient from 0–1 M sodium 
chloride in 20 mM Tris–HCl, pH 7.5 over 50 min at a flow rate of 0.1 ml/min. (C) The 
major peak from (B) was collected and further purified by RPC using a Brownlee 
RP-300 column, 30 cm × 2.1 mm ID, and a linear gradient from 0–60% acetonitrile in 
0.15% TFA over 60 min at a flow rate of 0.1 ml/min. The integrated peak areas and the 
calculated recovery among stages are indicated in (B) and (C) (from 19)
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Both CE and capillary LC can also be used as the first separation dimension 
for sample fractionation; however, the separation sample capacity for the first 
dimension and the fluid compatibility with MS for the second dimension have 
to be considered when constructing such two-dimensional separations.

Capillary RPC-MS currently plays a dominant role in proteomic analyses 
involving peptide mixtures owing to its robustness for a variety of peptide 
properties (highly acidic/basic and hydrophilic/hydrophobic). Following enzy-
matic digestion of the global whole-proteome proteins, the resultant extremely 
complex peptide mixtures can be directly analyzed using capillary RPC-MS 
or MS/MS. Yates and co-workers have introduced a serial two-dimensional 
LC for proteomic analysis (20). In this approach, a biphasic microcolumn in 
which a single capillary with 100 µm ID is first packed with 5 µm C18 for 8 cm 
and then packed with 5 µm SCX for 4 cm, which is similar to those used in 
serial column chromatography. The two-dimensional separations are achieved 
by alternatively eluting with salt step and a 60 min linear aqueous acetonitrile 
gradients through the whole biphasic column. The system is used for direct 
analysis of large protein complexes, and this multidimensional protein identifi-
cation technology (MudPIT), was applied to proteome-wide protein identifica-
tion. Optimizations included fractionation of a yeast derived proteome sample 
into three fractions (i.e., soluble, lightly washed, and heavily washed fractions) 

Fig. 44.14. High-efficiency 2D capillary SCX/RPC separation of total human plasma 
proteins digested with trypsin. The total plasma tryptic digests were first separated 
in an 80 cm × 320 µm ID fused-silica capillary packed with polysulfoethyl aspar-
tamide-bonded silica particles (3µm diameter, 300-Å pore size). A linear gradient of 
4 mM phosphate, pH 2.5 to 0.4 M phosphate buffer in 200 min was used to separated 
the tryptic peptides. The peptides were separated into 15 fractions followed by RPC 
separation using an 85 cm 30-µm ID capillary (packed with 3 µm C18 particles, 300 Å 
pore size). The number of proteins identified were given in parentheses (reprinted with 
permission from 18)
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before the tryptic digestion, extension of C18 packed column length to 10 cm, 
varying mobile phase composition by adding 0.02% heptafluorobutyric acid 
(HFBA), using shallow gradient, and using 15 fractionation cycles. In ∼84 h 
required for three runs of the three fractions, a combined 5,540 peptides were 
assigned, leading to identification of 1,480 proteins. In ∼28 h of a single run, 
630 soluble proteins from 1,665 assigned peptides were achieved for the solu-
ble protein fraction. By analyzing the data set against the database, 72 out of 
231 possible peripheral membrane proteins were detected and identified. The 
addition of HFBA to the mobile phase has significantly improved the sensitiv-
ity and separation resolution in the biphasic column. The separation efficiency 
of the MudPIT system was evaluated, and a peak capacity of 216 was achieved 
for the 5-µm C18 packed 10-cm capillary. Combined with 15 cycles (i.e., first 
stage fractions), a total peak capacity of 3,240 was estimated.

4. Summary

The number of applications of HPLC in peptide and protein purification continue 
to expand at an extremely rapid rate. Solid phase peptide synthesis and recom-
binant DNA techniques have allowed the production of large quantities of peptides 
and proteins that need to be highly purified. The design of multidimensional puri-
fication schemes to achieve high levels of product purity highlight the power of 
HPLC techniques in the production of peptide and proteins-based therapeutics.

Following purification, mass spectrometry can be used to confirm the struc-
tural identity of synthetic peptides, while recombinant proteins require further 
structural analysis by high resolution analytical fingerprinting to confirm the 
amino acid sequence. RPC will therefore continue to be the central method 
for the characterization and quality control analysis of synthetic peptides and 
recombinant proteins. Moreover, the coupling of mass spectrometry to allow 
on-line identification of samples will become routine and continue to expand 
the analytical power of HPLC. Other coupled techniques such as LC-CE (cap-
illary electrophoresis) and LC-biosensor will also allow more rapid on-line 
analysis of sample purity and bioactivity.

Other areas of separation technology in which significant advances are antici-
pated to emerge are in the areas of miniaturization and high speed analysis to 
allow the efficient purification of femtomolar to attomolar levels of material. 
These techniques will have important impact in the discovery of new bioac-
tive peptides and novel proteins as potential candidates for new therapeutics. 
However, in the postgenomic era, the overwhelming application of HPLC will 
be in the continuing development of new approaches to proteomic mapping.
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1. Introduction

Amino acid analysis is carried out to provide information on the different types 
and concentrations of amino acids in proteins and peptides from both natural 
and synthetic sources. It is also an important analysis technique in the determi-
nation of levels of free amino acids in foodstuffs and clinical specimens such as 
physiological fluids and tissues. In addition to the 20 well known amino acids 
some 700 unusual naturally occurring amino acids have been reported (1,2).

The identification and quantification of amino acids can be divided into five 
constituent parts, sample purification and preparation, hydrolysis, derivatization, 
analysis, and data handling.

a) Sample purification and preparation: In many types of samples the amino 
acids can be found in media not compatible with any of the analytical 
systems available. The presence of buffer salts, urea, detergents etc., can 
interfere with both the hydrolysis and subsequent derivatization so some 
purification and sample preparation steps are required before hydrolysis, 
derivatization and analysis. Methods that utilize postcolumn derivatization 
of amino acids are generally not affected by buffer component concentrations 
to the same extent as precolumn derivatization methods.

 Sample purification methods are outlined in Section 2.
b) Hydrolysis of proteins and peptides: Purified peptides and proteins are 

subjected to elevated temperatures under acidic conditions to break the 
peptide bonds to produce free amino acids. Protein and peptide samples are 
first dried in a hydrolysis tube. In Liquid Phase hydrolysis the acid solu-
tion is added to the sample tube and each sample tube is then sealed under 
vacuum. In vapor phase hydrolysis the individual sample tubes are placed 
into a hydrolysis vessel and acid solution is added to the vessel before 
being sealed so only the vapor from the heated acid solution is in contact 
with the sample. Generally higher sensitivity is achieved with the vapor 
phase hydrolysis method because any possible contaminants from the acid 
hydrolysis solution are kept to a minimum.

 Hydrolysis methods are outlined in Section 3.
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c) Derivatization of free amino acids: Because amino acids do not have a 
natural chromophore some form of derivatization is required to aid their 
detection. In postcolumn derivatization, the derivatization occurs after the 
liquid chromatography which usually occurs on an ion exchange chroma-
tography column whereas precolumn derivatization is carried out before 
the chromatography which is typically reverse phase liquid chromatogra-
phy (RPLC).

 It is possible, however, to analyze amino acids without the need for deriva-
tization but specialised detectors such as a mass spectrometer is required.
 Derivatization and Underivatized methods are outlined in Sections 4 and 
4.8.1, respectively.
d) Liquid chromatography: Typically, the derivatized amino acids are sepa-

rated into the component parts usually by either ion exchange or reverse 
phase chromatography. The choice of generic chromatography column 
required is usually determined by the derivatization method.

 Capillary electrophoresis (CE) is considered a powerful technique owing 
to its high separation efficiency, small sample requirement, rapid analysis time 
and low running costs. It is used as an alternative to HPLC in the separation of 
free amino acids.
e) Data Acquisition and Data Handling: The separated derivatized amino 

acids are identified by their peak retention times and quantified by meas-
uring the area under the peak or by peak height. Comparison with known 
amounts of standards run under identical conditions will yield amount of 
sample. The use of internal standards will improve the accuracy of the 
method. There are many commercially available acquisition and data han-
dling systems and software packages available.

 Basic Calculations are outlined in Section 5.

1.1. Good Laboratory Practice

Amino acid analysis is an accurate analytical technique but success does 
depend on meticulous work practices. It is extremely important when carrying 
out amino acid analysis that personal and work area cleanliness is of the high-
est standard at all stages. Powder free gloves should be worn when handling 
samples and glassware to avoid contamination. The use of dedicated glassware 
is recommended and should be kept separate from that used in the general 
laboratory. Reagents should be of the highest quality available and the water 
should be of ultra high grade, i.e., HPLC grade or better.

1.2. Internal Standards

Internal Standards are used to monitor physical and chemical losses throughout 
the analytical process. An accurately known amount of internal standard can 
be added to a protein or peptide solution before hydrolysis. The recovery of the 
internal standard reflects the recovery of the amino acids from the protein sam-
ple. Calculations, which refer to internal standard recovery allows corrections 
to be made for losses during analysis and therefore leads to more accurate 
results. Internal standards can also be added to the mixture of free amino acids, 
after hydrolysis of peptides and proteins, to correct for differences in sample 
application and any changes in reagent stability and flow rates.

Ideally, the characteristics of an internal standard are
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a) It contains an unnaturally occurring primary amino acid that is commer-
cially available and inexpensive.

b) It should be stable during hydrolysis.
c) Its derivatized response factor should be linear with concentration.
d) It needs to have a unique retention time without coeluting with other amino 

acids.

Commonly used amino acid standards include norleucine, norvaline, nitroty-
rosine and aminobutyric acid.

2. Sample Purification and Preparation Methods

This chapter deals with some of the methods required in purifying samples for 
amino acid analysis. It is by no means exhaustive and should be used for guid-
ance only. Methods for purifying peptides and proteins such as Gel Filtration, 
Gel Electro-elution and dialyzing the sample against volatile reagents, have 
lost popularity in recent years owing to heavy sample losses during the proc-
esses leading to poor recovery. None of these techniques are suitable when 
high sensitivity analysis is required.

2.1. Protein and Peptide purification using HPLC

Reverse Phase Liquid Chromatography (RPLC) should be used to remove 
significant amounts of buffer salts which could interfere with the hydrolysis 
and derivatization. The concentration, complexity and size of proteins or pep-
tides present will determine the method of choice (Tables 45.1–45.3). Care 
should be taken when dealing with large or very hydrophobic proteins, as 
they can remain adsorbed onto the column resulting in poor recovery or even 
loss of sample. For complex mixtures of peptides and proteins Ion Exchange 
and/or RPLC can be employed to separate and purify the mixture into its 
component parts.

2.2. Zip Tips

Zip tips are disposable pipette tips that contain a tiny bed of silica column 
chromatography media. These tips are available with the following functional 
groups C18, C8, C4, SAX, or SCX. They are similar to RPLC in nature but 
they use much smaller volumes and can be used to desalt and concentrate 
femtomole quantities of protein samples. Zip tips are generally not suitable 

Table 45.1. HPLC terminology.

    Amount of 
LC range Column ID Flow rate Sample capacity protein (pmoles)*

Standard 4.6 mm 1 ml/min 1 µg–1 mg 100

Narrowbore 2.1 mm 200 µl/min 2–50 µg 10

Micro 1.0 mm 40 µl/min 0.05–10 µg 1

Capillary 300 µm 4 µl/min 1ηg–1 µg 0.1

Nano 75 µm 200 ηl/min 0.02ηg–0.05ηg 0.001
* Please note that the table values are only for initial reference and guidance and should not be 
taken as absolute values.
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for fractionation of even simple protein or peptide mixtures but some degree of 
fractionation can be achieved by varying the amount of organic solvent in the 
elution solution. They are commercially available as ZipTip™ from Millipore 
(Millipore, Bedford, MA) and as Stagetips™ from Proxeon Biosystems 
(Proxeon Biosystems, Odense, Denmark). These tips can be easily prepared 
manually in-house by adding the appropriate packing material, for example 
Poros Media (Applied Biosystems, Foster City, CA) as a slurry to a teased out 
Gel loader tip (Eppendorf AG, Hamburg, Germany) (3).

Table 45.2. Main types of HPLC column packing.

Type of packing 
material Comments

Silica  These are porous silica beads, which have a functional group 
  chemically adsorbed (see Table 45.1.) The functional group 

adsorbed onto the silica will dictate the separation method. 
As with all these type of columns though there are silano-
philic interactions, which are occasionally detected with UV 
giving rise to ghost peaks. The column packing material is 
also relatively unstable and therefore has shorter life times 
compared with polymeric columns.

Perfusion These are a polymeric packing material derived from
chromatography   Polystyrene-Divinylbenzene (PS-DVB) and because there is 

no silica present therefore no silanophilic interactions. These 
also have larger pore sizes than conventional columns so 
flow rates can be increased without losing resolution, thus 
reducing analysis run times. The packing material is avail-
able with the equivalent functional groups attached. It is rela-
tively easy to pack columns in-house and so reduce costs.

Monolithic  Solid rods of silica or polymeric material with a porous 
  structure similar to perfusion chromatography. The columns 

can have the same equivalent functional groups attached. 
The lack of intraparticular void volume improves mass trans-
fer and separation efficiency, allowing for fast, high-quality 
separations enabling higher flow rates and therefore reduced 
analysis run times. One distinct advantage of monolithic 
columns is when the column blocks usually at the front end, 
the offending blockage can be cut out and the column can 
used again albeit a little shorter than before.

Table 45.3. Main types of functional groups found on HPLC Column packing 
material.

Functional groups Separation applications

The functional groups listed are  The molecular cut offs are only
available on the packing materials   approximate figures.
listed above.

C18 (Reverse phase) Peptides (0.1–10 kDa)

C8 (Reverse phase) Whole proteins (10–70 kDa)

C4 (Reverse phase) Large proteins (50–150 kDa)

C2 (Reverse phase) Larger proteins (>200 kDa)

SCX (Strong cation exchange) Binds negatively charged peptides/proteins

SAX (Strong anion exchange) Binds positively charged peptides/proteins



Chapter 45 Amino Acid Analysis 797

2.3. Electrophoresis

1D or 2D gel electrophoresis can be used to separate more complex mixtures 
of proteins but the samples need to be blotted onto PVDF membrane before 
hydrolysis (4,5). Sample recoveries are low after blotting and some amino 
acids such as methionine can be lost altogether.

2.4. Amino Acids in Physiological Fluids and Tissues

Samples including blood, serum, tissue, and cell culture media contain complex 
mixtures of proteinaceous material, lipids and salts that need to be removed prior to 
amino acid analysis as they can interfere with derivatization and subsequent analy-
sis. Precipitation of interfering proteins with trichloroacetic acid (TCA), acetone or 
ethanol followed by centrifugation can reduce the amounts to an acceptable level. 
The acetone or ethanol, being volatile, can be easily removed by drying in a centri-
fuge under vacuum. TCA is a little more difficult to get rid of. The supernatant from 
the TCA-protein precipitate is chilled and the TCA extracted by cold ethyl acetate 
or ether. This extra extraction process however can lead to losses in amino acid 
content, which may be significant when high sensitivity is required. The addition 
of tri-potassium EDTA in the aqueous phase helps reduce the amount of interfering 
salts. Any lipids present that are not soluble in the aqueous phase, used to re-dis-
solve the amino acids, are left behind after centrifugation. A final filtration step will 
separate out any remaining particulate matter. This is a multiple step procedure and 
losses can occur at each step, the use of suitable internal standards can estimate the 
extent of these losses (6–9).

2.5. Amino Acids in Foodstuffs

Very little preparation is required for hydrolysis of foodstuff samples other 
than the removal of high lipid content in some samples. An accurate amount 
of dried material is weighed into a suitable hydrolysis tube; an acid hydrolysis 
solution is added and heated to produce the free amino acids, which are then 
treated according to the preferred derivatization method.

Liquid food samples such as beer, water soluble extracts from cheese or pro-
tein hydrolysates are prepared for free amino acid analysis by de-proteinating 
the samples with TCA. Powder samples are prepared in the same way except 
that they are first resuspended in water. The de-proteinated samples are then 
quantified using the chosen derivatization method (10).

2.6. Unusual Amino Acids, Including d-Amino Acids

The purification of these types of amino acids is treated as previously described 
in Sections 2.1–2.5. Only the derivatization of d-amino acids is different (11).

3. Hydrolysis of Proteins and Peptides

There is no single hydrolysis method that will effectively cleave all proteins to 
free amino acids completely and quantitatively. This is owing to the varying 
stability of the peptide bonds between the different amino acids and the amino 
acid side chains, which are themselves susceptible to the reagents and condi-
tions used to cleave the peptide bonds (Table 45.4). The classical hydrolysis 
conditions, to which all other methods are compared, is liquid phase hydroly-
sis in which the protein or peptide is heated in 6 M hydrochloric acid under 
vacuum at 110°C for 18–24 h (12).
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Table 45.4. Stability of amino acid residues and peptide bonds during hydrolysis in 6 M hydrochlo-
ric acid at 110°C.

Residue/bond Stability/modification Consequence Remedy

Serine;  1. Side chain hydroxyl group  Serine and Threonine 1. Hydrolyse protein samples for
Threonine     modified by dehydration,      generated in low     different times between 6 and
     which is increased with      yield     72 h. Calculate the yields,
     increased hydrolysis time       extrapolate results to time zero
     and temperature      to compensate for losses. (12,47)

  2. Ester formation with e.g.,   2. Dry the hydrolysates rapidly in a
     glutamic acid can occur       rotary evaporator
     at the drying stage (46)

Tyrosine The phenolic group   
     (-C6H4OH) side chain is  Tyrosine generated  Incorporate phenol in acid
     modified by traces      in low yield.     to compete for hypochlorite
     of hypochlorite/chlorine      /chlorine radicals (12,28,48)
     radicals present in the
     acid (46)

Methionine The thioether (-CH2-S-CH3)  Methionine, usually Add reducing agent (e.g.
     side chain is oxidized to      a less common     dodecanthiol or thioglycolic acid)
     the sulphoxide or      residue anyway is     to acid/phenol mixture. (28,49)
     sulphone (46)     converted to smaller  
      peaks, more difficult  
      to quantify on amino  
      acid analysers. 

Cystine;  The free sulfhydryl (-SH)  Cystine and Cysteine Chemically modify before
Cysteine     and disulphide (-S-S-)       recovered in low     hydrolysis. (50,51)
     side chain groups are      nonquantifiable
     oxidized (46)     yields. 

Trytophan The Indole group side chain  Tryptophan is not Add reducing agents (e.g.
     is destroyed by oxidation      quantifiable under     dodecanthiol or thioglycolic acid
     under acid conditions (46)     these conditions     to the acid/phenol mixture 
       (28,47,49) or hydrolyse under 
       alkaline conditions (46,52,53)

Asparagine;  Asn and Gln are deaminated  Mixtures of Asp/Asn
Glutamine     to form the respective      and Glu/Gln are
     acids (46)     normally assigned 
      as Asx and Glx 
      respectively in 
      quantification data.

Bonds between  Bonds are relatively Hydrolyse in poor Hydrolyse for longer time or
hydrophobic      stable (46)     yield. May be seen elevated temperature e.g., 165°C
amino acids       as dipeptides or      (12,28)
(e.g., Val-Val       unassigned peaks,
or any       on amino acid
combination       analyser or not
of Ala, Ile,       seen at all.
Leu, Val)

Phosphorylation Phosphorylated amino  Destroyed under these Reduce time for hydrolysis to
     acids are labile     extreme conditions     1–4 h (54)

Glycosylation Amino acid-sugar  Complex reaction Deglycosylate before hydrolysis
     interactions produces      products are difficult     (55)
     complex secondary     to interpret even if 
     reaction products (46)     they are seen on an 
      analyser. 
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Alternative hydrolysis conditions have been investigated in an effort to 
reduce total analysis times and increase sensitivity. With the advent of reverse 
phase HPLC methods, separation times were reduced to less than 20 min, mak-
ing the long hydrolysis times out of proportion. Elevated temperatures in the 
acidic vapor phase reduced hydrolysis times to around 30–60 min, which was 
further reduced to between 10 and 40 min by using microwave irradiation.

Microwave hydrolysis is a relatively new hydrolysis technique that com-
pares well with classical hydrolysis. It has gained popularity in recent years 
owing to reduced hydrolysis times. Hydrolysis and residue analysis can take 
place in an autosampler vial thus reducing the risk of sample contamination. 
This is a step closer towards automation, which may be important in a high 
throughput laboratory (13,14). It is particularly suited to hydrolysis of micro-
gram quantities of pure proteins and peptides. Samples to be hydrolyzed are 
aliquoted into vials and freeze dried. These are then hydrolyzed to their amino 
acid constituents using a CEM MARS 5 microwave (CEM, Mathews, NC.) 
equipped with a protein hydrolysis kit. After hydrolysis times typically less 
than 45 min samples are ready for derivatization and analysis (15,16).

To improve recovery of heat labile amino acids various reagents have been 
added to the 6 M hydrochloric acid to stabilize the side chains of specific 
amino acids. For example, free chlorine radicals from the acid can break down 
the side chain phenolic group of tyrosine; the addition of phenol to the acid 
competes for these free radicals and thus enhances the recovery of tyrosine. 
Tryptophan undergoes more stable hydrolysis under alkaline conditions or in 
the presence of strong reducing agents in the acid (17). Cystine/cysteine is 
more stable if it is chemically modified before hydrolysis, for example, by 
reaction with 4-vinylpyridine to form S-pyridylethylated cysteine. Cysteine 

Table 45.5. Advantages and disadvantages of various hydrolysis techniques.

Method of hydrolysis Advantages Disadvantages

Vapor phase under  High sensitivity. Relatively Owing to the high pressures the reaction vial
argon (165°C for     fast hydrolysis times.      and seals require regular inspection.
45 min) Samples can be  Danger of exploding vials and escaping hot acid
     processed in batches.      can occur with defective vials and seals. 

Vapor phase under  Conditions not as extreme Long duration time for hydrolysis. Most
vacuum      as in vapor phase under    analysers have relatively short derivatization
(110°C for 18 h)     argon. Samples can be     and analysis times. The seals of the reaction 
     processed in batches.    vial require regular inspection as above.

Liquid phase Conditions not as extreme  Long duration time for hydrolysis. Samples are
(110°C for 18 h)     as in vapor phase under      processed individually using a number of
     argon.     manipulations, which is very time consuming.

Microwave irradiation Rapid hydrolysis times typically Serine and threonine more susceptible to
     less than 1 h. Samples can be     degradation by microwaves (14)
     processed in batches.

PVDF blots Some useful composition data  Low recoveries. Methionine may be lost
     from samples which may      altogether. Samples are difficult to remove
     not have been pure before      successfully from the blot.
     SDS gel electrophoresis.

Liquid phase under Tryptophan is preserved  Nonvolatile reagents. Relatively high salt
alkaline conditions     throughout.     content. pH for derivatization difficult to 
      control with such small volumes.
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and methionine can also be oxidized to the more stable derivatives cysteic 
acid and methionine sulphone by reacting with performic acid, which itself is 
prepared by reacting hydrogen peroxide and formic acid.

The various methods of hydrolysis described here are summarized in 
Table 45.5.

4. Derivatization of Free Amino Acids

The derivatization of amino acids has been well documented since it was first 
developed in the 1950s (18). The postcolumn derivatization method using 
ninhydrin remained the predominant method of choice for over 20 yr, this 
method was usually carried out on dedicated amino acid analyzers and rou-
tinely analyzed amino acid concentrations between 10 and 250 picomole/µL. 
A number of instrument manufacturers still make dedicated analyzers based 
on the ninhydrin method; these include Jeol (Tokyo, Japan), Hitachi (San Jose, 
CA) (19) and Biochrom (Cambridge, UK).

The development of methods suitable for use with reversed-phase high-
performance liquid chromatography (RPLC) resulted in more rapid separation 
of the amino acid derivatives. Precolumn derivatization became the preferred 
method of choice, as the resolved peaks did not require dilution and this led 
to increased sensitivity. Fluorogenic derivatization methodologies were devel-
oped such as dansyl chloride (20) and o-phthaldialdehyde (OPA) (21) enabling 
further increased sensitivity of amino acid detection to less than 1 pmol of 
an amino acid. However these methods have some disadvantages including 
derivative instability, reagent interference and lack of reaction with second-
ary amino acids. 9-fluorenylmethylchloroformate (Fmoc) in conjunction 
with OPA helped to alleviate some of those problems. Agilent Technologies 
(Agilent Technologies, Palo Alto, CA) have developed a Zorbax “eclipse 
amino acid analysis (AAA) column” that uses this method and is suitable to 
separate the amino acids commonly found in protein hydrolyzates (22).

Derivatization using phenylisothiocyanate (PITC), the first step of the 
Edman method for determining amino acid sequence of proteins avoids many 
of the problems described so far. Tarr and coworkers (23) first described this 
method and full details for the application of the method to the analysis of pro-
tein hydrolyzates were published in 1984 (24). Because PITC is volatile it is 
relatively easy to evaporate and therefore does not interfere with the chroma-
tography to any significant degree. This also made it easier for the development 
of commercial analyzers and employees at Waters Chromatography Division 
of Millipore Corporation (25–27) developed the Waters Pico-Tag System 
(Millipore, Bedford, MA). Similarly, Applied Biosystems (Foster City, CA) 
introduced the 420 and 421 Amino Acid Analyzers (28). It should be noted 
that these Applied Biosystems analyzers are no longer commercially avail-
able. Waters also introduced a system (29,30) using the fluorescent derivative 
6-aminoquinoyl-N-hydroxysuccinimidylcarbamate (AQC); they have recently 
coupled the AQC derivatization with an Acquity Ultra Performance Liquid 
Chromatography (UPLC) to give analysis times of less than 10 min (31).

4.1. Postcolumn Ninhydrin Derivatization

Ion-exchange chromatography with postcolumn ninhydrin detection is one 
of the most common methods employed for quantitative amino acid analysis. 
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The derivatization chemistry is very robust, reliable and reproducible. As a 
rule, a lithium-based cation-exchange system is employed for the analysis of 
the more complex physiological samples, and the faster Sodium-based cation-
exchange system is used for the more simplistic amino acid mixtures obtained 
from protein hydrolyzates. Separation of the amino acids on an ion-exchange 
column is accomplished through a combination of changes in pH and cation 
strength. A temperature gradient is often employed to enhance separation.

When the amino acid reacts with ninhydrin, the reactant has a characteristic purple 
color, which absorbs at 590 nm. A yellow coloration indicates an imino acid such as 
proline, which absorbs at 440 nm. The postcolumn reaction between ninhydrin and 
amino acid eluted from the column is therefore monitored at both 440 and 590 nm.

The detection limit is considered to be 10 pmol for most amino acid 
derivatives and 50 pmole for proline and hydroxyproline. Response linearity is 
obtained in the range of 20–500 pmol with correlation coefficients exceeding 
0.999. This method is best suited for protein and peptides that require 0.15 M 
buffer salts or detergents to aid solubilization.

Good compositional data can be obtained from the analysis of derivatized 
protein hydrolyzates containing as little as 1 µg of protein/peptide.

4.2. Postcolumn OPA Fluorometric Derivatization

O-Phthaldialdehyde (OPA) reacts with primary amines, in the presence of a thiol 
compound, to form highly fluorescent isoindole products. This reaction is used 
with postcolumn derivatization of amino acids by ion-exchange chromatography.

OPA does not react with secondary amines (imino acids such as proline) 
to form fluorescent substances, however oxidation with sodium hypochlorite 
does allow this reaction to occur.

The procedure uses a strongly acidic cation-exchange column for the separation of free 
amino acids using an aqueous gradient of increasing pH and cationic strength followed 
by postcolumn oxidation with sodium hypochlorite, which is added continuously to the 
flow from the column. The separated free amino acids are derivatized using OPA and a 
thiol  compound such as N-acetyl-l-cysteine or 2-mercaptoethanol. The derivatization 
of  primary amino acids is not noticeably affected by the continuous supply of 
sodium hypochlorite.

The OPA-amino acids are detected by the use of a fluorometric detector 
with an excitation wavelength of 348 nm and an emission wavelength of 
450 nm. The detection limit is considered to be at the few tens of picomole 
level for most of the amino acid derivatives. Response linearity is obtained in 
the range of a few picomoles to a few tens of nanomoles level.

Good compositional data could be obtained from the analysis of derivatized 
protein hydrolyzates containing as little as 500 ηg of protein/peptide.

4.3. Precolumn Phenylisothiocyanate (PITC) Derivatization

PITC reacts with the free amino groups of the primary and secondary amino 
acids to form the corresponding phenylthiocarbamyl (PTC) derivative, which 
can be detected with high sensitivity at 254 nm.

After the excess PITC is removed under vacuum or dry gas, the derivatized 
amino acids can be stored dry at −20°C for several weeks with no significant 
degradation. Once in solution however, there is product degradation after a few 
days even when the solution is kept cold. It should be noted that glutamine 
is unstable in a free state (approx 1 wk under acidic conditions at 4°C) and 
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therefore samples containing glutamine should be derivatized and analyzed 
almost immediately.

The separation of the PTC-amino acids on a reversed-phase HPLC column 
is accomplished using a gradient change of 50 mM sodium acetate in water and 
70% acetonitrile containing 32 mM sodium acetate solution. PTC-amino acids 
eluted from the column are monitored at 254 nm.

Detection limit is considered to be 1 pmole for most of the amino acid 
derivatives. Response linearity is obtained in the range of 20–1,000 pmole.

Good compositional data could be obtained from the analysis of derivatized 
protein hydrolyzates containing as little as 100 ηg of protein/peptide.

4.4. Precolumn AQC Derivatization

6-Aminoquinolyl-N-hydroxysuccinimidyl-carbamate (AQC) reacts with primary 
and secondary amino acids to form stable, unsymmetrical urea derivatives 
(AQC-amino acids), which are highly fluorescent and readily amenable to 
analysis by reversed-phase HPLC.

Separation of the AQC-amino acids on a RPLC column is accomplished 
through a combination of changes in concentrations of sodium acetate solution 
and acetonitrile in water. Selective fluorescence detection of the derivatives with 
excitation wavelength at 248 nm and emission wavelength at 395 nm allows for 
the direct injection of the reaction mixture with no significant interference from 
the only major fluorescent reagent by-product, 6-aminoquinoline (AMQ), which 
has emission maxima of 520 nm. Excess reagent can be rapidly hydrolyzed (t1/2 
<15 s) to yield AMQ, N-hydroxysuccinimide (NFS) and carbon dioxide.

AQC-amino acids are essentially stable for at least 1 wk at room temperature.
Detection limit is considered to be ranging from 50 to 300 fmol for normal 

hydrolyzate amino acids, except for cysteine, which has a detection limit of 
around 800 fmol.

Good compositional data could be obtained from the analysis of derivatized 
protein hydrolyzates containing as little as 50 ηg of protein/peptide.

4.5. Precolumn OPA Derivatization

As with postcolumn derivatization (see derivatization method 2), OPA in con-
junction with a thiol reagent reacts with primary amine groups to form highly 
fluorescent indole products. The OPA-amino acids are separated by reversed-
phase HPLC with fluorometric detection. Instability of the OPA-amino acid 
derivative requires the HPLC separation and analysis to be performed imme-
diately following derivatization.

This method does not detect secondary amino acids such as proline; to 
compensate for this the technique may be combined with another technique 
described in Section 4.7. With the use of photodiode array and fluorescence 
detection (32) this combined method is useful for the analysis of plasma amino 
acids, which it is claimed is comparable to IEC and could represent an alterna-
tive. However two injections per sample are advised and the column must be 
equilibrated perfectly or co-eluting peaks can occur.

OPA in the presence of 3-mercaptopropionic acid is used to derivatize and 
quantify amino acids and amines in beer, wine and vinegar samples in a single 
HPLC run using photodiode array and fluorescence detection (33).

Fluorescence intensity of OPA-amino acids is measured with an excitation 
wavelength of 348 nm and an emission wavelength of 450 nm.
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Detection limits as low as 50 fmol have been reported, although the practical 
limit of analysis remains at 1 pmol.

Few amino acid analysis methods specialize in the analysis of glutamine and 
glutamate. Shih et al. (34) describe a method that can successfully quantify 
glutamine, glutamic acid, asparagine , aspartic acid, serine and histidine using 
precolumn OPA derivatization and fluorescent detection. A modification of 
this method using UV/VIS detection at 340 nm was used to quantify glutamine 
levels in glutamine rich hydrolyzates (35). Detection of OPA derivatives from 
protein biopharmaceuticals has also been successfully validated using UV/VIS 
detection at 338 nm (36). These methods will be of interest to laboratories that 
don’t have access to a fluorescent detector.

OPA derivatization with N-isobutyrylcysteine followed by reverse phase HPLC 
with fluorogenic detection is used in the determination of amino acid enantiomers. 
The N-isobutyrylcysteine, a chiral thiol compound, forms diastereomeric deriva-
tives, which can be separated by reverse phase chromatography (37).

4.6. Precolumn DABS-Cl Derivatization

Precolumn derivatization of amino acids with Dimethylamino-azobenze-
nesulphonyl chloride (DABS-Cl) is followed by reversed-phase HPLC 
separation with visible light detection at 436 nm. This method can analyze 
imino acids such as proline at the same degree of sensitivity as other amino 
acids including tryptophan. The other acid-labile residues, asparagine and 
glutamine, can also be analyzed if they are initially converted into diamino-
propionic acid and diaminobutyric acid, respectively.

It should be noted that norleucine might not be appropriate as an internal 
standard for this method because this compound is eluted in a crowded region 
of the chromatogram; nitrotyrosine can be used as the internal standard as it 
elutes in a less crowded region.

The detection limit of DABS-amino acid is about 1 pmol. As little as 2–5 
picomoles of an individual DABS-amino acid can be quantitatively analyzed 
with reliability, and only 10–30 ηg of the dabsylated protein hydrolyzate is 
required for each analysis.

4.7. Precolumn Fmoc-Cl Derivatization

9-Fluorenylmethylchloroformate (Fmoc-Cl) reacts with both primary and second-
ary amino acids to form highly fluorescent products. The reaction of Fmoc-Cl 
with amino acids proceeds under mild conditions in aqueous solution and is com-
pleted in 30 s. The derivatives are stable with only the histidine derivative showing 
any breakdown. Fmoc-Cl is itself fluorescent but the reagent excess and fluores-
cent side products can be eliminated without loss of Fmoc-amino acids, which are 
then separated by RPLC. The separation is carried out by gradient elution varied 
linearly from a mixture of acetonitrile, methanol and acetic acid (10:40:50) to a 
mixture of acetonitrile and acetic acid (50:50). The 20 amino acid derivatives are 
separated in around 20 min. Fluorometric detection set at an excitation wavelength 
of 260 nm and an emission wavelength of 313 nm can be used.

The detection limit is in the fmol range. A linearity range of 0.1–50 pmole 
is obtained for most of the amino acids.

This method is used for example, to analyze free amino acids in fermented 
shrimp waste (38).
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4.8. Precolumn Dansyl-Cl Derivatization

Precolumn derivatization of amino acids with dansyl chloride (Dans-Cl) fol-
lowed by RPLC separation with a fluorescence detector set at an excitation 
wavelength of 340 nm and an emission wavelength of 515 nm. The reaction 
requires optimal alkaline conditions around pH 9.5 with a reaction time of 
about 1 h. Dansyl Chloride has to be removed before RPLC because it inter-
feres with the chromatography.

This method, like DABS-Cl, can analyze the imino acids such as proline 
and hydroxyproline at the same degree of sensitivity as other amino acids 
including tryptophan.

The detection limit of Dans-amino acid is again in the same order of mag-
nitude as DABS-amino acids at less than 1 pmole.

4.8.1. Detection of Underivatized Amino Acids
A mass spectrometer can be used to detect underivatized amino acids; however 
problems can arise with the identification of isoleucine and leucine, which 
have the same mass. The separation of amino acids before detection by mass 
spectrometry (MS) is achieved either by ion exchange liquid chromatography, 
RPLC or CE.

Capillary electrophoresis in conjunction with an electrospray ionization 
tandem mass spectrometry (CE-MS/MS) allows complex mixtures of amino 
acids as found in physiological fluids to be separated, identified and quantified 
without derivatization. With this equipment it is possible to detect amino acids 
at the attomole level (39).

Liquid chromatography electrospray mass spectrometry (LC-MS/MS) has 
found uses in identification of metabolites from anaerobic protein digestion 
(40), monitoring the metabolism of amino acids during microbial fermentation 
(41) and quantification of amino acids on dry blood spots, which represents a 
quick nonevasive technique for the detection of metabolic disorders (42).

Liquid chromatography coupled to atmospheric pressure chemical ioniza-
tion mass spectrometry (LC-APCI-MS) can be used to analyze underivatized 
amino acids in food matrices such as baby foods, juices and honeys (43).

Other techniques that can detect underivatized amino acids include ion 
exchange chromatography coupled to electrochemical detection (44). This 
method was assessed in an Association of Biomolecular Resource Facility 
(ABRF) Amino Acid Research Group (AAARG) collaborative study and 
found to compare well with pre and post column derivatization techniques for 
protein determinations using amino acid analysis.

Similarly, Tuma et al. (45) describe a method using CE in conjunction with 
contactless conductivity detection (CCD).

5. Data Handling and Basic Calculations

From the integrated chromatogram all the amino acids of interest are identi-
fied and their peak areas measured but these should be checked for the correct 
baseline, peak markers and peak absorbance threshold against the relevant 
integration parameter settings.

Calculations can be carried out manually but it is extremely tedious and 
time consuming, the use of a spreadsheet can make these tasks more efficient. 
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Dedicated amino acid analysis systems will have software incorporated, which 
will carry out all these calculations automatically.

Amino acid identification—by comparing the retention times between the 
sample chromatogram with that of the standard chromatogram, the amino 
acids of interest can be identified.

The peak area of the amino acid is found by measuring the width of the peak 
at half peak height multiplied by the height of the peak.

The amino acid composition of the sample is determined by comparing the 
peak areas of the amino acid standard with the peak areas of the sample.

The amount of unknown amino acid in the sample can be found from the 
calculation

A = (peak area of internal standard from the standard x the amount of Internal 
Standard added to sample)/(peak area of internal standard from the sample)
B = (peak area of amino acid from the sample)/(peak area of amino acid from 
the standard)
Amount of amino acid in the injection volume (C) = A × B pmoles.
Multiply these values (C) by all dilution factors.

Calculate the amino acid composition expressed as Mole%.

a)  Sum the pmoles for each individual amino acid (C) (excluding the Internal 
Standard). Report the results in pmol/mL

b)  Mole% = (pmoles of each amino acid × 100)/(the value of the sum of each 
amino acid (C))

Calculate the amino acid composition expressed as Weight%

a)  Multiply pmoles of each amino acid by the residue weight (molecular 
weight –18) of an amino acid to convert pmoles to pgrams. Divide by 1,000 
to convert to η grams.

b) Sum the η grams for each of the amino acids. Report the results in ηgrams/mL.
c)  Divide the weight of each amino acid by the sum of their weights to deter-

mine the weight fraction and multiply by 100 to convert to weight%.

Calculate the number of residues in the protein sample
For this the molecular weight of the peptide or protein has to be known.

Number of residues = (η grams of each amino acids/sum of 
      all amino acids) × molecular weight

6. Relevant Websites

The Association of Biomolecular Resource Facilities (ABRF) www.abrf.org 
periodically conducts studies into various aspects of amino acid analysis used 
within its members’ laboratories worldwide. It is highly recommended that 
this website is viewed often as the wealth of information contained is invalu-
able to both novice and advanced users alike.

http://www.chemie.fu-berlin.de/chemistry/bio/amino-acids_en.html. This 
website includes information such as molecular formula, molecular mass 
and 3D structures for individual amino acids.

http://orion1.paisley.ac.uk/Courses/StFunMac/glossary/amino.html gives an 
introduction to amino acids including structure, ionization and isomers.

http://www.abrf.org
http://www.chemie.fu-berlin.de/chemistry/bio/amino-acids_en.html
http://orion1.paisley.ac.uk/Courses/StFunMac/glossary/amino.html
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http://www.mcb.ucdavis.edu/courses/bis102/AAProp.html features study 
guides about the properties of amino acid side chains/R groups. It also 
includes 3D structures of amino acids.

http://micro.magnet.fsu.edu/aminoacids/index.html The amino acid collection 
contains micrographs of individual amino acids and interesting informa-
tion on their roles in metabolism.
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1. Introduction

SPR is an elegant surface sensitive optical technique most commonly 
employed for biointeraction analysis on a flat substrate. Although the con-
cept was suggested as early as 1968 (1,2), the use of SPR for biosensing in 
its present capacity started to gain momentum from the mid-1980s (3). The 
most important advantage of SPR is its label-free nature. As explained below, 
SPR measures changes in the amount of material within about 200 nm of the 
surface. Because detection is based on refractive index, rather than a reporter 
molecule such as a fluorophore, there is no need to label the material that will 
be detected. The downside of this advantage is lack of specificity. Anything 
that binds or sticks to the surface will be detected, so one must be careful 
to eliminate this type of interference through careful experimental design, 
sophisticated surface chemistry, and often the use of a reference channel for 
comparison. Another advantage of SPR is that it is conducted in real time. 
Unlike endpoint measurements of binding or surface changes using bulk tech-
niques such as fluorescence, the surface sensitivity of SPR, when used with 
a properly designed flow cell, allows monitoring of a surface interaction as 
it occurs. This real-time information can be fit to theoretical models to yield 
kinetic and thermodynamic parameters. The result is accurate determination 
of binding constants without waiting for equilibrium to be established, greatly 
facilitating analysis of large compound libraries. When combined with multi-
plex instruments, this is especially useful for pharmaceutical screening. SPR 
is also complementary to other nonlabeled surface sensitive analysis technolo-
gies such as QCM or impedance. Assuming complete monolayer coverage, 
thickness changes as little as several angstroms can be detected. Finally, 
because SPR is a spectroscopic technique, SPR imaging is also possible. In 
the applications section, we will discuss the exciting nature of SPR imaging 
spectroscopy (SPRi). For comprehensive reviews of SPR and SPR imaging, 
the reader is referred to references (4–17).
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2. How SPR Works

2.1. Instrumentation

A variety of SPR instrumentation is available, ranging from inexpensive 
(<$10,000 US) to extremely high-end (>$300,000). A review of some instru-
ments was recently published in the Analytical Chemistry A-pages (18). Since 
then, even more units have become available with powerful new features. 
Fig. 46.1 shows an SPR instrument setup with the common Kretschmann (1) 
configuration. The essential parts include a light source, a prism on a rotating 
stage, and a detector. The substrate sits on top of the prism, usually joined by 
a thin film of index matching fluid. Substrates are usually glass slides with a 
refractive index matching the prism. On top of the glass is a ∼50 nm layer of 
gold, sometimes with a thin chromium adhesion layer. The light source (typi-
cally a laser) is directed through a series of focusing and polarizing lenses into 
the prism at an angle normal to the bottom of the gold surface. Snell’s law 
describes the critical angle at which total internal reflection (TIR) occurs. In 
TIR mode, although no light comes out of the top of the prism at the reflecting 
gold surface, the photon electrical field extends ∼1/4 wavelength beyond it. The 
decaying em field is evanescent because it decays exponentially and is only 
useful within about ∼200 nm of the gold surface. Beyond that, the effects are 
too small to be experimentally useful in most cases. Near this surface, the light 
field can interact with a highly delocalized state of weakly bound electrons in 
gold. When the wavevectors of the incoming light and electron field match, 
they can resonantly couple. The prism is used to alter the momentum of light 
to make it ideal for this resonance condition. When the angle of incoming light 
allows for plasmon resonance, energy is lost, and the amount of reflected light is 
reduced. This produces a dip shaped curve on an angle vs. reflectivity plot. It 
is important to understand how this all relates to biointeraction analysis and 
detection of mass changes on the surface. Basically, an increase in mass near 
the surface, such as a bound ligand or thin film, changes the refractive index 
environment near the surface. Because the resonance condition depends on the 
refractive index near the surface, the minimum angle at which resonance occurs 
is highly sensitive to small changes.

Fig. 46.1. Kretschmann configuration of an SPR setup
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2.2. Measurement Modes

SPR measurement is usually performed in one of two ways. In the first, the 
angle can be scanned while the intensity of reflected light is monitored. As the stage 
rotates through the minimum angle, this produces a dip-shaped curve like that 
shown in Fig. 46.2. Although suitable for characterization purposes or static 
measurements, this route is normally too slow for monitoring changes over time. 
Some instruments include a software routine that can scan through a narrow 
range of angles around the minimum angle. Because this is much faster, it can be 
repeated continuously, and the software can adjust the range of angles scanned 
if the minimum angle changes, such as during a binding event. In this way, a 
plot of minimum angle versus time can be obtained. The other popular method 
of measurement is slightly more complex. First a reflectivity plot is obtained by 
rotating the stage through the minimum angle. Notice in Fig. 46.2 that the left 
and right sides of the dip shaped curve have a very steep slope. If the minimum 
angle condition was to change because of binding, the intensity would rapidly 
move up or down depending on that slope. In this way, the stage is set before 
starting an experiment and does not need to be scanned. As shown in Fig. 46.3, 
the change in intensity is plotted vs. time, and it increases (or decreases, depend-
ing on which slope is chosen) as binding occurs. A major advantage of this route 
is speed because data can be collected as fast as the detector can integrate it. The 
downside is that the data are less useful for theoretical calculations of thickness 
and must stay within a more narrow linear range. This method is popular for 
ligand-binding studies and others requiring high sensitivity and fast response.
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Fig. 46.2. Theoretical reflectivity as a function of minimum angle for a 1 nm (black 
dashed) and 2 nm (gray) organic film on a gold substrate. The difference in minimum 
angle can clearly be seen upon zooming in on the dip-shaped curve area (inset)
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2.3. Data Analysis

2.3.1. Thickness Evaluation
For thickness determinations, quantitative analysis is performed by compar-
ing the experimental data with theoretically predicted values of an optical 
multilayer stack. Several free programs are available on the web (Corn Group: 
http://corninfo.ps.uci.edu/calculations.html, Knoll Group: http://www.mpip-
mainz.mpg.de/knoll/soft/index.html) that will calculate thickness. An estimate 
must be made regarding appropriate input values for the optical parameters of 
all layers and thickness of individual layers, as well as the substrate thickness 
and refractive index and the wavelength of light used. To exactly determine the 
thickness of multiple layers without exact inputs for thickness and refractive 
index, multiple spectra can be analyzed at different wavelengths or in different 
media, solving for unknowns in a parallel fashion.

2.3.2. Kinetic Analysis
Kinetic analysis has been made more routine with the aid of software pack-
ages specifically designed to work with certain instruments and flow cells. 
Typically, these set up model differential equations using a background sub-
tracted response-time curve with inputs of analyte concentration, valency of 
the interaction, and a number of parameters related to mass transfer. A typical 
equation would involve species X binding to an immobilized species Y to form 
a complex XY. With a knowledge of surface density and solution concentra-
tion of species X and Y, the binding constants for association and dissociation 
can be solved.

 d[XY]/dt = ka [X][Y] – kd[XY] (1)

Fig. 46.3. SPR plots of binding versus time for several concentrations of cholera toxin 
to receptor GM1 in supported membranes on silicate modified gold substrates. From 
ref. 72

http://corninfo.ps.uci.edu/calculations.html
http://www.mpipmainz.mpg.de/knoll/soft/index.html
http://www.mpipmainz.mpg.de/knoll/soft/index.html
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The equations are solved numerically and plotted with the original curve to 
show the closeness of fit. More elaborate models can be used to reduce error 
resulting from mass transport limitations and better model intermediate bind-
ing steps and multivalent binding. Even more accurate values can be obtained 
by using “global fitting” of sensorgrams at several different concentrations.

3. Applications of SPR

Although the number of publications reporting the use of SPR started out in 
the dozens, over 2000 were published in 2006 alone. Many investigations 
using SPR for characterization of biomolecular interactions have extremely 
high citation rates because with SPR the authors were able to obtain data that 
was not previously accessible, thereby gaining new understanding of important 
and previously investigated biological systems. SPR is so versatile because it 
can be used for many interactions on a flat surface. Generally, larger molecules 
such as proteins are better for analysis because they have a larger mass and 
cause greater minimum angle change. However, highly sensitive instruments 
are pushing the detection limits lower so that SPR can be used with small 
compounds. Below we group the types of interactions into two main classes, 
nucleic acids and proteins, although many others have been achieved, such as 
lipids (19), saccharides (20) and gangliosides (21).

3.1. Nucleic Acids

SPR has been used for DNA interactions with many different classes of com-
pounds. Starting with small building blocks, it has been used for sequencing 
(22) and single nucleotide polymorphism analysis (23). SPR imaging has been 
demonstrated for DNA hybridization (24), DNA/RNA hybridization (25), and 
DNA/protein interactions (26). DNA/PNA and RNA/PNA interaction have 
also been investigated (27). DNA interaction with peptide subunits of a larger 
protein has been monitored to evaluate recognition (28). Chemically induced 
hairpin formation has been examined in DNA monolayers (29).

3.2. Proteins

Some of the first reports of kinetic analysis were using antibody-antigen inter-
actions (30). However, SPR is so sensitive to nonspecific adsorption that it has 
been used to screen for nonspecific protein adsorption to help improve bio-
sensor methods (31). The carboxymethyldextran surface developed for gold 
surface modification was a key selling point of Biacore sensor chip technology 
and allowed for high immobilization efficiency with reduced hydrophobic 
nonspecific binding (32). The development of several different commercially 
available surfaces has also aided in opening up SPR analysis to different areas 
of biomolecular interaction study. One of the major uses remains the inves-
tigation and optimization of antibody antigen interactions (33–37). These are 
key to many aspects of biology and biochemistry, and are one of the most 
well-investigated protein interaction systems. Another important area is the 
interaction of receptors with other proteins and smaller molecules (38–46). 
It is important to understand how receptors function because they are responsible
for many aspects of cell life. Because many membrane-bound receptors rely 
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on changes in conformation and networks of noncovalent interactions, the 
nonlabeled advantage of SPR is a valuable tool in mechanism elucidation. 
The planar surface of an SPR substrate is also highly ideal for reconstituation 
of membrane receptors in “supported lipid membranes” that mimick the real 
cell membrane. Investigation of multiple protein complexes is also more facile 
with SPR because of the elimination of interference from fluorophores that 
are bulky and cause steric hindrance. The major histocompatibility (MHC) 
and T-cell receptor (TCR) complexes have been frequently studied (47–54). 
Another area of interest is the investigation of vast and complex protein sign-
aling networks (55–59). Protein kinases are implicated in many disorders and 
new drugs that target phosphorylation or dephosphorylation by these enzymes 
are being investigated and found to be very potent with less side-effects. 
Protein–protein interactions are too numerous, but a few high-impact examples 
are given as a starting point in the references (60–65). SPR imaging has also 
been used for protein/protein interaction analysis (see the Following) and even 
protein–aptamer interactions (66).

4. Recent Advances and Future of SPR

4.1. SPR Imaging

An important area of development is SPR imaging (SPRi), which has similar 
sensitivity to SPR spectroscopy but allows for spatially resolved measure-
ments. A number of groups have demonstrated working systems (67–72, to 
name a few) and at least three companies claim to offer SPR imaging instru-
ments. The resolution of the method is limited compared with microscopy, 
typically to about 50µm, but that is usually enough for quantitative analysis 
of suitably large arrays on a slide. The use of SPRi for pharmaceutical and 
genomic/proteomic screening holds out incredible promise for high-throughput 
analysis without the use and drawbacks of fluorescent labels, reducing costs. 
This combined with the real-time non-equilibrium analysis might help reduce 
the time of analysis anywhere that large libraries of compounds are being 
screened.

4.2. Hyphenated Techniques

Hyphenated techniques are also becoming popular. Many instruments already 
offer several analysis options in conjunction with SPR. It is often combined 
with electrochemistry because the gold substrate can be used as a working 
electrode. It has also been combined with QCM, IR, and even downstream 
mass spectrometry. An interesting and exciting new technique combines SPR 
with fluorescence (SPFS) to create a labeled but surface sensitive detection 
method with ultra-high detection sensitivity (73).

4.3. Materials and Chemistry

As SPR becomes a popular and common technique, many groups are inves-
tigating improved surface chemistry for the substrates (74). In general, many 
binding kinetics experiments are done in pure buffer with only one species of 
interest present. Thus, linkage chemistry is essential to optimize the accuracy 
and efficiency of binding constant determinations. The same chemistry that 



Chapter 46 Surface Plasmon Resonance 815

has been used in other methods has also proved useful for SPR. For example, 
His-NTA linkage used in chromatographic methods (75) was found to increase 
the signal obtained for binding when compared with direct antibody linkages 
that have higher steric hindrance. The Corn group has also shown the impor-
tance of advanced surface chemistry in SPR imaging and gone to great efforts 
to develop a host of reliable methods using lithography (76) or microfluidic 
patterning (77) to pattern surfaces with reactive and nonreactive areas. An 
interesting recent trend is the use of thin silicate layers (∼10 nm) to cover the 
gold substrate and make the surface more like glass, for which a wide variety 
of well developed surface chemistry is available (78–81).

When analyzing real samples for clinical or environmental applications, 
surface chemistry often becomes the limiting factor for accurate and sensitive 
detection. These solutions have large numbers and concentrations of interfer-
ing molecules. Methods that work for fluorescence or other analysis tech-
niques may not be suitable for SPR because any non-specific adsorption on 
the surface causes an increased signal. A major focus for biosensors proposed 
for clinical and environmental uses has been the reduction of NS adsorption 
through better surface chemistry such as biocompatible polymers (82). A new 
report shows how supported bilayer membranes can be used to “cloak” the 
surface, followed by removal of the cloak after binding, and measurement of 
specific signal (83).

4.4. Labels and Amplification

One of the major developments for increasing sensitivity was the use of 
labeled SPR reagents. Gold nanoparticles labels were found to increase the 
signal response by >10-fold when compared with unlabeled samples (84). 
Although this strategy does allow for ultrasensitive detection with SPR, it is 
no longer a “label-free” method when used in this capacity. Gold nanopar-
ticles may significantly interfere with binding of smaller molecules and the 
effects on binding constant determination should be carefully considered. For 
biosensing, however, they provide a means to increase both sensitivity and 
selectivity through the use of antibody-labeled nanoparticles.

Another exciting new concept is the use of enzymes to provide amplifica-
tion in SPR imaging of DNA arrays. Two strategies have been developed, one 
based on the RNase H enzyme (85) and another based on ligase T4 (86). The 
direct detection limit for DNA hybridization is about 1nM, but now genomic 
samples in the femtomolar range can be achieved. With these techniques added 
to the repertoire, detection of single-nucleotide polymorphisms also becomes 
feasible. SPRi looks to be highly competitive with fluorescence-based DNA 
arrays for high-throughput genomic screening.

5. Conclusions

It should be evident from this brief chapter that SPR has become an indis-
pensable technique for scientific investigation of biomolecular interactions. 
Although it has some limitations, such as a lower sensitivity than fluorescence, 
the advantages of being label-free and real-time present a complementary alter-
native. Moreover, as SPR evolves, researchers are coming up with creative new 
ways to make it more sensitive, user-friendly, higher-throughput, and versatile 
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for a wide range of investigation topics. A brief survey of the literature above 
showed that SPR has been applied to crucial high-impact projects in many 
of the key areas of biology and medicine being investigated today, and that 
the number of publications using SPR is increasing rapidly. We believe that 
as the cost of instruments becomes more affordable, it will enjoy widespread 
use. Further commercialization could make it an indispensable lab instrument 
just like optical plate readers or fluorescence scanners. The simple and elegant 
underlying principle of SPR lends to facile modification, such as hyphenated 
instruments, new materials for substrates, and improved surface chemistry.
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1. Introduction

X-ray-, neutron-, and electron-diffraction are powerful bioanalytical methods 
delivering information about macromolecular structure at atomic resolution. 
Diffraction methods have fundamentally influenced our understanding of 
protein and nucleic acid structure, biochemical reactions and pathways, and 
macromolecular assembly, as well as aided in the design of pharmaceuticals, 
enzymes and bio-nanomaterials. The number of therapeutic drugs developed 
with significant contributions from structure-guided design methods is stead-
ily increasing, and includes well-known examples such as the HIV protease 
inhibitor saquinovir (Invirase), the anticancer drug imatinib (Gleevec), and 
the antiviral oseltamivir (Tamiflu), therapeutics against AIDS, leukemia, and 
influenza respectively (1). Nanomaterials with structurally designed capa-
bilities of controlled release and targeted delivery of bioactive components 
include bioselective surfaces for manipulation of molecules within cells (2), 
dendritic polymers as diagnostics for early cancer detection and therapeutic 
functions (3,4), and nanoparticles for ‘smart’ delivery of nutrients, DNA and 
transplanted cells (5–7).

1.1. Basic Challenges in Crystallographic Structure Determination

In structural biology and drug discovery, the most important structure determi-
nation technique by far is X-ray crystallography, with its powerful capability of 
delivering atomic-level detailed models of protein structures. An actual X-ray 
diffraction experiment is conceptually straightforward: a suitable single crystal 
of a protein, 50 to a few 100 µm in size, is placed on a goniometer, exposed 
to brilliant, monochromatic X-rays, and the diffraction pattern is recorded in a 
frame-by frame fashion. A basic back-transformation formalism applied math-
ematically to a complete data set – integrated, scaled and merged from the 
individual diffraction pattern frames – then yields the molecular structure. Yet, 
despite the conceptual simplicity of such an experiment, a number of formidable 
tasks are involved in a crystallographic protein structure determination.
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1.1.1. Protein Crystallization
The first and obvious fact is that without a protein crystal, there is no crystal-
lography experiment. Indeed, a significant portion of time during the course 
of a structure determination project is spent preparing the protein of interest 
in a form and purity that is amenable to crystallization. Given that proteins are 
large, inherently flexible macromolecules, it is easy to understand that screen-
ing for and ultimately finding conditions under which the protein molecules 
self-assemble into a nicely ordered, periodic lattice forming a crystal can be 
quite challenging.

Despite that X-ray diffraction experiments require crystalline material, they 
do not require large quantities of material. With an average density for proteins 
of 1.35 g/cm3, a typical protein crystal will contain only picograms to micro-
grams of protein (∼109 to 1014 molecules), although more material will be 
expended during screening for conditions under which diffracting crystals of a 
protein will form. No principal limitation exists to the size of molecules whose 
structure is to be determined, and because crystallization is itself a purification 
technique, we need not worry about impurities being present in the crystals. 
Crystals generally do not grow well from impure samples.

1.1.2. Phase Determination
A second and critical fact as a principle of any diffraction experiment is that 
during the recording of the diffraction pattern information is lost, and the 
back-transform of the data into a molecular model is not possible from dif-
fraction data alone. Although we can readily measure the intensities of the 
X-rays scattered from our crystal in a diffraction experiment, the phase rela-
tions among the X-rays in the diffraction data are lost (we do not have lenses 
that can focus X-rays). Unfortunately, the phase relations contain substantive 
information required to reconstruct a protein structure from the diffraction 
data. This resulting problem is aptly called the “phase problem” in crystal-
lography, and numerous clever strategies to obtain the missing phases (to 
solve the structure) have been devised. The most generally applicable de novo 
phasing techniques do not require any prior structural information. De novo 
phasing techniques are based on determining the heavy atom substructure of 
a labeled protein crystal, from which phase information can be derived. If a 
model of a structurally similar protein or substantial parts of the structure are 
already known, molecular replacement techniques can be used to obtain start-
ing phases. After either phasing method has succeeded, the resulting models 
are subsequently refined and rebuilt until the best correspondence among dif-
fraction data, model, and prior biochemical knowledge is obtained.

1.1.3. Solution Conformation
Because the environment in a protein crystal contains on average 50% aque-
ous solvent, structures derived from X-ray crystallography generally agree 
well with solution structures – many enzymes remain active in protein crystals 
and even facilitate in situ studies. Exceptions are seen, however, in regions of 
structure that are involved in crystal packing contacts or when crystallization 
has induced molecules to adopt a nonnative conformation. The latter will affect 
allosteric conformation changes as well as the conFiguration of multi-domain 
molecules. In these cases, multiple structures from different crystal forms, as 
well as in liganded and unliganded (apo) states are determined. Each of the 
structures provides a different snapshot of the conformational changes during 
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catalysis, regulation or receptor binding, enabling a picture of the dynamics of 
the process to be assembled.

1.2. Structure Models are Archived at the PDB

The international archive for macromolecular structure coordinates, the Protein 
Data Bank (PDB), was established at Brookhaven National Laboratories in 
1971. Two structures were deposited in 1972, but by the late 1970s, researchers 
had already determined the crystal structures of 132 proteins. With advances in 
technology, such as high intensity X-ray sources, electronic detectors and high 
speed computers, as well as advances in experimental methods using low tem-
perature, multiple wavelength anomalous diffraction, and recombinant DNA 
techniques in protein production, the PDB has grown to more than 50,000 
structures in early 2008. Eighty-five percent of these structures have been 
determined by X-ray diffraction. The protein structures deposited span more 
than two orders of magnitude in molecular mass, from insulin (< 104 Da) to 
ribosomal subunits (∼2.0 × 106 Da or ∼2 MDa). However, despite the Protein 
Structure Initiative (PSI), established in 2000 by the National Institutes of 
General Medical Sciences and intended to determine the form and function of 

Fig 47.1. A protein crystal is a periodic, ordered self-assembly of protein molecules. 
The unit lattice (top left, with lattice vectors a, b and c indicated) contains the molecu-
lar motif (top center), and both together form the unit cell (top right). Millions of 
molecules self-assemble into an ordered macroscopic crystal. Image reproduced with 
permissions from http://www.ruppweb.org/

http://www.ruppweb.org/
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thousands of proteins over the next decade, membrane proteins – comprising 
the most important class of receptor molecules for drugs – still represent only 
approx 1% of the structures deposited in the PDB, and many more new pro-
tein folds are expected to be discovered. In the postgenomic era of structural 
biology and targeted drug design, there is a great deal of work still to be done. 
Individuals are needed who are adequately familiar with modern diffraction 
methods, who appreciate the information content of experimentally derived 
macromolecular structures, and who also understand their limitations.

2. Methods

The fundamental steps in the process of determining a macromolecular crystal 
structure have not changed from the late 1950s, and still encompass a) sample 
purification and crystallization; b) data collection and processing; c) structure 
solution (phase determination); and d) structure building and refinement. What 
has changed since the late 1950s involves major advances in sample prepara-
tion with the advent of recombinant DNA technology. Expression of the cloned 
gene encoding the protein of interest in a microorganism such as Escherichia 
coli allows the production of large amounts of proteins, even those not very 
abundant in their native environment. Data collection has benefited from the 
development of new detectors like phosphor imaging plates and charge cou-
pled devices (CCD detectors). Increasing availability of highly brilliant X-ray 
radiation from synchrotrons and new crystal flash-cooling techniques have 
made possible data collection on crystals only few tens of microns (µm) in 
size and on molecular assemblies as large as virus particles. Because every 
step following data collection requires a great deal of mathematical manipula-
tion by computer, protein crystallography has also been greatly impacted by 
the availability of cheap computing power, leading to radical improvements in 
structure solution, refinement and analysis. More powerful computer-intensive 
algorithms, such as simulated annealing and maximum likelihood refinement 
and phasing techniques, can now be applied routinely.

2.1. Principles of Diffraction

All crystallography, not just macromolecular, is explained by the basic theory 
of X-ray scattering from a crystal, which is a well understood phenomenon.

2.1.1. Diffraction of X-Rays by Electrons
X-ray diffraction is the result of elastic emission (maintaining frequency or 
wavelength) of radiation owing to the interaction of the electric field vector 
of the X-rays with the electrons in the atoms. In response to the periodically 
changing electric field vector of the X-ray, the electrons themselves emit 
wavelets, which recombine and interfere with one another, producing the 
phenomenon known as diffraction. Because the wavelength of X-rays is of the 
same order as the diameter of the electron cloud around atoms (1–2 Å), the 
scattering is pronounced in the forward direction. Diffraction from crystals 
– comprised of many identically aligned molecules – samples the scattering in 
discrete directions, which amplifies the signal and leads to discrete diffraction 
spots. For this reason, it is necessary to use good crystals if the molecules are 
to be studied with atomic level details, giving rise to the term for this method, 
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crystallography. The fact that electrons are the source of X-ray scattering also 
implies that any reconstruction of a molecular structure from diffraction data 
will necessarily deliver a detailed image of the scattering molecule in form of 
the electron density of that molecule.

2.1.2. Diffraction by a Periodic Lattice
Consider a crystal to be a periodic array of atoms, described by an array of 
identical unit cells with unit cell lengths a, b, c and angles among the axes 
denoted as α (between b and c), β (between a and c) and γ (between a and b). 
We can visualize diffraction as reflection from sets of planes running through 
such a crystal (Fig. 47.2). Only at certain incident angles 2θ are the X-rays 
diffracted from different planes so that the phase difference among partial 
waves is a whole number of wavelengths, i.e., they diffract in phase. At other 
angles the waves reflected from different planes are out of phase and cancel 
one another out.

The reflecting crystal lattice planes must intersect the cell edges rationally, 
otherwise the diffraction from the different unit cells interferes destructively. 
We index the planes by the number of times, h, k, and l, that they cut each unit 
cell vector, a, b, and c. and these same h, k, and 1– values are used to index our 
diffraction data, the X-ray reflections from the planes.

The periodic nature of the lattice as an array of unit cells with regularly 
spaced lattice planes leads to the Laue diffraction conditions

Fig. 47.2. Crystal lattice planoes. The unit cell shown in Fig. 47.1 contains lattice 
planes that intersect the cell edges rationally. We index the planes by the number of times, 
h, k, l, that they cut each unit cell edge a, b, and c, and these same h, k, l values are used 
to index our diffraction data, the X-ray reflections from the planes. In the Figure, we see the 
(2 1 −3) family of planes. Image with permission from http://www.ruppweb.org/

http://www.ruppweb.org/
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with a, b, and c the crystal translation vectors, S the normal vector (equivalent 
to the scattering vector Sin − Sout in Fig. 47.3) to the reflecting plane with mag-
nitude 2 sin θ/λ , and h,k,l integers. Reformulation leads to Bragg’s Law

 2d nhkl sinq l=  (2)

where d is the distance among the lattice planes (hkl), θ the reflecting angle, 
n an integer and λ the wavelength.

Fig. 47.3. The Bragg equation. The path difference among waves reflected from planes 
spaced a distance d causes interference, which is constructive when the path difference 
is nl. In this view, diffraction is interpreted as reflection of the X-rays from the (hori-
zontal)  lattice planes. The scattering vector S is then perpendicular to the scattering 
lattice planes

According to the relations (1) and (2), crystals diffract X-rays constructively 
only in discrete directions hkl. The intensity of a diffracted X-ray in direction 
hkl, I(hkl), is proportional to the square of the amplitude of the diffracted 
wave, described as the complex structure factor F(hkl). F(hkl) is the summa-
tion of all the partial waves scattered from each atom in the crystal in direction 
hkl, and depends principally on the scattering power of the atoms, fi (falling off 
with scattering angle and proportional to the number of electrons each atom 
has), and the positional coordinates (x, y, z) of each atom:
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As the atomic scattering factor is a function of the number of electrons present 
at each position (x, y, z), we can reconstruct the electron density distribution in 
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The structure factor F(hkl) used in the electron density reconstruction (4) is 
expressed in complex form, and can be split into a real magnitude and an 
imaginary phase part represented by

 Fhkl hkl
i hklF e= j ( )

 (5)

The amplitudes F(hkl) can be derived experimentally, and are proportional to 
the square root of the measured scattered intensities, but the phase angle j(hkl) 
is not obtained directly from the diffraction pattern, giving rise to the “phase 
problem” in crystallography.

If we apply Bragg’s law to the maximum scattering angle 2θ to which 
reflections can be measured, we obtain an expression for the maximum resolu-
tion (smallest lattice plane spacing) dmin:

 
dmin

maxsin( )
= l

q2  

(6)

As it happens, dmin corresponds quite well to the shortest distance apart at 
which two distinct features such as atoms can be resolved in an electron den-
sity map as shown in Fig. 47.4.

2.2. Crystallization

Protein crystallization is a special case of phase separation: We must persuade 
the protein molecules to come out of solution and form a crystalline phase. 
This is achieved by reducing solubility until a thermodynamically metastable, 
supersaturated state is reached, from which, upon nucleation, protein crystals 
may form while the system returns to thermodynamic equilibrium. However, 
whether crystals form at all, how large they become, and how long it takes, 
will depend on kinetic phenomena such as the nucleation processes, molecular 
diffusion, and crystal growth rates.

Crystallographers use several methods to achieve supersaturation in pro-
tein solutions from which crystals suitable for X-ray diffraction experiments 
will grow. These include vapor diffusion (hanging, sitting and sandwich 
drop variations), microbatch, microdialysis and free-interface diffusion. In 
vapor diffusion, equilibrium is established among a small drop (100 nl–few 
µl), containing about equal amounts of the purified protein solution and of a 
precipitant cocktail, and a larger reservoir (100–500 µl) of the same cocktail 
(Fig. 47.5) The precipitant cocktail usually contains a weak organic buffer, 
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precipitants such as salts, poly-alcohols (poly-ethylene glycols, PEGs), and 
various additives, detergents or metal ions for example, which are believed 
to improve crystallization. As the volatile components (generally water 
unless alcohol or other volatile components are used) evaporate from the 
crystallization drop and are absorbed into the reservoir, both the precipitant 
and protein concentrations increase in the protein drop. Once the system 
reaches the supersaturated state, from which the phase change from solution 
to crystalline phase is thermodynamically possible, and if kinetics are favo-
rable, crystals may form and grow (8,9). Because it is not possible to predict 
specific crystallization conditions for a protein of unknown structure, many 
crystallization conditions must be screened (trials), until conditions favorable 
for crystal growth are found. In high throughput crystallography, thousands of 
experiments can be set up employing crystallization robots, generally in 96-
well crystallization trays. Optimization is a frequently required second step 
for refining the crystallization conditions, once initial conditions have been 

Fig. 47.4. The concept of resolution and electron density. A crystal that diffracts to 3 Å 
(top panel) generates a limited diffraction pattern with few thousand reflections, and the 
reconstructed electron density is not as well defined as in case of a well diffracting crystal 
yielding substantially more data. Note that the 1.2 Å diffracting crystal (bottom panel) 
gives about 10 times as many reflections, and the electron density is correspondingly well 
defined and very detailed. The small round spheres of density visible in the high resolu-
tion electron density are water molecules filling the solvent channels among the protein 
molecules in the crystal. Image with permission from http://www.ruppweb.org/

http://www.ruppweb.org/
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found during screening, to improve crystal quality. Vapor diffusion works 
well for both screening and optimization.

The microbatch method was originally developed to allow theoretical studies, 
but it is now generally used for routine crystallization, because it is very rapid, 
requires no tape sealing, and uses very small amounts of protein (0.2–1 µl) per 
trial. In microbatch crystallization, the protein solution is simply combined with 
the crystallization cocktail, and the mixed droplets are dispensed onto and sink 
to the bottom of small wells covered with paraffin oil to prevent evaporation. 
The microbatch method is inexpensive and can be quite effective for screening, 
because it requires very little consumables, setup time, and protein.

In the microdialysis method, the protein of interest is separated from the 
precipitant solution by a semi-permeable membrane that allows small reagent 
molecules, but not the protein, to pass (8–10). Dialysis buttons, designed for 
this purpose, range in sample size from 5–350 µl. Microdialysis has the poten-
tial advantage that the dialysis buttons can be transferred to different precipi-
tant reservoirs while reusing the same protein solution. Dialysis does generally 
require more material than vapor diffusion and microbatch methods, but can 
be useful for growing large crystals for neutron diffraction experiments.

Finally, in free interface diffusion, protein and precipitant solutions are layered 
such that diffusion can freely occur across the solution interface. Set up in 
conventional capillary tubes can be tedious and labor intensive, and fairly 
large amounts of material are needed. Recent developments in microfluidic 
technology have produced crystallization “chips” for free interface diffusion (11). 

Fig. 47.5. Principle of protein crystallization by vapor diffusion. The left part of the 
Figure shows the procedure of setting up a hanging drop experiment. A: small (µl) 
drops of precipitation cocktail from the reservoir and of protein stock are mixed on a 
siliconized glass slide. The glass slide is turned over and seals the reservoir. With luck, 
crystals grow within days to months while the solution equilibrates by vapor diffusion. 
A 24-well Linbro plate for manual hanging drop set-up is shown in the top right panel, 
and crystals in a sitting drop well in a high throughput, 96-well plate are shown below.  
Image with permission from http://www.ruppweb.org/

http://www.ruppweb.org/
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Fluids are loaded into inlets and dispersed through the fluidic circuitry using 
pressurized air. Pressure changes automatically open and close flexible 
polymeric valves to direct the flow of reagents and protein into the various 
diffusion chambers supporting hundreds of crystallization experiments, each 
using only about 12 nl of sample. Owing to the small amount of protein they 
require, the rather expensive crystallization chips are increasingly used for 
screening purposes. To extract crystals for diffraction experiments, however, 
the user must dismantle the chip and risk mechanical damage to the crys-
tals. Modified chips, which incorporate thin-walled glass capillaries into the 
elastomer of the device, allow exposure of crystals to synchrotron radiation 
while still in the capillaries for direct observation of diffraction patterns with 
minimal risk (12).

2.3. Laboratory X-Ray Sources

X-rays of a suitable wavelength range for protein crystallography (∼0.8–2.3 Å) 
are generated by three commonly used devices: X-ray tubes, rotating anodes, 
and synchrotrons. In-house or laboratory sources will produce X-rays using 
either an evacuated tube or a rotating anode. X-ray tubes consist of a fila-
ment that acts as a cathode. Electrons are emitted by the glowing cathode and 
accelerated by several tens of kVs across the vacuum towards the anode, which 
consists of a metal target made of a characteristic material, usually copper 
or chromium, for protein crystallography. As the electron beam impacts the 
anode, the high kinetic energy of the electrons is converted during deceleration 
into X-rays producing a) a continuous spectrum consisting of bremsstrahlung 
(braking radiation) and b) emission lines characteristic of the electronic transi-
tions within the anode material. The characteristic X-ray emission lines, which 
are important for crystallography, have an intensity that is several orders of 
magnitude higher than the bremsstrahlung. The Kα1 and Kα2 components of 
the X-ray emission are cut out from the bremsstrahlung background and other 
emission lines by filters, monochromators or X-ray mirrors, and the resulting 
monochromatic X-rays are collimated and focused onto the crystals. When 
X-rays are produced by a rotating anode, the cathode and anode are housed 
under vacuum, in which the anode target rotates at high speed to efficiently 
distribute and dissipate heat. The wavelength of an in-house source such as a 
tube or rotating anode generator is fixed by the choice of anode target material 
and not tunable, as is the case at a synchrotron, and the intensity of the source 
is less than that of a synchrotron.

2.4. Synchrotrons

At a synchrotron facility, bunches of electrons, several GeV in energy, move 
in a large, carefully steered, closed electron beam loop containing bending 
elements and linear segments, collectively called the storage ring. In each sec-
tion, magnetic devices are inserted—bending magnets in the curved sections, 
insertion devices called wigglers and undulators in the straight sections – to 
bend, wiggle or undulate the path of the electrons while they pass around the 
ring (Fig. 47.6). Owing to the acceleration experienced in the bending magnets 
or insertion devices, the electrons emit a narrow fan of intense white (poly-
chromatic) radiation ranging from soft UV to hard X-rays over a very tightly 
defined angle tangential to the ring. The radiation is “tunable” by cutting out 
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fine bands (few eV or 10−5 Å wide) of wavelengths appropriate for particular 
experiments with monochromator crystals that selectively pass the wavelength 
of choice. The intensity of X-rays generated by modern third generation 
synchrotron sources is so high that radiation damage to crystals has become 
a major concern, and this has given rise to the near-exclusive use of cryo-
crystallographic techniques, in which crystals are kept at near-liquid nitrogen 
temperatures to minimize radiation damage. Synchrotron radiation has addi-
tional features that make it attractive for advanced applications. Because it 
is pulsed, it can be exploited for examining time-dependent phenomena, and 
because it is highly polarized, it can be used to examine polarization-depend-
ent and angle-dependent effects.

2.5. X-Ray Area Detectors

The detector chosen for a particular experiment must have appropriate design 
for the energy of the X-rays and the geometry of the experiment. Today, most 
area detectors for macromolecular crystallography experiments are based 
either on image plate (IP) or charge coupled device (CCD) technology.

2.5.1. Image Plates
In an IP X-ray detector, a layer of small crystalline grains consisting of a 
doped phosphor and organic binders is sandwiched between a support layer 
and protective layer on a flexible backing. Irradiation excites the crystals in 
their luminescence centers to a metastable state. Image information formed by 
X-ray  excitation is stable for many hours but decays within days. For readout, 
the phosphor is photo-stimulated to luminescence by exposure to a visible 
laser, the light pulses recorded, and the plate finally erased by further exposure 
to a high intensity halogen lamp. IPs have high quantum efficiency, a wide 

Fig. 47.6. Synchrotron storage ring tunnel. Shown is a straight section of the stor-
age ring, open for maintenance and upgrade, at the Stanford Synchrotron Radiation 
Laboratory, Menlo Park, CA. Photograph courtesy of K. Kantardjieff
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dynamic range, good linearity of response, a high spatial resolution, a large 
active area size, a high counting rate capability, and are the least expensive 
detectors. Their drawback in synchrotron use is the slow readout time, which 
is generally not an issue for the less intense home-lab X-ray sources.

2.5.2. CCD Detectors
CCDs are comprised of a two-dimensional semiconductor array which directly 
delivers a digital image of the diffraction pattern. The X-ray photons fall onto a 
fluorescent screen bonded to an optical taper leading to a photon-sensitive CCD 
chip. The diffracted X-ray photons are converted into visible light in the fluores-
cent screen. The light is guided through the taper to the CCD chip, where free 
electrons in proportion to the number of photons are accumulated. Depending 
on the specific design of the detector, fast readout electronics generate a raw 
electronic image of the diffraction pattern, which is further processed by the 
data collection computer. CCD detectors (Fig. 47.7) exhibit high sensitivity, low 
noise, and excellent linearity of response. However, they can be saturated by 
very intense X-rays, and multiple passes with suitable exposure times may be 
necessary to capture data from crystals that diffract strongly. Exposure times for 
single data frames can be as fast as seconds on synchrotrons, and a whole data 
set can sometimes be collected within minutes.

 2.6. Diffraction Data

Once a suitably sized crystal has been found upon inspection of the crystal-
lization drops, successfully harvested and mounted under cryogenic conditions, 

Fig. 47.7. A crystallographic synchrotron beam line end station. The end station of 
beam line 5.0.2 at the advanced light source (ALS) in Berkley with X-ray beam optics, 
goniostat, cryo-cooler, sample mounting robot and CCD detector. Image courtesy of 
G. Snell, ALS
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the actual process of structure determination begins. Unlike the sample 
preparation and crystallization screening stages, which more or less depend 
on experimentation in the “wet” laboratory, all subsequent steps following 
data collection – data processing, phase determination and evaluation, electron 
density reconstruction, model building, structure refinement, validation, and 
analysis – are conducted in silico with computer programs. Collecting good 
diffraction data is the final, most important experimental step in a crystal-
lographic structure determination. Poor data will invariably result in a poor 
crystal structure, provided the data can be phased in the first place.

2.6.1. Cryogenic Cooling
Just as any organic or living material, proteins are sensitive to X-ray radiation 
damage. The energy range of X-rays used for diffraction is in the 6–15 keV 
range, which is in fact severely ionizing radiation. The ionizing absorption 
events create radicals, which rapidly destroy any protein crystal, particularly 
at dose rates experienced at synchrotrons. An efficient way to suppress radia-
tion damage by slowing down the kinetics of the radical reactions is cryogenic 
cooling. Rapidly quenching or flash-cooling crystals to liquid nitrogen tem-
peratures, either in cold nitrogen gas streams or directly into liquid nitrogen, 
will strongly reduce radiation damage. To prevent the formation of crystalline 
ice during flash-cooling of the crystals, cryoprotectants, present in the mother 
liqor or added to the mother liquor, are necessary. Cryoprotection is effectively 
accomplished during harvesting, when the crystals are scooped up from the 
drop in cryo-loops and briefly swept though a cryoprotectant before being 
dipped into liquid nitrogen. Common cryoprotectants are ethylene glycol (the 
antifreeze in automobile radiators), glycerol, higher alcohols, polyethylene 
glycols (PEGs), or high concentration solutions of sucrose or salts. Once the 
protein crystals are flash-cooled and stored in pucks in a liquid nitrogen Dewar 
(dry shipper), they can be safely sent to a synchrotron for data collection.

2.6.2. Data Collection
The crystal, successfully cryo-mounted in a loop on top of the harvesting pin 
set in a magnetic base, is placed on a goniostat and exposed to intense and col-
limated X-rays (Fig. 47.7). In protein crystallography, the goniostat frequently 
has only a single axis, j, which allows the crystal to be rotated in small incre-
ments (around one degree of freedom), and during each increment of rotation 
a diffraction pattern is collected by an electronic IP or CCD detector. From a 
preliminary sampling of the diffraction pattern, the quality of the diffraction 
(resolution of the data, cell constants, and sharpness of the reflections) can be 
determined. If the reflections recorded can be indexed (i.e., a consistent set of 
directional indices h,k,l, assigned to all reflections) and the crystal is deemed 
suitable for full data collection, basic data collection parameters such as the 
rotation increment, the crystal-to-detector distance, and exposure time are 
optimized.

Depending on the Laue group, which is defined by the symmetry of the 
crystal, and on the type of diffraction experiment (anomalous data collection 
or not), a data collection strategy is devised. The symmetry of the crystal is 
reflected in the diffraction pattern symmetry, the so called Laue symmetry, and 
a complete data set must contain as many of the unique reflections present in 
the diffraction pattern as possible. For anomalous data collection, which is 
extensively used for anomalous phasing techniques, the centro-symmetrically 
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related part of the unique data wedges (containing the so-called Friedel pairs 
-h -k -l of each reflection h k l) of must be also collected.

Once all diffraction pattern images are recorded, they are integrated and 
scaled into a complete data set. The data set so obtained represents a periodi-
cally sampled, reciprocal space transform of the molecules in the crystal. The 
extent to which the crystal diffracts (well-ordered crystals tend to diffract to a 
higher resolution than less well-behaved ones) directly determines how detailed 
or “sharp” the final reconstruction of the electron density will be, and ultimately 
how accurate and precise the resulting model can be. Although high resolution 
certainly helps, how accurate the model actually is will depend on the effort the 
crystallographer puts into the model building and structure refinement. Because 
crystallography reveals the reconstructed electron density of the atoms that 
form the protein, there is a keen interplay between the extent of diffraction and 
amount of detail visible in the electron, as is apparent in Fig. 47.5.

2.7. Phase Determination

Although a light microscope can be easily built to create a magnified image 
of an object using a lens, its resolution is not high enough for us to distin-
guish atomic detail in a molecular structure. With a microscope, no details 
of an object can be discerned unless the details of the object are separated 
by approximately half the wavelength of the radiation used to view them. 
Although X-rays have the appropriate wavelength to view atoms (in the Å, 
10−8 cm, or 0.1 nm range), an X-ray microscope to view atoms cannot be built, 
because the refractive index for X-rays in most matter is practically one. This 
means, that there is no convenient material we can use to produce a lens that 
can focus X-rays. Therefore, we need to take the detour of back-transforming 
X-ray diffraction data mathematically to obtain the desired atomic resolution-
level information about the molecular structure.

Our diffraction data, the measured diffraction intensities or reflections that 
form the data set, return only the magnitude of the diffracted X-rays. The phase 
relations between the reflections, which unfortunately carry the  majority of 
the information about the molecular structure, are absent. Thus, to complete 
our X-ray diffraction experiment, and to reconstruct the electron density to 
obtain an image of our protein in the form of an electron density map, we 
must obtain the phase information through additional experiments. As noted 
earlier, this is known as the crystallographic phase problem. The strategy 
of phase determination depends on the molecular system whose structure is 
being determined, and indeed, can often be quite a time- consuming puzzle. 
Phasing is also the most critical part of the X-ray structure determination, and 
as with any other data, poor phases will result only in a poor structure, if it 
can be solved at all.

2.8. Substructure Methods

Fortunately, there is a generally applicable way to solve macromolecular struc-
tures. Instead of determining the position of thousands of atoms at once, it is 
possible to determine the structure of a few, distinct heavy atoms in a protein 
structure first, and bootstrap the phase determination from this so called heavy 
atom substructure. Substructure methods require that data sets of isomorphous 
structures (having the same molecular arrangement, space group, and unit 
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cell dimensions) of the protein and corresponding heavy atom labeled structures 
are available. The isomorphous data sets are used to generate difference 
data reflecting the simplified substructure arrangement of the heavy atoms, 
which can then be determined using the direct methods or Patterson methods 
described below. Substructure phasing, also called de novo phasing, accounts 
for about 25% of all structures deposited in the PDB, and the overwhelming 
majority of new structures are solved by Se-based, multiple anomalous disper-
sion (MAD) phasing discussed in the following sections.

2.8.1. Direct Methods
Molecular structures containing less than 1,000 atoms can be solved by brute 
force statistical Direct Methods, given data to 1.2 Å or better, and most small 
molecule structures are solved this way. It was shown in the early 1950s that 
the phases of strongly scattered beams can be estimated from their measured 
intensities, by investigating the correlation between amplitude and phases 
of reflections and the electron density distribution in the unit cell. Classical 
direct methods, as applied to small molecules, assume that the electron den-
sity is always positive in the unit cell, that the unit cell consists of discrete 
atoms, and that the atomic positions are random variables with uniform dis-
tribution throughout the unit cell. Classical direct methods calculate phases 
directly from the amplitudes of the normalized structure factors, and each 
reflection is involved in multiple probability distributions. The tangent for-
mula (13) combines these probability distributions and assigns a most prob-
able phase given the other phase angles. Although there are limits to classical 
direct methods for complete protein structure solutions, modern, combined 
reciprocal- and real-space direct methods are extremely powerful in substruc-
ture determination (14).

2.8.2. Patterson Function and Synthesis
To locate positions of heavy atoms (large atomic number, many electrons) or 
anomalous scatterers in the crystallographic unit cell requires the use of math-
ematics called the Patterson synthesis. The marker atoms so located provide 
phase information, which is deduced from structure factor amplitudes only. In 
the case of isomorphous replacement, this involves differences between native 
and derivative structure factor amplitudes, and in the case of anomalous dis-
persion, it involves anomalous differences between Friedel pairs of reflections 
and/or dispersive reflections recorded at different wavelengths. The Patterson 
function is a Fourier synthesis represented as
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where |Fhkl |2 is proportional to the intensity of each reflection we have 
recorded in our data. Thus, the Patterson function P(u,v,w) can be computed 
directly from the diffraction data.

P(u,v,w) is a periodic function in Patterson space, whose unit cell vectors 
u, v, and w are parallel to the unit cell vectors a, b, and c for the crystal. The 
coordinates u, v, and w are used instead of x, y, and z to emphasize that the 
Patterson map is distinct from the electron density map. In the Patterson map, 
there will be N2−1 peaks (excluding the origin), where N is the number of 
atoms in the structure. But, what exactly do these peaks represent?
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The Patterson map is an interatomic vector map. Each peak in the map 
represents a vector whose tail is at the origin and whose head is at the center 
of the peak. The value of the peak (height) is the sum of the products of the 
electron density at one end of the vector with the electron density at the other 
end of the vector. There is a large origin peak at u = v = w = 0, because this 
is where all the self vectors among atoms coincide. A correct interpretation of 
the Patterson map assigns atomic coordinates to heavy atoms in the structure, 
thus providing the substructure from which initial phases can be deduced. The 
Patterson function also lies at the heart of most molecular replacement meth-
ods, which will be discussed in a following section.

2.8.3. Isomorphous Replacement
Heavy atoms can be introduced into crystals by soaking techniques, and small 
changes in the reflection intensities between native crystals and derivatized crys-
tals can be exploited to solve the heavy atom substructure (15). This is called 
SIR or MIR for Single or Multiple Isomorphous Replacement. Recall that differ-
ent atoms contribute to the scattered intensity in proportion to the square of the 
number of electrons they contain. Consider a mercury atom, which contains ∼13 
times as many electrons as a carbon atom. The contribution of one Hg atom to 
the scattered intensity will be equivalent to that of ∼170 carbon atoms. Crick and 
Magdoff (16) first estimated the change in scattering intensity (phasing power) 
resulting from addition of a heavy atom using the following equation:
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where Zeff is the effective atomic number of the atom in the native structure 
(6.7 for proteins (17)), NT is the total number of atoms in the native structure, 
and NH is the number of heavy atoms with scattering power fH. In our exam-
ple, then, the change in intensity from the addition of one mercury atom to a 
protein of ∼20 kDa is easily measured. For larger structures such as ribosomal 
subunits, heavy atom clusters can be exploited for phasing (18).

Soaking the crystals for several hours to days in mother liquor containing 
a few mill molar heavy atom salts such as Pt, Pb, Hg, and U (Hg for example 
attaches preferentially to free cysteines) is the classical approach to isomor-
phous replacement, but osmotic shock, deterioration of the crystals during 
soaking, and the resulting loss of isomorphism can create problems. As the 
initial phases are not exact and can have relatively broad probability distribu-
tions, it is generally necessary to prepare more than one derivative. Availability 
of multiple isomorphous derivatives (MIR) also removes the ambiguity in the 
substructure handedness, which otherwise needs to be overcome in SIR by 
combination with anomalous phasing or density modification techniques.

2.8.4. Anomalous Phasing Techniques
Heavy atoms (other than C, N, O) often exhibit wavelength-dependent 
anomalous scattering, with the result that a reflection Fhkl and its centrosym-
metrically related reflection F-h-k-l (also called Friedel pairs) are not exactly 
equal. These small differences can be exploited in SAD and MAD phasing 
methods (for Single and Multiple Anomalous Diffraction). Metal atoms such 
as Fe, already present in the protein, or Se, in selenomethionine (modified 
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methionine that has been incorporated into the protein during expression) are 
suitable anomalous scatterers. In the case of selenomethionine, one Se-Met 
residue provides sufficient phasing power for 80–120 residues (17). Heavy 
atoms soaked into isomorphous crystals can also act as source of anomalous 
signal, as noted previously.

The elegance of the MAD method (19) lies in the fact that anomalous dif-
ferences exist not only within a data set among the Friedel pairs collected at 
a wavelength above the absorption edge, but also as dispersive differences 
among data sets collected at different wavelengths. As all these data sets can 
be collected at different wavelengths from one single crystal, nonisomorphism 
among crystals is not an issue. Together, this means that multiple, perfectly 
isomorphous difference data sets are available, and phases determined from 
the substructure of anomalous scatterers are of correspondingly high quality. 
In addition, as the sequence of the protein is normally known, the location of 
Se atoms in methionine residues provides valuable anchors for the sequence 
during subsequent model building.

Given very carefully collected and redundant data, even the small anomalous 
signal resulting from the presence of sulfur atoms of cysteine and methionine 
residues in native proteins can be exploited for anomalous phasing in com-
bination with density modification techniques. This method is called SSAD 
(sulfur single wavelength anomalous diffraction). Because the anomalous sig-
nal of sulfur is stronger at longer wavelengths (closer to the sulfur absorption 
edge), characteristic copper (1.54178 Å) or chromium (2.2910 Å) radiation can 
be used for in-house SSAD phasing (20).

2.8.5. Molecular Replacement
If the atomic coordinates of a previously determined, structurally homologous 
model are available, these can be used as a search fragment to calculate initial 
phases for the unknown protein structure in the method known as Molecular 
Replacement (MR). Model phases so derived are then used in the initial 
construction of the electron density. In MR, we attempt to locate the position 
of the search molecule in the crystal (hence the name Molecular Replacement, 
in the sense of repositioning, not substituting, the molecule). To determine the 
relative orientation of the search molecule in the crystal we first calculate 
the Patterson map for the search molecule using its atomic coordinates, and 
then superposition the search map onto the experimental Patterson map for 
the structure to be solved, which is calculated from the intensity data. Once 
we have correctly oriented the search molecule (rotation), we must locate the 
search molecule’s position in the unit cell with respect to the origin. We step it 
through the unit cell (translation), essentially artificially packing the model 
into the unit cell of our unknown molecule, now comparing calculated and 
observed structure factors. When the model is correctly positioned, we will 
have a good correlation of between calculated and experimental data, and 
we can use the atomic positions so derived to calculate the structure factors 
for our unknown molecule. Other, powerful evolutionary algorithms for MR 
use a direct, six-dimensional search instead of the subsequent 3 + three 
dimensional (rotation + translation) search to find the correct position of the 
search model (21) or employ additional, sophisticated maximum likelihood 
search methods (22).

MR does not require high resolution data. It allows a quick determination 
of initial phases, providing atom positions ready for rebuilding and refinement 
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without the need to completely retrace the chain, and it is very useful for 
determining the structures of complexes and mutants. However, careless use of 
model phases will introduce severe model phase bias. Model bias is a devious 
feature: Because phases dominate the reconstruction of the electron density, 
the initial structure will largely reflect the features of the search model and not 
necessarily the true structure, although the initial maps can look deceivingly 
acceptable. Phase bias removal methods such as simulated annealing, omit 
maps, unrestrained dummy atom refinement, map averaging or a combination 
thereof must be extensively used to correct the phases and multiple cycles of 
rebuilding of model may be necessary to obtain a good structure. About 75% 
of all structures deposited in the protein data bank are solved by molecular 
replacement techniques exploiting a homologous structure model as a source 
of initial phases.

2.9. Density Modification and Phase Extension

The initial maps obtained from substructure methods contain noise as a result 
of measurement errors, imprecision in the heavy atom solutions, and closure 
errors in the solution of the phasing equations. However, protein molecules 
pack loosely in a lattice containing substantial solvent channels (about 30–70 % of 
the crystal volume) filled with nonordered solvent, a fact that can be used to 
improve the map appearance and improve interpretability. Setting the solvent 
electron density to a constant value (flattening), in repeated cycles with adjust-
ments in the solvent mask under extension of resolution (23), leads to drasti-
cally reduced phase angle errors and, hence, clearer and better interpretable 
electron density maps. Density modification is also important in permitting 
phase extension to higher resolution in the frequent case where the derivative 
or anomalous data used for substructure solution and phasing do not extend to 
the same high resolution as the native data (24).

A powerful variation of density modification is map averaging, which 
is applicable in presence of quite frequent non crystallographic symmetry 
(NCS). The principle of NCS averaging is that if more than one molecule (for 
example, a dimer) is present in the asymmetric unit of the crystal, the dif-
fraction pattern and hence the back-transformed map, will contain redundant 
information. The electron density of the different copies of the molecule thus 
can be averaged (consistent features will amplify whereas noise and ambigu-
ous density will be suppressed), and again, a greatly improved electron density 
map of the molecule results. Map averaging is also possible among differ-
ent crystal forms of the same protein (25), and density modification by map 
averaging is in fact so powerful that virus capsid structures, which are highly 
symmetric and contain up to 60 copies per molecule, can be phased without 
additional substructure information.

2.10. Electron Density Map Interpretation

Once an interpretable map is obtained by phase extension methods, a model 
of the protein, which makes chemical and physical sense, is fitted into the 
initial electron density map. In the early days of protein crystallography, 
physical protein models were built by hand (26) using metal rods to show 
chemical bonds. Today, model building is achieved in silico using computer 
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programs that graphically display the electron density and allow placement and 
manipulation of protein backbone markers and residues, combined with vari-
ous real space and geometry refinement tools (27). The process of model 
building is greatly accelerated by automated model building programs (28) 
providing a reasonable starting model, which can then be completed and 
polished by hand.

Before automatic model building procedures can be used, a set of “guide 
points” is required, which is essentially a set of Cα backbone atoms placed at 
recognizable branching points of main and side chain density, at 3.8 Å inter-
vals, and the longest contiguous chain is sought (29,30). This initial set of 
Cα positions could then be used to query the structural database in search of 
fragment libraries (31), which along with statistics on use of preferred rotam-
ers (32), can improve the model quality already in the first building cycles. 
Sequence anchoring on stretches of distinct residues or at marker atom sites 
then facilitates proper tracing of the chains, as well as recognition and correc-
tion of branching errors.

Despite the assisting software available, model building is often perceived 
as the most dreaded part of a structure determination. Model building certainly 
constitutes the most intense involvement in the protein structure, and with poor 
electron density, a large degree of intuition and experience are required. It is 
here where quality data, good phases, and high resolution deliver substantial 
pay-offs. Good quality maps at higher resolution reveal much higher detail and 
allow greater confidence when building the model. At high resolution, electron 
density shapes of the residues are much less degenerate than at low resolution, 
aiding proper feature recognition, faster alignment with the known sequence, 
and less opportunity for tracing errors.

2.11. Model Refinement

Despite meticulous model building, an initial model will still be missing 
certain parts, and it will have many small errors, such as incorrect bond dis-
tances and angles, poor backbone geometry, or improbable torsion angles. 
These small errors are corrected during the course of structure refinement. 
The refinement program adjusts the atomic position coordinates of the initial 
model, as well as general scaling parameters, so that the differences between 
observed and calculated structure amplitudes are minimized (33). The model 
is usually improved by least-squares minimization of

 w F F w Y Yobshkl cal tr( − ) + −∑ ∑2 2( )  (9)

alternately with rebuilding of the model by interactive graphics. Here, w are 
statistical weights, |Fobs| and |Fcal| are the observed and calculated structure 
factor amplitudes and Y and Yt are the current and target values of restraints 
such as bond lengths and angles. The lower the resolution is, the more impor-
tant are these restraints. As the model quality is improved, individual atomic 
temperature factors (a measure for positional displacement either via thermal 
motion or through disorder) are refined during refinement, and bulk solvent 
model corrections are applied (34).

The global measure of agreement between calculated and observed structure 
factor amplitudes is given by the crystallographic R-value
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In this simple equation |Fcal| and |Fobs| are the calculated and observed structure 
factor amplitudes, and k is a scaling constant. In the literature, the R-value 
may be given in percent rather than as a fraction between 0 and 1, e.g., 24.6% 
instead of 0.246.

The quality of a crystal structure refinement used to be measured with the R-value 
only. However, R can be reduced artificially by refining more model parameters than 
justified (called overfitting). This fallaciously improves the fit between observed 
and calculated data, but actually does nothing to improve the model. Common 
sources of overfitting are the introduction of too many water molecules into the 
model, or placing various kinds of molecules (solvent or ligands) into spurious 
density. Today, it is necessary to exclude about 5% of the reflections from refine-
ment, which are used to calculate an index called Rfree using the same formula 
(10). Because the model is never refined against these reflections, they provide 
an independent assessment of the improvement of the model during refinement/
rebuilding cycles. The refinement is considered complete when it is not possible 
to reduce Rfree further (35), and there is no significant remaining difference elec-
tron density or disagreements with the restraint target values. As a crude rule of 
thumb, R in % is expected to be about 10 times the highest resolution of the data, 
and the gap between R and Rfree should not be much more than 5%. A valuable 
final measure of quality, in terms of model stereochemistry, is the Ramachandran 
phi/psi plot (36). Because the backbone torsion angles, ϕ and ψ, are not restrained 
during refinement, the Ramachandran plot is a good independent diagnostic. 
Ideally, 98% of the residues should fall in the allowed core region, and 80% in 
the most preferred core, as illustrated in Fig. 47.8.

2.12. Strategies

2.12.1. Crystallization
Start with pure and monodisperse material. Purity can be ascertained by 
SDS PAGE, and dispersity can be determined by dynamic light scattering. 
Commercially available crystallization screening kits, containing as many as 
96 different crystallization conditions and based on ionic strength, precipitants, 
and incomplete factorials, can be purchased for manual or automated screen-
ing experiments. Random screening using prior knowledge, such as isoelectric 
point (37,38), can be utilized for designing specific screening strategies.

2.12.2. Cryo-Crystallography
Radiation damage has been a major concern since the earliest days of macro-
molecular crystallography, because it limits the information that we can obtain 
from a single crystal. Symptoms of radiation damage to protein crystals rec-
ognizable in the diffraction data include decrease in diffraction intensity and 
resolution, increase in unit cell volume, and color changes. In refined models, 
site specific damage, beginning with breakage of disulfide bonds, followed by 
decarboxylation of aspartates, glutamates, and the C-terminus, and then loss 
of the hydroxyl group from tyrosines (39–41) is molecular evidence of radiation 
damage. In the late 1980s, flash-cooling techniques for monochromatic macro- 
molecular crystallography, as described earlier, were developed. Because data 
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collection at ∼100 K usually prolongs the crystal lifetime by a factor of ∼70 
(42), the problem of radiation damage had largely been resolved until the 
advent of third generation synchrotrons in the late 1990s. Ongoing systematic 
studies on different aspects of radiation damage are continuing to increase our 
understanding of the underlying physics and chemistry of this process, and 
software that accounts for the damage effects are actively being developed.

2.12.3. Data Collection
The goal of data collection is to generate data accurate enough to ultimately 
build a model of sufficient depth of detail to understand your particular pro-
tein structure. This entails collecting a complete and accurate set of reflection 
intensities to as high a resolution as possible. Careful strategies must be used to 
extract the maximum information from the data within experimental constraints, 
such as crystal characteristics and properties of the X-ray source. If the crystal 
diffracts to very high resolution, the detector must be moved off-center to cap-
ture those data. Similarly, low resolution data, which are important for phasing, 
must not be sacrificed at the expense of high resolution data. Two data collections 
runs at different detector angles and/or exposure times, one for high- and one for 
low-resolution data coverage are then advisable. If data are collected at two dif-
ferent crystal-to-detector distances, these distances should be optimized to cap-
ture enough overlap for proper scal. As data redundancy improves experimental 

Fig. 47.8. The Ramachandran phi/psi plot. Ramachandran plot showing the distribution 
of j/y torsion angles pairs for each residue in a protein chain during model building. In 
this initial structure model, most residues lie in energetically favored core regions (dark 
shades), while a few highlighted outliers still need further adjustment and rebuilding
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phases by decreasing the error in merged data and thus in calculated amplitude 
differences, it is better to collect for phasing fewer intense and well-resolved 
reflections with high redundancy (several times at different positions in reci-
procal space) than to collect many poor reflections at high resolution that simply 
add to the noise. Exposure times should be adequate to obtain a high signal/noise 
ratio over the bulk of data set.

In the particular case of data intended for phase determination using anoma-
lous dispersion, synchrotron beamline properties are relevant to determine 
which and how many wavelengths to use in the experiment. This requires deci-
sions about the data collection sequence and how many data to collect at each 
wavelength. Although MAD data collected at three wavelengths can provide 
extremely accurate phases, the probability of radiation damage to the crystal 
may necessitate the compromise of conducting a two wavelength MAD experi-
ment instead. When single wavelengths are used for anomalous phase determi-
nation, complete date sets, including measurements of all anomalous pairs with 
a very high degree of redundancy in the data, are generally required.

2.12.4. Recombinant DNA Technology
In addition to facilitating overexpression of pure protein, recombinant tech-
niques allow for production of stable mutants, as well as introduction of 
specific changes into a protein sequence to improve crystallizability (43) or 
provide for site-directed heavy atom labeling (44–46). The most common phas-
ing technique exploits the fact that the amino acid methionine can be replaced 
with selenomethionine by overexpressing the protein in a suitable, Se-Met aux-
otroph expression system (47). The incorporated heavy (z = 34) Se atoms then 
act as the source of anomalous signal, and the method, as previously described, 
is appropriately called multiple anomalous diffraction (MAD) phasing.

2.12.5. Time-Resolved (Laue) Diffraction
The special case of harnessing the full spectrum of synchrotron radiation 
in Laue crystallography opens up the possibility for time resolved studies, 
on time scales of seconds to picoseconds, to create molecular movies with 
high spatial resolution and wide temporal sampling (48). Such analyses are a 
growing trend in special crystal structure analyses, greatly aided by expanded 
capabilities such as fast repeated data collection with CCD detectors. To 
examine the evolution of structural intermediates of reactive protein molecules 
such as enzymes, for example, one can record a succession of Laue diffrac-
tion snapshots with preset lengthening time gaps, while a substrate solution 
is passed over a crystal of the protein held in a flow cell. Provided that there 
are no severe conformational changes that alter or destroy the crystal lattice, 
experimental difference electron density maps produced with Laue data can 
reveal changes in electron density corresponding to conformational changes 
and chemical modifications.

3. Applications

3.1. Structure-Guided Drug Discovery

The Philadelphia chromosome arises from translocation between human chro-
mosomes 9 and 22 and fuses two genes, c-ABL and BCR. The fusion protein 
that results is a constitutively active oncogenic tyrosine kinase that causes cell 
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transformation and chronic myeloid leukemia, and has also been shown to 
be responsible for malignant transformation in 15–30% of patents with acute 
lymphoblastic leukemia. Gleevec, or Imatinib, STI-571, is an established first-
line treatment for chronic myeloid leukemia. It achieves its effect by binding to 
the ABL kinase domain and inhibiting its tyrosine kinase activity to produce a 
normalization of white blood cell counts and reduce the Philadelphia chromo-
some-positive clones of stem cells in bone marrow. Early treatment elicits high 
response rates, but acquired resistance to Imatinib, most often a result of point 
mutations in ABL, is a distinct problem.

In an effort to understand the structural basis of resistance and to design a 
novel and more potent therapeutic, capable of preventing proliferation of cells 
including those resistant to Imatinib, scientists at Bristol-Myers Squibb under-
took a comparative X-ray crystallographic study. Using molecular replace-
ment techniques, they determined the structures of BCR-ABL in complex 
with various small molecules that had been shown to be multi-targeted kinase 
inhibitors (49). As shown in Fig. 47.9, they found that, although the central 
cores of the drugs overlap, the rest of each molecule extends in opposite direc-
tions within the enzyme. Mutations imparting Imatinib resistance occur in the 
activation loop and other regions of the C-terminal lobe of the enzyme. These 
mutations result in conformational changes unrecognized by Imatinib. One 
of the molecules screened, Dasatinib, by contrast, is capable of recognizing 

Fig. 47.9. Comparison of the Dasatinib, PD173955 and Imatinib complexes of ABL 
kinase. A ribbon representation of three complexes, superimposed, with the drugs ren-
dered as sticks. Dasatinib and PD173955 are bound at the upper left of a cleft and shown 
in dark and light grey, while imatinib (Gleevec) is bound to the right and down, shown 
in medium grey. The phosphorylated tyrosine is shown at the lower right, rendered by 
sticks and colored by atom type in tones of grey and white. Ring structures at the ends 
of the inhibitor molecules overlap, but the rest of the structures extend in opposite direc-
tions. The activation loop in the imatinib structure diverges from the conformation found 
in the Dasatinib structure. All Imatinib-resistant mutations occur in the phosphate-binding 
loop (P-loop) of ABL kinase, where Dasatinib is capable of binding. Image rendered 
with ICM Pro v3.4–7 h using coordinates from PDB IDs: 1GQG, 1IEP and 1M52
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multiple states of the enzyme and still render it inactive. Comparison between 
structures of Dasatinib and another compound, PD173955, also helped to 
explain why the latter was not as potent an inhibitor as Dasatinib.

3.2. Elucidating the Transcriptional Molecular Machinery

The human genome consists of approx 3 billion nucleotide pairs organized 
into 23 chromosomes. If this DNA were to be uncoiled and laid out end to 
end, it would extend about 3 m. Obviously, this cannot possibly fit into a cell, 
and extended DNA would be susceptible to breakage during replication and 
cell division. In eukaryotes, genetic material is thus organized into complexes 
of DNA with core histones and other chromosomal proteins that together form 
chromatin. The chromatin repeating unit includes two copies each of four core 
histones H2A, H2B, H3 and H4 (collective molecular mass 206,000) wrapped 
by 146 bp of DNA. The fundamental packing unit of chromatin is an 11-nm 
diameter molecular assembly called the nucleosome. With additional proteins 
and histone H1, nucleosomes are packaged into 30-nm fibers with six nucleo-
somes per turn in a spiral or solenoid, and when this 30-nm fiber unwinds, an 
11-nm template for transcription is generated. The precise molecular mecha-
nism of transcriptional regulation at the level of the nucleosome was finally 
elucidated by Tim Richmond et al. in 1997, when they determined the struc-
ture of the nucleosome core particle to 2.8 Å resolution (50, 51).

This structure was the culmination of more than 15 yr of work involving a tour 
de force of recombinant DNA technology and protein crystallography. The four 
core histone proteins were individually expressed in milligram quantities in 
E. coli, purified under denaturing conditions, then refolded into histone octomers 
and assembled into nucleosome core particles using 146 bp defined-sequence 
DNA fragment derived from human α-satellite DNA. Crystals were grown by 
vapor diffusion over the course of one to three weeks and flash cooled in liquid 
propane at −12°C before data collection on an IP detector on undulator beamline 
ID13 at the European Synchrotron Radiation Facility (ESRF) in Grenoble. Three 
heavy atom derivatives were used for MIR phasing, prepared by soaking with 
mercury nitrate, methyl mercury nitrate and tetrakis(acetoxymercuri)methane 
(TAMM) (52). The initial MIR electron density map was used to trace 120 bp of 
DNA and 745 amino acids, and iterative rounds of model building and refinement 
resulted in a model containing the entire DNA and histone octamer (Fig. 47.10).

The structure revealed that the histone amino terminal tails pass over and 
among the gyres of the DNA superhelix, making contact with neighboring 
core particles. When the histone tails are hypoacetylated, they constrain the 
wrapping of the DNA on the nucleosome surface by promoting strong nucleo-
somal interactions. Upon hyperacetylation, the nucleosomal interactions are 
weakened, the histone tails no longer constrain the DNA on the surface of 
the nucleosome, and the DNA is now accessible to transcription factors. The 
bending and supercoiling of the DNA on the nucleosome can promote binding 
of transcription factors and augment interactions among different factors.

3.3. Time Resolved Laue Crystallography

Hydroxymethylbilane synthase (HMBS) is the third enzyme in the heme bio-
synthetic pathway, catalyzing the polymerization of four molecules of porpho-
bilinogen to form hydroxymethylbilane. All organisms, except viruses, have 
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a requirement for one or more of the tetrapyrroles, such as heme, chlorophyll 
or vitamin B12, for which HMBS activity is vital. Inhibitors of HMBS are 
believed to be potentially useful as antibiotics and/or herbicides. Furthermore, 
molecular abnormalities in the gene coding for this enzyme result in half-normal 
activity of HMBS, which is associated with the autosomal disorder known as 
acute intermittent porphyria (the madness of King George III).

In a study aimed at understanding the important and highly complex 
biological chemistry of this molecular system, Helliwell and coworkers con-
ducted a time-resolved experiment at the ESRF Laue beamline ID109 (53). 
HMBS is suitable for time-resolved studies because it is a slow enzyme (kcat = 
0.1 s−1 at 310 K and pH 7.5, compared to kcat ∼ 10−7 s−1 for most enzymes), and 
slower rates can be obtained using mutants, lower pH or lower temperature. 
The experimental difference maps, produced with the Laue data, revealed an 
elongated electron density in the putative substrate binding site of the enzyme, 
located appropriately near the unusual cofactor of HMBS, dipyrromethane. 

Fig. 47.10. Nucleosome core particle. The nucleosome core particle consists of to cop-
ies each of core histone proteins, H2A, H2B, H3 and H4, wrapped by 146 base pairs 
of DNA. The tails of the histone proteins, which are seen to protrude from among the 
base pairs, form strong or weak nucleosomal interactions, depending on their state of 
acetylation. When hyperacetylated, nucleosomal interactions are weakened, the DNA 
is not constrained on the surface of the nucleosome, and the DNA becomes accessible 
to transcription factors. Image rendered with ICM Pro v3.4–7 h using coordinates from 
PDB ID: 1AOI
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This density was followed in a structural and functional context over several 
hours to reveal structural intermediates in the reaction and the change from 
oxidized (inactive) to reduced (active) form of the cofactor. Although, the 
role of a disordered loop region containing catalytic residues remains to be 
elucidated, the structures obtained have provided valuable insights for devel-
oping new experiments as well as for designing putative inhibitors (54) against 
pathogens such as Mycobacterium tuberculosis.
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1. Introduction

Over the last two decades, microchip-based lab analysis systems have become 
more and more popular. These devices are typically called lab-on-a-chip devices 
or micro-TAS (micro total analysis systems), because they are designed 
to integrate an entire analytical instrument onto a small portable device. 
However, for the benefit of this chapter, we are going to refer to these devices 
as lab-on-a-chip devices, because this term is broader and includes both 
the analysis portion of the device, and also any other functions that the device 
might perform (i.e., microreactors, cell culturing, PCR, separations, etc.). 
Some of the devices are designed to be disposable and some are designed to 
be reuseable, but they are typically designed to be small portable, inexpensive 
devices that complete an entire chemical analysis.

The first lab-on-a-chip device was developed in 1979 when a gas chromato-
graph was fabricated on a silicon wafer (1). Over the last 25 years, research has 
continued to decrease the size and increase the functionality of lab-on-a-chip 
devices. Today, there are lab-on-a-chip devices for gas chromatography (1), 
liquid chromatography (2), electrophoresis (3–4), immunoassays (5,6), solid 
phase extraction (7), magnetic separators (8), DNA analysis (9), PCR (10), and 
cell culturing (11). This chapter will discuss lab-on-a-chip devices for sample 
preparation, separation, and detection, while also including microreactors and 
cell culturing.

There are many advantages of lab-on-a-chip devices, but one of the most impor-
tant is a decreased use of consumable chemicals. Many chemicals and biologicals 
used in analysis are expensive and others are difficult to dispose of. The lab-on-
a-chip device can decrease the use of consumable chemical by several orders of 
magnitude. This decreases cost, toxicity, and disposal risks. Other advantages 
include improved performance (sensitivity, detection limits, analysis time, etc.), 
automation, and design flexibility. However, the main disadvantage of lab-on-a-
chip devices has been the ability to integrate them with larger scale systems.

Today, there are more than a dozen commercial lab-on-a-chip products. 
Most of these products are designed for the life scientist and include products 
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for immunoassays, DNA analysis, protein analysis, enzyme assays, miniatur-
ized replacements for LC systems, and protein crystallization systems. These 
devices are becoming more and more important to the molecular biologists, 
clinicians, and biochemists because they can provide more reproducible results 
and less false results than traditional homogeneous methods, they can analyze 
smaller sample sizes, which is important in molecular biology where you 
may only have micro or nanograms of protein, and these devices can decrease 
analysis time by orders of magnitude.

2. Methods of Microchip Fabrication

Lab-on-a-chip devices are typically fabricated using lithography or laser abla-
tion. Lithography is the process of making three dimensional features on a flat 
surface, whereas laser ablation is the process of using a laser to engrave fea-
tures in a surface. There are advantages and disadvantages of both fabrication 
processes, but typically the choice of fabrication technique is determined by 
the chip material (glass, polydimethylsiloxane (PDMS), silicon, etc.).

There are two types of lithography that are typically used for producing lab-
on-a-chip devices: photolithography and soft lithography. Photolithography is 
the most widely used type of lithography and brought about the development 
of the “integrated circuit.” Photolithography is the process by which a sur-
face (i.e. silicon wafer, glass slide, etc.) is coated with photoresist. A pattern 
is transferred to the chip by exposure of the photoresist to a UV light source 
through an optical mask and subsequent etching of unexposed photoresist. 
A schematic of the photolithography process is shown in the first three steps of 
Fig. 48.1. Photolithography is commonly used for patterning on silicon wafers, 
but can also be done on glass or even a polymer like polymethylmethacrylate 
(PMMA) (12). Photolithography can pattern channels below 50 nm, so it is a 
better technique for producing nanoscale features, then soft lithography.

Soft lithography is the process of using the patterned photoresist from photoli-
thography as a master mold. Although soft lithography can be used on almost all 
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Fig. 48.1. Schematic showing the lithography process
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polymers and many other materials, one of the most common methods for using 
soft lithography for fabricating the microchip devices is replica molding of poly-
dimethylsiloxane (PDMS). Replica molding of PDMS is done by using negative 
photoresist molds on silicon wafers. PDMS is poured over the photoresist mold, 
cured, and removed to form a PDMS structure containing the negative of the 
mold, as shown in the last two steps of Fig. 48.1. The PDMS can be reversibly or 
irreversibly bonded to a flat surface to create microchannels or microstructures. 
Although this technique cannot produce as small of channels as photolithogra-
phy, it can produce channels of the micron range with high aspect ratio. Some of 
the advantages of soft lithography include the low cost of microchip production 
and the speed of fabrication. Replica microchips can be formed in less than 24 
hours from an initial design. However, soft lithography techniques are prone to 
deformation, defects, and poor reproducibility.

Laser ablation is another popular technique for microchip fabrication. The 
process involves using laser light to break chemical bonds and eject chemical 
product from a polymer, glass, ceramic, or metal substrate. It was first devel-
oped in 1982 for etching polyethyleneterphthalm (PET) (13). Since then, the 
technology has been commercialized and is now commercially available from 
a wide variety of companies. A typical laser ablation system contains a laser 
light source, optics, and a computer controlled moveable stage. The moveable 
stage moves the substrate to the area for etching and then the optics focus the 
laser light on the substrate and can etch channels and structures in a variety of 
different polymer and nonpolymer substrates.

3. Applications

To develop a micro total analysis system (micro-TAS), an individual chip must 
include integration of a method for injection of sample, sample preparation, 
separation, and detection. Very few lab-on-a-chip devices today include the 
integration of all of these components, but that is the overall goal of miniatur-
ized instrumentation. There are a number of methods of sample injection and 
most methods depend on the type of flow involved in moving the fluid through 
the chip (microfluidics). For the purpose of this chapter, we will talk about the 
most popular types of microfluidics: pressure driven flow, electroosmotic flow, 
centrifugal pumping, and magnetohydrodynamic flow.

The most common pumping mechanism on microchip devices is electroos-
motic flow, because it does not require moving components. Electroosmotic 
flow is flow induced by an electrical voltage being applied across the channel. 
A common design for microchips using electroosmotic flow is shown in 
Fig. 48.2. The t-shape allows for the electrokinetic injection of the sample. 
The sample is introduced by applying a high potential (voltage) between the 
sample reservoir and the sample waste reservoir, while the detection (and 
possible separation) is performed by applying a potential between the buffer 
reservoir and the detection reservoir.

Pressure driven flow is popular for flow-injection analysis systems. In a 
microchip device, pressure drive flow can be introduced by a HPLC pump, 
syringe pump, micropump, or suction (applying a vacuum to the waste reser-
voir.) Centrifugal pumping is not a common type of fluid flow in microchips, 
but it is used for LabCD type devices (devices that build microchip analysis 
system for use in a CD drive that will spin the LabCD device and induce a 
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centrifugal force that will drive the fluid through the analysis channels of the 
chip). The final flow system is magnetohydrodynamic flow, which is flow that 
is induced when an AC electrical current is passed across two electrodes in the 
presence of a magnetic field. This type of flow is rare, but is gaining popularity 
owing to the fact that it does not require either moving components or a high 
voltage power supply.

3.1. Electrophoresis

One of the many components that have been miniaturized on lab-on-a-chip 
devices are separation systems. Early in the development of lab-on-a-chip devices, 
gas chromatographic columns were miniaturized for lab-on-a-chip devices, but 
recently there has been more a drive for developing other types of separation 
systems. One of the most common separation systems to be miniaturized is 
electrophoresis. Electrophoresis is the separation technique where analytes are 
separated on the basis of the size and charge, because movement is induced 
by an electric field gradient. Typically, we consider that there are two types 
of electrophoresis systems: slab electrophoresis and capillary electrophoresis. 
However, the capillary electrophoresis system can be mimicked with small 
microchannels on a glass or polymer chip. Capillary electrophoresis (CE) is 
easy to tailor to the microchip, because of the easy ability to induce electroos-
motic flow in microscale.

Over the last decade, researchers have used microchip-based CE to sepa-
rate amino acids (14–16), proteins (17), enzyme (18–20), antibodies (21–23), 
drugs (24–26), neurotransmitters (27–29), DNA (30–32), and many other 
biomolecules. Some systems require sample preparation depending on the 
type of sample. This preparation may include filtering or preconcentration. 
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Fig. 48.2. Schematic of a microchip with electrokinetic injection and electroosmotic flow
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On-column derivatization is another common component of these microchips, 
but that depends on the properties of the biomolecule and the detection 
methods. Frequently, microchip-based CE employs either fluorescence, mass 
spectrometry (MS) or electrochemical detection. Mass spectrometry is typically 
done off-chip, so we will not discuss it, but fluorescence detection can be done 
on-chip. If the analyte is a natural fluorophor, then no derivatization is nec-
essary, otherwise, pre- or postcolumn labeling of the analyte with a fluorophor 
is needed. The same can be said for electrochemical detection. If the analyte is 
an electroactive molecule, then no derivatization is necessary, otherwise, pre- or 
postcolumn derivatization is necessary to produce an electroactive molecule 
for detection. Electrochemical detection is complicated in an electrophoresis 
system, because the high separation voltage being applied across the column 
must be electrically separated from the small amperometric or voltammetric 
detection voltage being applied to the electrode. Therefore, a decoupler must 
be used to avoid these electrical interferences. These decouplers can be made 
of a variety of materials, including polymers, palladium, platinum, etc.

3.2. PCR-on-a-Chip

Polymerase chain reaction is the common technique used today for DNA 
amplification. It is a thermal cycling three-step process. The three steps 
include denaturation (30–60 s at 90–96°C) to break the double stranded DNA 
into single template strands followed by an annealing step (30 s at 55–60°C) 
that anneals primers to complementary parts of the single template strands, 
and finally enzyme-catalyzed extension (60 s at 72°C) to synthesis the 
remainder of the complementary strand. It is a cyclic process, so these steps 
are repeated over and over until sufficient DNA amplification has occurred. 
Recently, polymerase chain reaction (PCR) instruments have been miniatur-
ized for lab-on-a-chip devices.

PCR-on-a-chip is becoming a mature technology. PCR microchips have 
been fabricated from glass and a variety of polymers including: PDMS and 
polycarbonate. They require much smaller samples than traditional PCR 
systems. The sample size typically ranges from 1.3 pl to 50 µl. They can also 
employ traditional polymerase enzymes (like AmpliTaq). Owing to lower 
thermal mass, faster thermal cycling can be achieved with microchip PCR, so 
you can actually do 30 cycles in less than 10 min (33–35).

PCR is a common technique in molecular biology to replicate DNA. The 
amplified DNA can be used for a variety of purposes, but typically is used in lab-
on-a-chip devices to increase the concentration of DNA in a sample to increase 
the sensitivity of the DNA analysis scheme that follows on the chip. Therefore, 
PCR is typically one of several components on a DNA analysis microchip.

3.3. Sperm Sorter

Portable and disposable microchip devices have been developed to sort motile 
from nonmotile sperm (36,37). In vitro fertilization is the method commonly 
used to treat sperm-related infertility, but the sperm must first be sorted to 
ensure that only high quality are selected to increase the probability of fer-
tilizing oocytes. Macroscale sperm sorting devices include centrifugation, 
swim-up media techniques, and density gradient separations. Centrifugation 
has been plagued with problems owing to the fact that the large centrifugal 
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forces can damage the sperm and density gradient separations cause lower 
DNA integrity after separation (38). Swim-up techniques are less harsh on the 
sperm, but this bulk technique is not useful for recovering motile sperm from 
low motility sperm samples or sperm samples that contain large amounts of 
cellular debris. Therefore, a portable and disposable laminar flow device that 
separates motile sperm from nonmotile sperm by collecting the sperm that 
swim from the sperm sample to the media has many advantages, because the
gentle procedure ensures the integrity of the sperm while increasing motile 
sperm purity from 10 to > 98% after a single injection into the device (36,37).

3.4. Extraction

Extraction is commonly used for sample preparation to remove contaminants 
and/or concentrate the analyte. There are two main types of extraction used in 
microchip devices: liquid phase extraction and solid phase extraction. Liquid 
phase extraction is done by coating the inside of the transport channel with a 
species that will interact and concentrate or enrich the sample. This is mostly 
commonly done by binding organosilanes to glass channels with siloxane 
chemistry. Solid phase extraction employs the use of solid particles packed 
in the channel or magnetic particles that can moved to different areas of the 
microchip. The solid particles could be polymeric or silica, but are typically 
physically (i.e., with a magnetic field for magnetic particles or with weirs 
for holding particles in an area of the chip) or chemically (i.e., in a sol-gel 
matrix) immobilized within the channel and are coated with functional groups 
to ensure maximum interaction with the analyte. This method is frequently 
used for DNA purification where a solid support is used for hydrogen bond-
ing-based or electrostatic interaction-based adhesion of DNA to the support 
structure or by magnetic particles, which are coated with oligonucleotides.

3.5. Cell studies

One of the most interesting areas for microfluidic devices has been for cell 
culture studies. The microchip devices are ideal for development of small 
microreactors for monitoring cellular reactions of a single cell to a complete 
tissue. For instance, mesenchymal stem cells have been cultured on micropat-
terned PDMS microchip substrates for use in studying cell morphology and 
alignment in response to substrate surface topography (39). Human connective 
tissue progenitor cells (40), endothelial cells (41–43), hepatocarcinoma cells 
(40), cardiac myocytes (44), fungus (45), Escherishia coli (46), and neurons 
(11,47) have also been grown in glass, polydimethylsiloxane, polymethylmeth-
acrylate, and polycarbonate chips. Most microchips require surface coatings 
before cell culturing. Coatings include collagen, fibernectin, laminin, poly -l-
lysine, or gelatin, depending on which coating promotes high cell adhesion for 
the cell line of interest. Cell culturing on a microchip is primarily performed to 
allow for the physical or chemical monitoring of the cell or for the study of the 
effects of surface topography and structure on the growth of the cells.

Researchers have used microchip devices for culturing single cardiac muscle 
cells to physically monitor contraction of the muscle cell (48). This is a prime 
example of monitoring of a single cell. However, many researchers have also 
used cell cultures on microchips to study multiple cells and complete tissues. 
As examples, researchers have studied the release of neurotransmitters from 
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neurons (11), release of nitric oxide from endothelial cells (43), and uptake of 
calcium into cells (49).

3.6. Immunoassays and Enzyme Assays

Immunoassays and enzymatic assays have become very popular molecular 
biology techniques. Immunoassays and enzymatic assays can very easily be 
performed on a microchip. Many are already performed in a miniaturized 
environment on a 96-well plate, so it is easy to think about the further mini-
aturization to a microchip. Most immunoassays and enzymatic assays employ 
immobilized antibodies and enzymes to simplify the system. Currently, there 
are immunoassays for a number of proteins (i.e., BSA, Human IgM, oval-
bumin, goat IgG, etc.) and enzymatic assays for biomolecules. Competitive 
immunoassays have been miniaturized to the microchip as well as ELISAs. 
The same detection schemes typically used for microchip CE are used for 
immunoassay and enzymatic assay detection (mainly electrochemical and 
fluorescent detection on-chip and mass spectrometry off-chip).
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1. Introduction

Mammalian cell culture is used widely in academic, medical and industrial 
settings. It has provided a means to study the physiology and biochemistry 
of the cell and developments in the fields of cell and molecular biology have 
required the use of reproducible model systems that only cultured cell lines 
can provide. For medical use, cell culture provides test systems to assess the 
efficacy and toxicology of potential new drugs. Large-scale mammalian cell 
culture has allowed production of biologically active proteins, initially produc-
tion of vaccines and then recombinant proteins and monoclonal antibodies; 
recent innovative uses of cell culture include tissue engineering to generate 
tissue substitutes. This chapter will briefly review these areas.

1.1. Developments in Mammalian Cell Culture

The origins of mammalian cell culture began with organ and tissue culture and 
extend back to 1885 when Wilhelm Roux demonstrated that the medullary plate 
of a chick embryo could be maintained in saline for several days. For the next 
few decades, studies focussed on amphibian tissues, as tissue regeneration was 
feasible. In 1898, the first successful human studies were undertaken with skin 
being shown to survive in vitro if maintained in ascetic fluid. In 1907, Ross 
Harrison is credited with being the first to show continued function in vitro and 
in establishing a general technique of tissue culture (1). His studies demon-
strated that not only did tissues from frog embryos survive when explanted into 
frog lymph clots but also nerve fibres grew from these cells. In 1915, cancer 
cells were being grown and in 1922, epithelial cells were first cultured. The 
first continuous rodent cell line was generated in 1943 (2) and in 1951 the first 
human cancer cell line (HeLa) was established (3). This cell line is still widely 
used today (4).

In the 1950s, the systematic definition of nutritional components required 
for cell growth led to the formulation of specialized tissue culture media. The 
need for vaccine production encouraged rapid progress in the development of 
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mammalian cell culture and the first industrial use arose in the production of 
a polio vaccine. In the mid 1970’s hybridoma technology was developed, as 
was recombinant DNA technology. Most recently, the derivation of cell culture 
from organ culture has come full circle with cell culture now being used in 
tissue engineering to create “neo-organs.”

1.2. General Concepts and Terminology

Cell culture refers to the culture of disaggregated cells while organ culture 
describes the use of nondispersed organs or fragments and both are types of 
tissue culture. The initial culture removed from the tissue of origin is referred 
to as the primary culture and when propagated after dilution becomes a sec-
ondary culture. The process of dilution and transferring into further containers 
is termed subculturing or passaging. A culture that continues beyond the pri-
mary culture is referred to as a cell line and cell lines may be either continuous 
and have the ability to undergo indefinite expansion or be finite and generate a 
limited number of population doublings. The latter undergo senescence unless 
they undergo transformation.

Cells may grow as adherent cultures or in suspension. Most cell types will 
adhere to a substrate, e.g., plastic or glass and proliferate as a monolayer 
whereas suspension cultures do not attach to a substrate and grow within cell 
culture medium.

2. Methods

2.1. Requirements of Cells in Culture

2.1.1. Substrate
For optimal cell growth and differentiation in culture, most cell types require 
interaction with a substrate (adherent cultures) but some, e.g., hematopoietic 
cells do not require this. Traditionally this substrate has been glass (in vitro 
= in glass) but is now generally a treated plastic. Polystyrene is the most 
frequently used plastic, though polycarbonate, polytetrafluoroethylene and 
polyvinyl are also used. The plastics are irradiated or treated with chemicals 
to produce a charged surface. Cell adhesion can be modified by the use of 
extracellular components such as collagen, fibronectin, and laminin.

Although monolayer cultures have been the simplest and most convenient 
mode of culture, more complex models of cells growing in three dimensions 
within a matrix such as agar can provide improved morphological and bio-
chemical differentiation (5,6).

2.1.2. Media
Many of the synthetic media in use today were developed in the 1950s. The 
essential components of the basal media are amino acids, carbohydrates, 
vitamins and salts and to this basal media, serum is generally added. The 
medium is buffered to produce a stable. pH, ideally pH 7.4 and is maintained 
at 36–37°C, normally by use of an incubator.

One of the first media to be developed was Eagle’s basal medium (BME) 
(7,8). This contains 13 amino acids, 9 vitamins, 6 inorganic salts, d-glucose, 
and phenol red (as pH indicator) (see Table 49.1). It supports the growth of a 
wide variety of both normal and cancer cell types. Several variations on this 
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Table 49.1. Media components.

Amino acids Inorganic salts Vitamins Other

Components in Eagle’s basal medium

Arginine CaCl2 Biotin D-Glucose

Cystine KCl D-Ca pantothenate Phenol red

Glutamine MgSO4 Choline 

Histidine NaCl Folic acid 

Isoleucine NaHCO3 i-Inositol 

Leucine NaH2PO4 Nicotinamide 

Lysine  Pyridoxal HCl 

Methionine  Riboflavine 

Phenylalanine  Thiamine HCl 

Threonine   

Tryptophan   

Tyrosine   

Valine   

Additional components added in other media

Amino acids Inorganic salts Vitamins Other

Alanine Fe(NO3)3 Ascorbic acid HEPES

Asparagine KH2PO4 Biotin Hypoxanthine

Aspartic acid MgCl2 Cholesterol Linoleic acid

Cysteine Na2SeO3 Niacin Putrescine

Glutamic acid CuSO4 p-aminobenzoic acid Pyruvate

Glycine FeSO4 Nicotinic acid 

Hydroxyproline ZnSO4 Pyridoxine 

Proline Ca(NO3)2  

Serine KNO3  

medium were then formulated. Increasing the concentrations of individual 
amino acids gave Eagle’s minimum essential medium (MEM) (8). Dulbecco’s 
modified Eagle’s medium (DMEM) contained a 4-fold increased concentra-
tion of amino acids and vitamins and a 4.5-fold increase in glucose content 
(9). Iscove’s modified Dulbecco medium (IMDM) is a modification of DMEM 
developed to support hematopoietic precursors and contains additional amino 
acids and vitamins, sodium pyruvate and HEPES buffer (10).

A medium developed between 1947 and 1949 by Joseph Morgan and 
Helen Morton, Medium 199, contains many more components than found in 
Eagle’s medium (a total of 60) and was the first synthetic medium produced 
not requiring animal serum (although long term culture does require serum 
addition) (11). Although originally developed to study cell nutrition in cancer 
research it rapidly found use in the early 1950s to help culture the poliovirus 
in monkey kidney cells. Several other media were initially designed to be 
used without serum. One of these is CMRL (Connaught Medical Research 
Institute) 1066, which is a less complex version of Medium 199 (12). Another 
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serum-free medium is Waymouth’s medium, initially designed as a total 
serum-free medium for mouse L929 cells but shown to be useful for other cell 
lines (13).

Richard Ham designed Ham’s nutrient mixtures F10 and F12 for the 
growth of Chinese Hamster Ovary (CHO) cells, either with or without serum 
supplementation (14,15). Combination of F12 and DMEM as a 1:1 mix has 
found broad use in serum-free formulations as this combines the richness 
of F12 (with its vitamins and trace elements) with the nutrient potency of 
DMEM. McCoy and colleagues in 1959 described a formulation (McCoy’s 5A 
medium) that supported the growth of many cell types (16). Another medium 
that is now widely used for many cell types is RPMI (Roswell Park Memorial 
Institute) 1640 developed by Moore and colleagues (17).

2.1.3. Serum
Although media contain many of the components necessary for growth and 
differentiation, additional key elements are provided by serum. Important 
serum components include hormones, growth factors, transport (binding) pro-
teins, enzyme cofactors, lipids, and attachment factors (18). Concentrations of 
these components will vary from batch to batch and with the age and health 
status of the animals. Both fetal and newborn calf sera are extensively used but 
human and equine sera are also occasionally used. The percentage of serum 
typically added to medium is 5–20%.

2.1.4. Serum-Free Media
There has been a shift towards the use of serum-free media for a number of rea-
sons. Firstly, it is frequently preferable to culture cells with animal-free ingredi-
ents to avoid potential contaminants. This has been predominantly to avoid the 
concerns over animal viruses contaminating cell lines or becoming introduced 
into recombinant protein or vaccine production. Secondly, because serum 
varies in its composition between batches and indeed some components are 
still poorly defined, use of serum-free medium allows for complete definition 
of the background in which the cells are growing and in which they are being 
manipulated. Thirdly, certain components of serum are growth-inhibitory.

Although a number of media formulations supported growth for limited 
periods as described above in some of the complex media, several strategies 
were undertaken to improve totally defined media. In the 1960s and 1970s, 
two strategies were successful in producing improved cell growth in defined 
media. Richard Ham and co-workers increased the concentrations of the com-
ponents of the basal medium until growth was supported (14,15) while Gordon 
Sato and colleagues identified the key specific supplements required for addi-
tion to basal medium (18,19). The essential additives included hormones, 
binding proteins, lipids, trace elements, and attachment factors.

Ham’s studies identified two nutrient mixtures (F10 and F12) that were 
originally developed to support CHO cells as well as HeLa and murine L-cells. 
They can be used for both serum-free and serum-containing cultures. The 
media most frequently selected is then a 1:1 mix of F12 and DMEM although 
mixes with RPMI 1640 and IMDM are also used. Ham also developed a series 
of media (MCDB) for the serum-free growth of specific cell types and these 
were optimized for each cell type, e.g., MCDB 110 for fibroblasts, MCDB 201 
for keratinocytes and MCDB 302 for CHO cells (20).
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Sato’s investigations sought to define the key supplements required to 
enhance the activity of more basic media. His studies identified insulin, 
transferrin, and selenium (ITS) and for certain cell types hydrocortisone and 
epidermal growth factor (HITES). Serum albumin and fibronectin were also 
key proteins that enhanced growth. Other additives that have been shown to be 
useful for the growth of certain cell types include estrogen, fibroblast growth 
factor, glucagons, prostaglandins and triiodothyronine (18).

When cells are transferred from a serum-containing environment to a 
serum-free medium, it is advisable to reduce the serum percentage gradually 
to allow adaptation to the new environment. When cells cultures are diluted 
or transferred to different containers, the trypsin used to detach the cells from 
plastic is generally inactivated simply by serum addition. In serum-free condi-
tions, trypsin inhibitors can be used. The removal of serum may also cause 
poorer attachment to the plastic substrate – if this is problematic, then precoating 
with attachment factors such as collagen or fibronectin can help.

2.2. Primary Cultures

Primary cultures are initial cultures established in vitro from in vivo tissue. 
The primary tissue may be a tissue explant from which cells can grow or may 
be broken into single cells or clusters of cells by enzymatic or mechanical 
procedures. Enzymes routinely used to disaggregate tissue include collagenase 
and trypsin. Cell suspensions, e.g., blood cell cultures or cultures from peri-
toneal ascites or pleural effusions are particularly convenient for developing 
cultures as they already grow as single cells or clusters. Many of the cell types 
within the initial mix may not readily adhere to the substrate or grow well 
under the culture conditions and this may lead to the selection of specific cell 
types within the culture proliferating such that the balance of cells may change 
with time. The selection process may be advantageous if the desired endpoint 
is to study the most clonogenic cell type or if cell lines are required. The dis-
advantage of the selective growth is the loss of heterogeneity and diversity of 
the culture and the consequent change from the initial cell balance in the tissue 
of origin to the eventual culture.

Cell cultures should be monitored regularly both macroscopically and 
microscopically. By eye, the pH indicator color change of the medium pro-
vides an indication of the growth of the culture because cell proliferation and 
metabolism will result in the culture becoming more acidic. Media (plus serum 
and additives) should be changed regularly to prevent cultures becoming too 
dense and once they do, they require subculturing.

2.3. Subculture of Cells

When a monolayer culture occupies the complete surface of its container it 
is said to be confluent and requires subculturing (also referred to as passag-
ing or splitting) to maintain healthy growth. Similarly, a suspension culture 
that has grown to a point where it has depleted nutrients within the medium 
requires dilution. The aim is to reduce the cell density to a point where cells 
will expand optimally again but not so far that they will struggle to survive. 
Cells are detached from the substrate by proteolytic enzymes such as trypsin 
that breaks cell–cell and cell–substrate links and allows cells to move into the 
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medium. Once a cell culture is subcultured in this way from a primary to a 
secondary culture it is referred to as a “cell line.”

When cells are subcultured they will generally pass through several well-
defined stages of growth. Immediately after trypsinization, monolayer cells 
will take a period of time to adhere (if a monolayer culture) and repair any 
damage produced by the proteolytic enzymes. Initial growth is generally rela-
tively slow in this “lag phase.” As the culture grows, paracrine interactions 
will help accelerate growth and an increasing percentage of cells will undergo 
cell division. This is the most rapid phase – the log phase or exponential phase 
of growth. As the monolayer fills the substrate area and cells are pushed into 
close contact with each other (confluency), the growth rate will slow down to a 
“plateau.” In general then, the longer the period of time that cells are in plateau 
phase, the longer they will stay in the lag phase on subculture.

2.4. Cell Lines

Cell lines provide a renewable source of material for repeat studies. Ideally, 
cell lines should reflect the properties of their tissue of origin, e.g., reflect 
genotypic and phenotypic properties and features such as drug sensitivity. 
Many normal and most cancer cell types can now be cultured. Classic studies 
in the early 1960s demonstrated that diploid human fibroblasts could undergo 
only a limited number (circa 50) of divisions in culture before entering crisis 
and senescence (21). Most cancer cell lines will undergo indefinite numbers 
of divisions though it is not clear how truly immortal these are. For a cell line 
to become continuous rather than being finite, either cells must be present at 
the outset that have the ability to divide indefinitely or cells have to undergo 
transformation, which can be produced by chemical or viral means. With time 
in culture, cell lines can become more homogeneous, which is useful with 
respect to undertaking consistent studies but features such as the ability to 
differentiate may be lost.

2.5. Cloning

A clone is the population of cells derived from an individual cell and the 
procedure of isolating this cell and developing its progeny is cloning. The 
advantage of cloning is to obtain cultures that are genetically homogeneous 
at the outset. Cells can be cloned on plastic or within a matrix such as agar. 
The colony forming efficiency (CFE) is a measure of the ability to produce 
colonies and is the number of colonies produced/number of cells cultured. 
Although primary cultures have low CFE values (typically < 1%), cell lines 
generally have much higher values typically varying from 10 to 100%.

2.6. Characterization of Cell Lines

With over 3,000 cell lines described in the literature and thousands in regular 
use, it has become essential to characterize and authenticate cell line models. 
Characterization is important to relate the cell line model to its tissue of origin 
and to ensure it appropriately reflects features of the original tissue. Cross-
contamination of cell lines has become a major issue and studies conducted 
through the 1970s and 1980s demonstrated that one in three cell lines were 
either contaminated or wholly replaced by other cell lines (22). A variety of 
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techniques are now available to characterize cell lines including DNA finger-
printing and profiling, cytogenetic analysis, and isoenzyme analysis.

Many cell lines are available through a number of well-recognized banks and 
collections. These include the American Type Culture Collection (ATCC) (http://
www.atcc.org), the European Collection of Animal Cell Cultures (ECACC) 
(http://www.ecacc.org.uk), the Deutsche Sammlung Von Mikroorganismem 
Und Zellkulteren GmbH (DSMZ), Corriel Cell Repository (http://locus.umdnj.
edu/ccr), Japanese Collection of Research Bioresources (JCRB) (http://cellbank.
nibio.go.jp), RIKEN gene bank (www.brc.riken.jp/lab/cell/english/guide.shtml). 
These are the preferred sources of cell lines because the banks provide guaran-
tees of authentication and freedom from contamination.

2.7. Cryopreservation

Cell stocks can be preserved in long-term storage at temperatures below 
−130°C for decades if viability is first preserved. This is achieved by 
the use of cryopreservative agents that prevent ice crystals forming and 
fragmenting membranes. The most frequently used cryopreservative agent 
is DMSO (generally at a final concentration of 10%) but glycerol is an 
alternative. The rates of both freezing and thawing markedly influence 
viability and a freezing rate of approx 1°C per minute is optimal. Thawing, 
however, should be rapid and cell ampoules should be warmed at 37°C. It 
is then vital to wash out the DMSO as quickly as possible. Cells are gener-
ally stored in liquid nitrogen tanks at −196°C, but can remain viable for 
short periods at −80°C.

2.8. Contamination

Two types of cell culture contamination require careful monitoring and 
continuous vigilance: the contamination of cell cultures with microbial 
organisms and contamination of one cell line with another. Both types are 
widely prevalent. The major microbial contaminants are mycoplasma, bac-
teria, fungi, yeasts, and viruses. In general these are not easy to remove 
and cultures are best discarded. Unless a laboratory is routinely screening 
for mycoplasma it is almost inevitable. that all cultures within that labora-
tory will be infected. Traditionally, mycoplasma has been detected either by 
Hoescht 33258 (DNA fluorescence) staining or by microbiological culture. 
PCR methodology now provides a very sensitive, specific, and rapid method. 
Elimination of mycoplasma from cultures is difficult but possible with certain 
antibiotics. Bacteria are generally introduced through poor aseptic technique 
and are frequently first noticed by an increased turbidity or cloudiness in 
the media, which also becomes rapidly acidic. A number of antibiotics, e.g., 
penicillin and streptomycin are available to treat cultures though as with 
most infections the culture is best discarded unless irreplaceable. Fungi are 
frequent contaminants growing as furry growths in the media. Antimycotics 
can be used in some instances. Yeast is detected by its small oval appearance 
budding in short chains and branches. The most difficult infections to detect 
are viruses and methods of detection include presence of cytopathic effects in 
susceptible cells, hemadsorption, electron microscopy, and immunofluores-
cence. More recently, PCR-based techniques have been developed to detect 
these contaminants.

http://www.atcc.org
http://www.atcc.org
http://www.ecacc.org.uk
http://locus.umdnj.edu/ccr
http://locus.umdnj.edu/ccr
http://cellbank.nibio.go.jp
http://cellbank.nibio.go.jp
http://www.brc.riken.jp/lab/cell/english/guide.shtml
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3. Applications

3.1. Model Systems to Study Cell Biology and Biochemistry

Cell cultures have provided reproducible model systems to study basic features 
of cell biology and biochemistry and continue to be used extensively in many 
research laboratories. The main advantage in using cell cultures over the use of 
intact animals or isolated organs is the ability to control and regulate the cell 
environment. Functional assays allow study of endpoints such as proliferation, 
differentiation, and apoptosis and processes such as cell migration and inva-
sion can also be modelled. Cell obtained from many disease types have been 
cultured and the most extensively studied have been cancer cells. Comparison 
with normal cells has allowed definition of certain critical features character-
istic of cancer cells. Although cell lines can provide often-unlimited quantities 
of homogeneous populations their limitation can be that they can frequently 
lose features of differentiation though this can sometimes be modelled by the 
use of primary cultures.

3.2. Efficacy Testing

Cell lines and primary cultures are used extensively for the testing of novel phar-
maceutical agents. For example, the Developmental Therapeutic Program of the 
US National Cancer Institute (http://dtp.nci.nih.gov/about/irp.html) use a 60 can-
cer cell line screen for the assessment of novel antitumor agents and this is used 
to test approx 3,000 new compounds each year (23). The cell line panel encom-
passes leukemia, melanoma and cancers of the lung, colon, brain, ovary, breast, 
prostate, and kidney. The screen is used to prioritize for further evaluation, syn-
thetic compounds or natural product samples showing selective growth inhibition 
or cell killing of particular tumor cell lines. The complexity of a 60-cell line dose 
response produced by a given compound results in a biological response pattern, 
which can be analysed in pattern recognition algorithms. Using these algorithms, 
it is possible to assign a putative mechanism of action to a test compound, or to 
demonstrate that the response pattern is unique and not similar to that of any of 
the standard prototype compounds included in the NCI database

3.3. In Vitro Toxicology

In vitro toxicology testing in cell culture is increasingly being used; partially 
because of high-though put capabilities but also to help reduce in vivo testing. 
Cell lines, primary cultures and three-D organoid structures are all used.

Primary cultures obtained from human, murine and porcine sources include: 
epithelial cells (e.g., bladder, cornea, skin, and trachea), endothelial cells (e.g., 
from aorta, cornea, skin, umbilical cord, and adrenal gland), hematopoietic 
stem cells, mesenchymal stem cells, hepatocytes, keratinocytes, fibroblasts, 
and chondrocytes.

Frequently, in vitro systems have been too simple and lacked the necessary 
complexity required to fully model the intact organism. Other issues have 
included the problem of de-differentiation in culture. One approach is now to 
use 3-dimensional systems and even tissue engineering to more appropriately 
model the in vivo setting. An example of this is the development of a skin model 
wherein both primary dermal fibroblasts and epidermal keratinocytes are used 

http://dtp.nci.nih.gov/about/irp.html
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(24). These cell types are first isolated from human material and fibroblasts are 
embedded into a biomatrix to provide a scaffold for the keratinocytes. The kerat-
inocytes then grow over a 3-wk period in a selected growth medium that allows 
for differentiation into a multiplayer epidermis with stratum basale, spinosum 
granulosum, and stratum corneum. Applications for the model then include 
irritation studies, penetration, wound healing studies and biocompatibility tests.

3.4. Industrial Mammalian Cell Culture

Mammalian cell culture has become the primary method for the manufac-
ture of recombinant proteins. The early drive for large-scale mammalian cell 
culture development was driven by vaccine development in the 1950s. Major 
epidemics of polio in the 1940s and 1950s spurred on the search to develop a 
vaccine and when the poliovirus was shown to grow within cultured monkey 
kidney cells this encouraged development of cell culture systems.

The mid-1970s produced two major technological innovations – recom-
binant DNA technology and the creation of monoclonal antibodies. The 
development of recombinant DNA technology in the 1970s led to its use in 
large-scale production in the 1980s with recombinant insulin being the first 
true product of modern biotechnology gaining approval in 1982. In parallel, 
the development of hybridoma technology in 1975 and the ability to produce 
monoclonal antibodies drove another avenue of biotechnology. Since then, 
some 165 biopharmaceutical products (recombinant proteins, monoclonal 
antibodies and nucleic acid-based drugs) have gained approval (25) and the 
market size is estimated at $33 billion and projected to reach $70 billion by the 
end of the decade (26–28). These products include recombinant hormones and 
growth factors, blood factors, monoclonal antibody based products, interfer-
ons, therapeutic enzymes, and recombinant vaccines. Approximately 100 pro-
teins are licensed in the USA of which 60–70% are produced by mammalian 
cell culture (29,30) (see Table 49.2). The mammalian cell lines most widely 
used to express recombinant proteins include CHO cells, mouse myeloma 
NSO cells, baby hamster kidney (BHK) cells, human embryo kidney (HEK-
293) cells, and C127 cells. Monoclonal antibodies are produced either by 
hybridoma cells, or as recombinant proteins in cell lines such as CHO cells.

Although mammalian cell culture is more complex, more expensive and 
slower than Escherichia coli or insect or plant cell culture, its ability to 
produce post-translational protein modifications is frequently an essential 
requirement for precise cell functionality (28). Microbial cells are easier and 
cheaper to manipulate than mammalian cells and so have become the method 
of choice for peptides such as insulin and human growth hormone. However, 
mammalian cells are uniquely equipped to perform certain processes and 
have been particularly valuable for the manufacture of large complex proteins 
where post-translational modifications are required, in particular glycosyla-
tion. Both O-linked and x-linked glycosylation can influence protein stability, 
ligand binding, immunogenicity, and serum half-life and these properties are 
significant for both the efficacy and safety of a wide range of pharmaceuticals 
including antibodies, blood factors, and some hormones and cytokines.

The productivity of recombinant cell lines has improved dramatically over 
the last two decades (29). Typically product titres of protein have risen from 
values of 50 mg/L to 5 g/L. This has been the result of improvements in host 
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cells, vectors, media and process development. Useful host cell lines require 
the combination of both rapid growth and high productivity. Both adherent and 
suspension cultures are used. Adherent cells can either be used in roller bottles 
that are rotated or can be grown on microcarriers that are cultured in suspen-
sion. Use of appropriate media can help adherent cells to grow in suspension. 
Media have been developed that are free of animal products and have been 
optimized for the different variants of the CHO cell line

3.5. Cells for Replacement Tissues and Organs

Tissue engineering is a rapidly evolving new discipline that aims to develop 
biological substitutes to help replace damaged or diseased tissues and organs. 
Because few prosthetics are as good as the tissue they replace, extensive 
research effort is evaluating the use of the patient’s own cells to generate new 
tissue. Current examples include: artificial skin, cells for nerve regeneration, 

Table 49.2. Examples of biopharmaceuticals produced by mammalian cell culture.

Product type Product Cell type Application

Recombinant blood factors:

Factor VIII Helixate Nexgen BHK Hemophilia A

  ReFacto CHO Hemophilia A

  Kogenate BHK Hemophilia A

  Bioclate CHO Hemophilia A

Factor VIIa Novoseven BHK Hemophilia

Factor IX Benefix CHO Hemophilia B

Tissue plasminogen Tenecteplase CHO M.I.

Activator Activase CHO Acute M.I.

Recombinant hormones:

Follicle-stimulating Follistim CHO Infertility

Hormone Puregon CHO Anovulation

  Gonal F CHO Anovulation

rHCG Ovitrelle CHO Reproduction

rThyrotrophin-α Thyrogen CHO Thyroid cancer

rLuteinizing hormone Luveris CHO Infertility

Erythropoietin Aranesp CHO Anemia

  Nespo CHO Anemia

  Neorecormon CHO Anemia

Interferon-β Rebif CHO Multiple sclerosis

  Avonex CHO Multiple sclerosis

Monoclonal antibodies:

Anti-IgE Xolair CHO Asthma

Anti-CD20 Zevalin CHO N.H.L.

Others:

rh α-galactosidase Fabrazyme CHO Fabry disease
M.I. = myocardial infarction, N.H.L. = non Hodgkin lymphoma.
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bone graft substitutes, cartilage regeneration, and engineered tendons and liga-
ments. Hepatocytes, pancreatic, and blood cell types are also frequently used

A number of challenges are currently being addressed in this endeavor. 
Reliable and abundant sources of cells are required and the optimal methods to 
promote both cell and tissue production are needed. Cell culture is being used 
to produce the very large number of cells required, e.g., 1 cm3 of bone will con-
tain 150,000,000 cells. Stem cells (both embryonic and adult) offer the most 
promise to generate the large number of cells required and to have the greatest 
proliferative potential in vitro. Extensive research effort is currently focussing 
on the optimization of growth and differentiation conditions for these cultures. 
Further challenges include how best to regulate cell behavior and function on 
synthetic scaffolds and then how to maximize the mechanical and functional 
properties of the resulting tissues.

3.6. Gene Therapy

The development of the ability to genetically engineer cells has led to the ex 
vivo manipulation of cells in culture and subsequent reintroduction back into 
patients. Somatic cell therapy is the administration to humans of autologous, 
allogeneic, or xenogeneic living cells that have been manipulated or processed 
ex vivo. The genetic manipulation may be designed to have a therapeutic or pro-
phylactic effect or may provide a way of marking cells for later identification. 
The first approved gene therapy procedure was performed in 1990 on a 4-year 
old with severe combined immunodeficiency (SCID) and involved removal of 
white blood cells, insertion of the missing gene within cell culture and infusion 
of the genetically modified cells back into the bloodstream (Fig. 49.1). This was 
successful and has led the way to further studies of ex-vivo manipulation of 
other genes. Some success has now been achieved not only with the treatment 
of lymphoid diseases but also myeloid immunodeficiencies (31).

As for the development of recombinant proteins and vaccines described above, 
there is a strong move to the use of serum-free media to prevent the possibility of 
contamination by animal-derived materials being introduced into the process.

In conclusion, mammalian cell culture is use routinely in both small-scale 
and large-scale operations and continues to be one of the major tools of the 
life sciences.

1907

Ross Harrison
develops a
technique to
maintain tissue
in culture

1915

Cancer cells
being cultured

1922

Epithelial cells
being cultured

1943

First continuous
rodent cells being
cultured

1951

The first human
continuous cancer
cell line (HeLa)
developed

1970

Development 
of hybridoma 
technology

Development
of DNA
recombinant
technology

1990

Use of cell
culture for ex 
vivo gene 
therapy

Fig. 49.1. Milestones in mammalian cell culture



872 S. P. Langdon

References

 1. Harrison RG (1907) Observations on the living developing nerve fiber. Proc Soc 
Exp Biol Med 4:140–143

 2. Earle WR, Schilling EL, Stark TH, Straus NP, Brown MF, Shelton E (1943) 
Production of malignancy in vitro IV. The mouse fibroblast cultures and changes 
seen in the living cells. J Natl Cancer Inst 4:165–212

 3. Gey GO, Coffman WD, Kubicek MT (1952) Tissue culture studies of the pro-
liferative capacity of cervical carcinoma and normal epithelium. Cancer Res 
12:364–365

 4. Masters JR (2002) HeLa cells 50 years on: the good, the bad and the ugly. Nature 
Rev 2:315–318

 5. Weaver VM, Fischer AH, Peterson OW, Bissel MJ (1996) The importance of 
the microenvironment in breast cancer progression: recapitulation of mammary 
tumorigenesis using a unique human mammary epithelial cell model and a three-
dimensional culture assay. Biochem Cell Biol 74:833–851

 6. Weaver VM, Bissel MJ (1999) Functional culture models to study mechanisms 
governing apoptosis in normal and malignant mammary epithelial cells. J Mammary 
Gland Biol Neopl 4:193–201

 7. Eagle H (1955) Amino acid metabolism in mammalian cultures. Science 130:432–437
 8. Eagle H (1955) Nutrition needs of mammalian cells in culture. Science 122:501
 9. Dulbecco R, Freeman G (1959) Plaque formation by polyoma virus Virology 

8:396–397
10. Iscove NN, Guilbert LW, Weyman C (1980) Complete replacement of serum in 

primary culture of erythropoietin-dependent red cell precursors (CFU-E) by albu-
min, transferring, iron, unsaturated fatty acid, lecithin and cholesterol. Exp Cell 
Res 126:121–126

11. Morgan JF, Morton HJ, Parker RC (1950) The nutrition of animal cells in tissue 
culture. Initial studies on a synthetic medium. Proc Soc Exp Biol Med 73:1–8

12. Parker RC (1957) Altered cell strains in continuous culture: a general survey. In: 
Whitelock O (ed) Special Publications of the New York Academy of Sciences: 5, 
NY Acad Sci., New York, pp 303–313

13. Waymouth C (1959) Proliferation of sublines of NCTC clone 929 (strain L0 
mouse cells in a simple chemically defined medium (MB752/1). J Natl Cancer Inst 
22:1003

14. Ham RG (1963) An improved nutrient solution for diploid Chinese hamster and 
human cell lines. Exp Cell Res 29:515–526

15. Ham RG (1965) Clonal growth of mammalian cells in a chemically defined, syn-
thetic medium. Proc Natl Acad Sci USA 53:288–293

16. McCoy TA, Maxwell M, Kruse PF (1959) Amino acid requirements of the 
Novikoff hepatoma in vitro. Proc Soc Exp Biol Med 100:115–118

17. Moore GE, Gerner RE, Franklin HA (1967) Culture of normal human leukocytes. 
JAMA 199:519–524

18. Barnes D, Sato G (1980) Serum-free culture: a unifying approach. Cell 22:649–655
19. Barnes D, Sato G (1980) Methods for growth of cultured cells in serum-free 

medium. Anal Biochem 102:519–524
20. Ham RG, McKeehan WL (1978) Development of improved media and culture 

conditions for clonal growth of normal diploid cells. In vitro 14:11–22
21. Hayflick L, Moorhead PS (1961) The serial cultivation of human diploid cell 

strains. Exp Cell Res 25:585–621
22. Nelson-Rees WA, Daniels DW, Flandermeyer RR (1981) Cross-contamination of 

cells in culture. Science 212:446–452
23. Boyd MR, Paull KD (1995) Some practical considerations and applications of 

the National Cancer Institute In Vitro Drug Discovery Screen. Drug Development 
Research 34:91–109



Chapter 49 Mammalian Cell Culture 873

24. Dieterich C, Schandar M, Noll M, Johannes F, Brunner H, Graeve T, Rupp (2002) 
In vitro reconstructed human epithelia reveal contributions of Candida albicans 
EFG1 and CPH1 to adhesion and invasion. Microbiology 148:497–506

25. Lawrence S (2005) Biotech drug market steadily expands. Nature Biotechnol 
23:1466

26. Pavlou A, Belsy M (2005) The therapeutic antibody market to 2008. Eur J Pharm 
Biopharm 59:389–396

27. Pavlou A, Reichert J (2004) Recombinant protein therapeutics – success rates, 
market trends and values to 2010. Nature Biotechnol 22:1513–1519

28. Wurm FW (2004) Production of recombinant protein therapeutics in cultivated 
mammalian cells. Nature Biotech 22:1393–1398

29. Walsh G (2006) Biopharmaceutical benchmarks 2006. Nature Biotechnol 
24:769–776

30. Walsh G (2003) Biopharmaceutical benchmarks 2003. Nature Biotechnol 
21:865–870

31. Ott MG, Schmidt M, Schwarzaelder K, Stein S, Siler U, Koehl U (2006) Correction 
of X-linked chronic granulomatous disease by gene therapy, augmented by inser-
tional activation of MDS1-EVI1, PRDM16 or SETBP1. Nature Med 12:401–409



1. Introduction

Plant tissue culture (PTC) is a set of techniques for the aseptic culture of cells, 
tissues, organs and their components under defined physical and chemical 
conditions in vitro and controlled environment (Fig. 50.1). PTC technology 
also explores conditions that promote cell division and genetic re-program-
ming in in vitro conditions and it is considered an important tool in both basic 
and applied studies, as well as in commercial application (1).

Today, facilities for in vitro cell cultures are found in practically each plant 
biology laboratory, serving different purposes because tissue culture has 
turned into a basic asset for modern biotechnology, from the fundamental 
biochemical aspects to the massive propagation of selected individuals. Today 
five major areas, where in vitro cell cultures are being currently applied, can be 
recognized: as a model system for fundamental plant cell physiology aspects, 
generation of genetic modified fertile individuals, large-scale propagation of 
elite materials, preservation of endangered species, and metabolic engineering 
of fine chemicals.

1.1. History of PTC’s Development

The theoretical basis for plant tissue culture was proposed by Gottlieb 
Haberlandt in 1902 (2,3). He predicted that eventually a complete and func-
tional plant could be regenerated from a single cell. Other studies led to the 
culture of isolated root tips (4,5). The approach of using explants with meris-
tematic cells produce the successful and indefinite culture of tomato root tips 
(6). The firsts true PTC were obtained by Gautheret (7) from cambial tissue 
of Acer pseudoplatanus. Several years later White (8) obtained tumor tissue 
from a Nicotiana × N. langsdorffii hybrid and Nobécourt (9) and Guatheret 
(10) produced callus from carrot root tips.

During the following years, the culture of young embryos (11) and the 
formation of meristems from callus tissues (12) were achieved. The discovery 
of the first cytokinin (kinetin) (13) led to the recognition that the exogenous 
balance of both auxin and kinetin in the medium influenced the morphogenic 
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fate of callus (14). A relative high level of auxin to kinetin favored rooting, 
the reverse led to shoot formation and intermediate levels to the proliferation 
of callus or wound parenchyma tissue. Several independent groups reported 
the formation of bipolar somatic embryos (15–17). The first demonstration 
of the plant cells’ totipotency was carried out by Vasil and Hildebrandt using 
tobacco cells (18). This was followed later by the regeneration of plants from 
protoplasts (19) and the regeneration of the first interspecific hybrid plants 
(Nicotiana glauca × N. langsdorffii) (20) after Cocking had developed the 
use of fungal hydrolytic enzymes for the production of protoplasts (21). 
More recently, the establishment of commercial cultures for the production 
of secondary metabolites (22,23) and the generation of transgenic plants from 
transformed callus or somatic embryos (24,25) has opened the field to major 
basic and commercial applications (26–28).

1.2. Tissue Culture Media

The nutrition of PTC requires a culture medium. This is formed by both inorganic 
salts and organic compounds in addition to a carbon source and plant growth reg-
ulators (29). Most of our knowledge about the nutrition of plant cultures comes 
from the solutions done for the hydroponic system of complete plants. In general, 
the tissue culture medium must contain the essential elements for plant growth 
(30). The addition of “complexes” such as green tomato extract, coconut milk, 

Fig. 50.1. A. Callus from Catharanthus roseus. B. Suspension culture from C. roseus. 
C. Regeneration of plantlets from C. roseus callus. D. Tumors from C. roseus. 
E. Protoplasts from C. roseus. F. Micropropagation of Agave tequilana. G. Hairy roots 
from C. roseus. H. Somatic embryogenesis of Coffea canephora. I. Root culture from 
C. roseus. Pictures A–E, G–I from the authors’ laboratories. Picture F from the labora-
tory of Dr. Manuel Robert all of them at Centro de Investigación Cientifica de Yucatán
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orange juice, casein hydrolysate, yeast, and malt extract, to the basic medium 
frequently resulted in successful growth of the tissues and organs (30).

The success in the application of PTC is profoundly influenced by the nature 
of the culture medium used. The most important difference among media may 
be the overall salt level, mainly the amount and quality of the nitrogen source 
(31–33). It is very important when a medium is chosen, to take into account 
that some of the culture media’s components are not only nutrients, but some 
of them can have a very deep influence either in the growth of the cultures, 
or in the differentiation process (34,35). There are several media already pub-
lished, the choice of one of them will depend on the goal to be reached.

The Murashige and Skoog medium (31) is currently the most widely used 
medium; however, this medium has a high content of nitrogen, as well as 
a high nitrate/ammonium ratio. Other media reported have less total nitro-
gen and lower nitrate/ammonium ratio (32,33,36). The Kao and Michayluk 
medium (37) is one of the more complex among all media used in plant tissue 
culture. It is used mainly for the growth of very low cell density cultures, as 
well as protoplasts in liquid media.

2. Basic Aspects

2.1. Types of Cell Cultures

PTC includes a set of different techniques to manipulate cells. Among the dif-
ferent PTC that can be obtained are callus, suspension cultures, protoplasts, 
anther and ovule cultures, somatic embryos, and meristem culture (30,38–42). 
Depending on particular species employed and the kind of response that is 
desired, almost every part of a plant can be used as starting material (explant). 
Among the type of explants frequently used there are leaf portions, isolated 
meristems, hypocotyls, or root segments among others. For the initiation of the 
culture three important considerations should be taken into account: a) explant 
selection, b) election of a suitable culture medium and appropriate environ-
mental conditions for its development, and c) the isolation and maintenance 
of callus for subsequent experimentation.

2.1.1. Callus
As a first step in many tissue culture experiments, it is necessary to induce 
callus formation from the primary explant (Fig. 50.1A). This explant may be 
an aseptically germinated seedling of surface-sterilized roots, stem, leaves, or 
reproductive structures. In the context of PTC, callus is a largely unorganized, 
proliferating mass of parenchyma cells (43) that in a wounded tissue is produced 
in response to injury (44). Calluses are slow growing, small, and convenient to 
handle, and hence are a useful means of maintaining and storing germplasm 
(45). The growth rate and friability of callus produced can vary widely between 
explants and even within replicates of the same medium (41). This heterogene-
ity is seen in established calluses as differences in color, morphology, structure, 
growth, and metabolism. Even an apparently uniform callus may contain cells 
of different ploidy and metabolic capability (45). Not all cells in an explant 
contribute to the formation of callus and, more importantly, certain callus cell 
types are competent to regenerate organized structures. Other callus cell types 
do not appear to be competent to express totipotency. Early visual selection is 
usually necessary to select for the cefll type that is regenerable (44). The level 
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of plant growth regulators is a major factor that controls callus formation in the 
culture medium. Culture conditions (temperature, type of jellification agent, 
light, etc.) are also important in callus formation and development. A wide 
variety of media compositions have been used with success to induce calluses. 
These can be maintained on agar, agarose, gelrite, or any other jellification 
agent. The formation of callus with an explant marks the beginning of success-
ful PTC, and may be used for a variety of experiments (43,44).

2.1.2. Suspension Cultures
A cell suspension culture could be defined as a rapidly dividing, homoge-
neous suspension of cells (46) (Fig. 50.1B). These cultures can be used in 
biochemical and cell physiology research as well as for the study of growth, 
metabolism, molecular biology, and genetic engineering experiments. Also 
cell suspension cultures can be used for medium or large scale secondary 
metabolites and other fine-chemical production.

There is not a standard method to produce a suitable suspension culture. 
However, in most of the cases the transference of friable callus to a liquid 
media, such as Murashige and Skoog (31) or Gamborg media (32) under agita-
tion during incubation (50–200 rpm), can produce the dispersion of the cells, 
after several passages. Suspension cultures should ideally consist of single 
cells, but this is rarely the case and usually small aggregates of 20–100 cells 
(100–1,000 µm) are found. The suspension cultures grow faster than callus 
cultures and they are more homogenous; however, the rate of variability also 
increases producing variability and instability of the cultures. To avoid the 
problem of instability, the cultures are subcultured when the cells are at the 
end of the exponential growth phase.

2.1.3. Organ Culture
In addition to callus and suspension cultures, organ culture also has been 
established. In 1934 Phillip White, one of the pioneers of PTC, developed the 
first system that allowed indefinite proliferation of roots tips (6). Since then, 
root cultures became a standard system in studies of inorganic nutrition, nitro-
gen metabolism, plant growth regulation, and root development (47).

Around 20 years ago, the need for cell organization for the biosynthesis of 
secondary metabolites in PTC was recognized to be fundamental (48), and 
encouraged the development of better organ culture systems.

Recent progress on growing roots in isolation has greatly facilitated the 
study of root-specific metabolism and contributed to our understanding for 
this remarkable plant organ and showed that they are able to produce the same 
profiles of natural products as their counterpart in the whole plant (49–52). 
Root cultures can be established by cultivating roots isolated from aseptic 
plant cultivate in vitro (Fig. 50.1I). One disadvantage of the roots culture is 
their slow growth under in vitro conditions. To avoid this problem, Flores and 
Filner (53,54) developed a system that involves the generation of fast growing 
adventitious roots or hairy roots, which are the product of the infection of dif-
ferent tissues with Agrobacterium rhizogenes (Fig. 50.1G). These hairy root 
cultures have the same metabolic features as normal root cultures and they 
produce valuable fine chemicals such as tropane and indole alkaloids among 
others (55). On the other hand, shoot cultures also have been established. 
These cultures can be used to produce natural products in which biosynthetic 
pathway is located in the aerial part of the plant (56–59).
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Root and shoot cultures have emerged as powerful tools to study the 
biochemistry and molecular biology of secondary metabolite biosynthetic 
pathways. The expression of the metabolic pathway can be regulated manipu-
lating the environmental and nutrimental conditions of the cultures. This 
manipulation also lets the control of the developmental stage of the cultures. 
Flores and Filner (54) were capable to demonstrate that Hyosciamus muticus 
hairy roots are able to synthesize hyoscyamine at levels equal to or greater than 
the roots in planta. The biosynthetic capacity of hairy root cultures was strictly 
correlated with a differentiated state; hairy root cultures that were dedifferenti-
ated to callus lost their capability to produce hyoscyamine. When these callus 
were differentiated back to hairy roots, synthesis of hyoscyamine returned 
(54). This was the first practical demonstration of the differentiation’s role in 
the expression of secondary metabolic pathways.

2.1.4. Protoplasts
Several of the genetic manipulation techniques, such as the induction of 
somaclonal variation, somatic hybridization, and transformation, require the 
use of protoplasts. Protoplasts are a powerful tool to study diverse aspects 
of development, physiology, and genetics of plant cells (60). Furthermore, 
protoplasts are basically plant cells without the cell wall (Fig. 50.1E). The 
removal of the cell wall makes it necessary to include osmotic stabilizers into 
the medium and additional nutritional ingredients to preserve the protoplast 
and ensure their viability (41). Although almost any explant of most plant 
species can be used as a source of protoplasts, and procedures are available 
to isolate and culture protoplasts from monocotyledons and dicotyledons, 
the ability to isolate protoplasts capable of sustained division and plant regen-
eration is still restricted to a limited number of species/plant combinations. 
Among the different parameters that can influence the isolation and culture 
of protoplasts are the origin of the explant, culture medium, the osmoticum, 
duration of enzyme incubation, pH of the enzyme solution, and environmental 
culture conditions. An emphasis must be made on the influence of tissue 
physiology to the release of viable protoplasts. Embryogenic cell suspensions 
have been the preferred source of viable protoplasts in some cultivars such as 
coffee (61,62), sugarcane (63), alfalfa (64) mango (65), and wheat (65,66), 
among others.

The isolation of protoplast using natural plant cell wall enzymatic degrada-
tion activity had lead to multiple applications. Recently, Phillip Benfel and his 
group (67,68) used this technique to locate the tissue-specific gene expression 
in different roots zones. They used five separate transgenic lines expressing the 
green fluorescent protein (GFP) in stele, endodermis, endodermis plus cortex, 
epidermal atrichoblast cells, and lateral root cap. After harvesting and proto-
plasting the root tissue, the protoplasts expressing the GFP were isolated on a 
fluorescence-activated cell sorter and their mRNA was analyzed with the use 
of microarrays. This is an elegant method to isolate tissue specific mRNA.

Protoplasts can be fused allowing us to cross natural barriers to produce 
desirable plant traits that are not possible by sexual means. However, the pro-
toplast fusion is a nonspecific process that can be mediated either by chemicals 
or by electrical techniques. After the fusion, the heterokaryots (they contain 
the nuclei of the two parents in a mixed cytoplasm) are isolated and developed 
into hybrid cells (69). These hybrid cells are characterized and developed into 
somatic hybrid plants.
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2.2. Morphogenesis

Since the first confirmation of Haberlandt’s theory (18) great effort has been 
made to understanding the molecular mechanism involved in the stimulation 
of morphogenesis (from the Greek morphê shape and genesis creation).

Morphogenesis can be obtained in in vitro plant tissue culture by using 
synthetic medium supplemented with plant growth regulators among others. 
However, this “genesis” can also be observed in nature (70,71). The morpho-
genesis in vitro can go through two different pathways and they are classified as 
somatic embryogenesis (Fig. 50.1C) and organogenesis (Fig. 50.1H), the latter 
can develop organs such as flowers, shoots, and roots. Both somatic embryo-
genesis and organogenesis can take place either directly or indirectly; direct or 
adventitious organogenesis often refers when there is not a callus intermediate 
stage; by contrast when there is a profusely proliferation of callus, before organ 
formation, it is called indirect or de novo organogenesis (72,73).

The main factors involve in the stimulation of both embryogenesis or orga-
nogenesis and the kind (direct or indirect) of morphogenesis depend on the 
nature, concentration, and exposure time of the phytohormones employed, 
status of endogenous phytohormones, the source and physiological state (the 
ability to respond) of the explant, the medium of culture, and the culture con-
dition used. The interaction between these factors produces the induction and 
expression of a specific mode of cell differentiation and development (74).

During morphogenesis’ induction three hypothetic phases are recognizable 
for direct morphogenesis and four for indirect on temporal response caused by 
the balance of exogenous/endogenous phytohormones (Fig. 50.2). In the first 
phase, the cell can take one of two routes described before. If the cell goes by 
the direct way, it will change its genetic program to acquire the competence 
status before it will become a determined cell. In contrast, the cell will pass 
through a proliferative stage before it gains a competence status. Both routes 
direct and indirect are a consequence of the response to the physiological status 
of the explant and hormonal signals. In the second part, the competence cell 
will get the determined status as a response to influence of phytohormone bal-
ance. Afterward, during transition from determined phase into morphogenesis, 
the cell proceeds independently of the hormonal influence (75). In general, the 
somatic embryogenesis pathway depends on high concentration of auxin to 
pass from somatic to determined stage (from 0 to II), whereas organogenesis 

Fig. 50.2. Hypothetic phases of morphogenetic induction from somatic cell to organ 
or somatic embryo. The numbers represent the morphogetic phases. Adaptated from 
Sugiyama (75)
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pathway is developed mainly by a high ration of cytokinin:auxin, the species 
that can be easily regenerated using organogenesis are difficult to regenerate 
through somatic embryogenesis or vice versa (76). Recently, several genes 
involved in plant morphogenesis have been discovered (72,76,77).

2.3. Micropropagation

The most widely used commercial application for micropropagation is the 
vegetative propagation of plants, mainly ornamentals (Fig. 50.1F) (30,78–82), 
and medicinal plants (83). There are three ways by which micropropagation 
can be achieved; these are enhancing axillary bud breaking, production of 
adventitious buds directly or indirectly via callus, and somatic embryogenesis 
directly or indirectly on explants (84,85). The disadvantage of the axillary bud 
breaking method is that it produces the smallest number of plantlets; however, 
they are generally genetically true-to-type. On the other hand, somatic embry-
ogenesis is able to produce the greatest number of plantlets, but it is induced 
in the lowest number of plant species.

Micropropagation protocols are aimed to the rapid multiplication of plant-
lets true-to-type to the original material. Meristematic tissues, located either 
on terminal or axillary buds, are induced to proliferate in response to hormo-
nal treatments. Hypocotyls are also frequently used as the original explant. 
Culture conditions, mainly nitrogen source, light regime, temperature, and the 
container’s atmosphere can play critical roles in favoring bud development 
into vitroplants (86–90).

Most micropropagation processes are carried out in small culture vessels 
containing a culture medium solidified with a gelling agent to create a sub-
strate on which the plant tissues are cultured. In spite of its general use, this 
method has some disadvantages: the culture conditions are heterogeneous 
because not all the tissues are in contact with the nutrient medium, different 
media compositions and growth regulator concentrations are required for each 
stage of the micropropagation process, which implies that tissues or plants 
need to be continuously transferred to new containers with fresh medium. The 
multiplication stage also requires frequent transfers as the biomass increases 
and fills the culture vessels. Consequently, micropropagation is a labor inten-
sive method that greatly increases the production costs of plants produced in 
vitro and it is only economically viable on a commercial scale in the case of 
high value-added species (91).

To simplify the whole process, reducing production costs and making micro-
propagation available to a larger number of species is necessary to develop 
simpler and cheaper methods, which can decrease the amount of labor. A first 
step in this direction was the design of semiautomated bioreactors to culture 
the plants in liquid media (92). A method that combines the advantages of 
both semisolid and liquid culture media is the temporary immersion system 
designed by Teisson and collaborators (93). This system alternates short 
periods of total immersion in liquid medium with longer ones of complete 
aeration. Satisfactory results for the propagation of various species have been 
reported using two bioreactors based on this principle (93–97). A new type of 
bioreactor for micropropagation has been proposed by Robert et al (92). This 
device has a number of features specifically designed to simplify its operation 
and reduce production costs.
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2.4. Somatic Embryogenesis

Somatic embryogenesis refers to the process by which somatic cells under 
induction conditions, generate embryogenic cells, which undergo a series of 
morphological and biochemical changes resulting in the formation of somatic 
embryos, which could develop into a plant (Fig. 50.1H) (98–100). Somatic 
embryogenesis forms the basis of cellular totipotency that is unique to higher 
plants. Differing from their zygotic counterpart, somatic embryos are easily 
tractable, culture conditions can be controlled, and lack of material is not a 
limiting factor for experimentation (101). These characteristics have made 
somatic embryogenesis a model for the study of morphological, physiological, 
molecular, and biochemical events that occur during the onset and develop-
ment of embryogenesis in higher plants. It also has potentially rich biotech-
nological applications such as artificial seeds, micropropagation, transgenic 
plants, etc. (73). Tissue culture systems have been one of the most useful 
experimental tools used to understand morphogenesis programs.

The somatic embryo resembles the zygotic embryo in various aspects 
(102,103) and it is possible to study diverse subjects related to the embryo-
genesis process using the somatic embryo system. Nonetheless, other topics 
cannot be studied, including the moment of fertilization, the differentiation of 
the endosperm, the absorption of nutrients by the endosperm and its interac-
tion with the embryo, the effect of the mother tissue on embryo’s development, 
the embryo’s desiccation, and the embryo’s dormancy (73).

Another “type” of embryogenesis can be obtained from diverse sources, 
different of somatic embryos; e.g., apomictic embryos are derived from an 
unfertilized egg cell or from maternal tissue (104). It is also possible to obtain 
in vitro “androgenic” embryos from microspores and pollen grains (105,106). 
Although somatic embryos are originated from somatic cells (98,105,107), in 
nature, foliar embryos are observed in several species such as Bryophyllum 
calycinum (71), or Camptosorus rhizophyllus (70).

The first report to address somatic embryogenesis came in the late 1950s, 
in cultures of D. carota (16,17) and Oenanthe aquatica (15,108). Since then 
somatic embryos have been obtained in many other plant species (109) even 
though the carrot has been the most widely used model, mainly owing to its fea-
sibility, fast response, and high yields. Somatic embryos from dicots pass through 
characteristic morphological stages, which are: globular-shaped, oblong-shaped, 
heart-shaped, enlarged, torpedo-shaped and cotyledonal (110–113).

The basic procedure for producing somatic embryo involves the use of a 
synthetic medium culture supplemented with plant growth regulators, such as 
auxin, e.g., 2,4-dichlorophenoxy acetic (2,4-D), cytokinin e.g., kinetin (Kin), 
abscisic acid (ABA), or combination of two or several growth regulators. In 
the case of carrot somatic embryogenesis, the tissue initially requires an auxin 
and later the cells must be transferred into a culture medium with low concen-
tration of auxin or without it.

Components of culture media and growth regulators such as 2,4-D are not 
the only factors controlling somatic embryogenesis (80,81). It has been dem-
onstrated that other stimuli also induce somatic embryogenesis. For example, 
stress, including osmotic shock with sucrose or sodium chloride (114–119) or the 
presence of heavy metals—cobalt, nickel, zinc, and cadmium—(115,120), and 
nutrient starvation (121,122). Other compounds widely used to enhance embryo 
formation include salicylates (SA) (123–125). It may be happen via inhibition 
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of the ethylene biosynthesis (123,126–128). By contrast, in Coffea canephora 
ethylene is necessary for the induction of somatic embryogenesis (129).

The exogenous application of H2O2 enhances its endogenous levels and 
promotes somatic embryogenesis (130) even though Luo et al (131) using 
Astragalus adsurgens determined that the endogenous increment in H2O2 
levels, caused by the exogenous application of SA, was critical to enhancing 
embryo production.

All data referred above suggest a possible connection or an overlapping 
between embryogenesis and stress response pathways (73,103,132,133). It 
has been proposed that the physiological response to stress conditions could 
depend on two main factors, the physiological state of the cells and the level 
(time and intensity) of stress condition (134). When the stress level exceeds 
cellular tolerance, the cells will die, but if there is low levels of stress, the cells 
could induce mechanisms of adaptation (134). The relationship between 
different stress conditions and embryogenesis is still not understood, but 
Lee et al. (122) have suggested that undifferentiated cell proliferation could be 
inhibited and, as a consequence, the embryo production would be stimulated; 
most likely, the cell is driven into the G0 stage for its differentiation (73). 
Indeed, we still do not know the mechanism by which the embryo formation 
is induced, but the study of such mechanisms may light the understanding of 
the signalization processes involved in it (73).

Low molecular mass compounds secreted into culture medium can inhibit 
(135,136) or stimulate (137,138) somatic embryogenesis. The carrot somatic 
embryogenesis does not proceed at a high cell density (139,140), it is not 
due to nutrient uptake or mechanical injury caused by shearing, but factor(s) 
responsible for the inhibitory effect were found in the culture medium and 
their molecular masses were estimated under 3.5 kDa (135).

Two factors have been purified and identified, the first was an alcohol, 
4-hydroxybenzyl alcohol (141) and the other was vanillyl benzyl ether 
(136). On the contrary to the inhibitors, one peptide growth factor has been 
identified that is involved on induction of somatic embryogenesis; it is 
called α-phytosulfokine. The addition of α-phytosulfokine to the somatic 
embryogenesis induction medium causes an increment in the number of 
embryos produced (142,143).

Most of proteins secreted into the culture medium are glycoproteins (144). 
Among them exist a peroxidase that can restore the somatic embryogenesis 
inhibited by tunicamycin (145). Another protein, an endochitinase, was able 
to rescue the embryo beyond the globular stage and complete its development 
under nonpermissible temperature −32°C (146–149). Arabinogalacto proteins 
(AGPs) are proteoglycans with high carbohydrate content and branched 
structures. These proteoglycans have been detected in cell culture medium 
of several plant species. When AGPs from embryogenic culture are added to 
nonembryogenic cultures, they promote and increase somatic embryogenesis 
(150–153).

More recently, a number of genes that play specific roles in the initiation of 
embryogenesis in plants have been identified (154). An increased expression 
of somatic embryogenesis receptor-like kinase 1 (AtSERK1), which encodes 
a leu-rich repeat (LRR) transmembrane receptor-like kinase (RLK), is found 
in cells acquiring embryogenic competence, in embryogenic cells, and in 
early somatic embryos up to about the 100-celled globular stage (99). Ectopic 
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expression of AtSERK1 confers sustained embryogenic competence to seed-
lings under in vitro conditions (155).

LEAFY COTYLEDON (LEC1 and LEC2) genes encode seed-expressed 
transcription factors. When they were ectopic expressed, both LEC1 and LEC2 
promoted somatic embryo formation on the vegetative tissues of the plant 
(156,157). BABY BOOM (BBM) encodes a transcriptional factor belonging 
to an AP2/ERF family and it is preferentially expressed in developing embryos 
and seeds. The ectopic expression of BBM induces spontaneously somatic 
embryos formation in Arabidopsis and Brassica (158). WUSCHEL (WUS) 
is a gain-of- funtion mutation, which is responsible of transition from vegeta-
tive or somatic cellular stage to embryogenic stage, and eventually somatic 
embryo formation. WUS gen encodes to a homeodomain protein involves in 
specifying stem fate in shoot and floral meristems (159), also it plays a criti-
cal role during embryogenesis (76). Recently, WUS was identified as target of 
a chromatin-remodeling ATPases -SNF2-class ATPase SPLAYED, known as 
SYD-through recruiting of SYS by WUS promoter (160).

The loss-of-function of PICKLE (PKL) in roots was enough to express 
embryogenic characteristics, and somatic embryos were formed when the roots 
were cut and placed on medium culture. PKL encodes a chromatin remodeling 
factor and it suggests that PKL is a repressor of embryogenic program (161). 
AGAMOUS like 15 (AGL15) belongs to family of regulatory factors, which 
binds specific-sequences to DNA. When it was constitutively expressed, it 
enhanced production of somatic embryos from zygotic embryos (162).

A higher number of in vitro experimental systems have been developed to 
elucidate the mechanisms governing the onset and development of morpho-
genesis; nonetheless, it still remains entirely unknown (77). Mutants with 
defects in the biosynthetic pathway or perception of a specific growth regula-
tor will be very useful on understanding plant morphogenesis (77).

2.5. Somaclonal Variation

During the massive commercial production of plants, it is important to guaran-
tee their genetic integrity, however after micropropagation, or the plants regen-
eration from calli or somatic embryos, it has been observed the apparition of 
phenotypic variation among the produced plants (163–165), such phenomenon 
has been called somaclonal variation.

Larkin and Scowcroft (165) have proposed that the origin of this variation 
could be from the variability already existed into the original cells or a vari-
ation generated during the different step of the in vitro culture. The variation 
detected between the regenerated plants can be epigenetic (166,167) or herit-
able (168). The epigenetic variation in no heritable through sexual propaga-
tion. The heritable variation ranges from gross chromosomal abnormalities 
(169), changes in the methylation pattern (170,171), to point mutations (172). 
This variation is stable through out the sexual reproduction (173). The growth 
regulators, in particular 2,4-D, has been related with the variation produced in 
tissue cultures (174).

Because, in some cases, the somaclonal variation can occur at higher 
frequencies than chemical (175) or radiation induced mutation (176), it can 
be used as alternative tool to introduce variation into breeding programs 
(172) and produce commercial varieties with new traits. Among the major 
traits isolated so far are resistance to pathogens (177–180), tolerance to 
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chilling (181–183), drought tolerance (184,185), altitude (186), and salin-
ity tolerance (187), content of secondary metabolites (188–191), herbicide 
tolerant genotypes in Triticum aestivum L. (192), aluminum resistance 
(193,194) and submergence tolerance and other characters of agronomic 
importance (195).

2.6. Haploid Cultures

Since the discovery by Blakeslee et al. (196), and Guha and Maheshwari 
(197,198) that embryos with a haploid chromosome number can be obtained, 
plant scientists are using the production of haploid plants for genetic and 
mutation studies. Haploids originate from a single gamete, and therefore they 
are sporophytic plants with the gametophytic chromosome number. Because 
of this trait recessive characteristics are apparent and the haploid plants can 
be used to produce homozygous diploid plants useful for plant breeding. 
This technique has the possibility of shortening the time needed to produce 
completely homozygous lines compared to conventional breeding. This is par-
ticularly important in long reproductive cycle plants such as woody plants and 
fruit crops (199). Over 200 varieties in 12 species have been developed using 
doubled haploid methods (200).

This technique also can be used to improve agronomically important cereal 
crops, such as maize, which are still problematic to be genetically engineered 
by current techniques (201,202).

3. Applications

3.1. Basic Studies

PTC represents a useful system for the study of the physiological, biochemi-
cal, and molecular biology processes in plant cells. The effects of a single 
factor, on a given process, can be monitoring since the culture conditions can 
be strictly controlled. One of the best examples of the cell cultures’ used for 
such purposes may be the study of the morphogenetic process. The conditions 
provided by PTC give us an optimum system for the study of the biochemical 
and molecular aspects associated with plant differentiation. Also, the response 
of PTC in response to elicitation is an excellent system to study the plant 
cells’ response to the pathogens attack. A number of genes involved in differ-
ent aspects of such response, including those in perception of the stimulus as 
well as in the signalling pathway, have been isolated and characterized in cell 
cultures from different species (203).

The changes in the membrane’s fluidity and the cellular mechanisms for 
resistance to metals, salinity, or drought among others, can be analyzed with-
out having the interference of tissue organization (204,205). The mechanism 
of the plant cell wall biosynthesis has been widely studied using protoplast as 
the main tool (206–208).

One of the fields where PTC has been most useful is the study of secondary 
metabolism; the use of elicitors in cell cultures has led to the identification of 
enzymes involved in the biosynthesis of different compounds (209–212). PTC 
has been the model for the study and elucidation of the purine salvage pathway 
in higher plants (213,214) as well as for the study of different aspects of nutri-
tion of plant cells (215).
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3.2. Massive Plant Production

Considerable progress has been achieved to scale up the culture vessel 
to propagate thousands of uniform plantlets under in vitro conditions of 
plants of agricultural, horticultural, medicinal, and forestry importance (89). 
Micropropagation has several advantages over conventional methods of vegetative 
propagation. Among the advantages offered by micropropagation are: 1) with 
few resources large number of plants can be produced, 2) micropropagation of 
species may be carried out throughout the year, and 3) micropropagated plants 
are generally pathogen-free material (83). Therefore, large-scale plant production 
through cell tissue and embryo cultures using bioreactors is promising for 
industrial plant propagation (216).

Automation of micropropagation in a bioreactor has been advanced as a 
possible way for reducing costs. Bioreactors provide a rapid and efficient plant 
propagation system for many species, using liquid media to avoid intensive 
manual handling. These bioreactor-cultures have several advantages compared 
with agar- based cultures, with a better control of the plant tissue’s contact with 
the culture medium, and optimal nutrient and growth regulator supply as well as 
aeration and medium circulation, the filtration of the medium and the scaling-
up of the cultures (217). Since the first use of bioreactor for micropropagation 
(218), it has been used for the propagation of several species and plant organs 
including shoots, bulbs, microtubers, corms, and somatic embryos (219).

To fully achieve the potential to scale-up of propagation in bioreactors for 
commercial micropropagation, the understanding of the signals and molecular 
mechanisms that control morphogenesis in liquid media will be reached. Further 
basic and applied researches will provide the information necessary for an efficient 
and economic use of bioreactors for massive plant propagation (217).

3.3. Production of Virus-Free Plants

Plant diseases are caused by fungi, bacteria, viruses, mycoplasma-like organ-
isms, and nematodes (220). In crop species that are routinely propagated veg-
etatively there is usually a severe risk of passing on systemic viral infections 
during the propagation process (221). Other pathogens can be transmitted 
during micropropagation but because of the intimate, intracellular association 
of viruses with plant tissue, viruses constitute by far the largest threat to veg-
etative propagated crops.

To carry plants through borders, the international trades require that plants be 
healthy and pathogen-free. In addition, to avoid losses, the production of plants 
must begin with healthy plants. However, most of the cultivars of different spe-
cies are contaminated with different pathogenic agents, such as bacteria, fungi 
and virus. PTC provides a set of techniques to produce plant pathogen-free.

Virus-free plants of many species and/or cultivars have been produced by 
culture of meristematic tissue (220,222), somatic embryogenesis (223), and 
grafting (224). The use either one technique or another will depend on several 
factors, mainly of the specie’s regeneration capacity. The widely used tech-
nique to produce virus-free plants is the in vitro meristem-tip culture. This 
protocol can be used either alone or combined with chemo or thermotherapy 
(225) from a wide range of plants (220).

When chemotherapy is used, the chemicals are applied to plants or tip-mer-
istem cultures for several days. Also it is possible, at the same time, to apply 



Chapter 50 Plant Tissue Culture 887

thermotherapy for several weeks. In general, combinations of both treatments 
give good results. The amount of the chemicals and the duration of the ther-
motherapy treatments will depend on the infection’s severity, the virus present 
and the plant specie.

In the grafting technique, the shoots tips are excised from virus-infected plants 
and grafted onto decapitated rootstock seedlings in a green house. By this method, 
virus-free plants are produced from the mother plants infected by viruses (224).

In all the cases, regenerated plants (treated with chemo- and thermotherapy) 
from tip-cultures, somatic embryogenesis or grafted must be indexed for the 
viruses. Actually, there is a set of assay to test the presence of virus in plant 
tissues (226), such as the double antibody sandwich-enzyme linked immuno-
sorbent assay (DAS-ELISA), and the reverse transcription polymerase chain 
reaction (RT-PCR) protocols.

3.4. Embryo Rescue and Dangerous Extinction Plants

Plant breeding takes place through hybridization and selection of new plants. 
The primary objective in plant breeding is to increase the genetic variability 
and desirable characteristics in crops. It is done by crossing plants to join 
together traits in offspring from two different plants. However, in many cases 
the hybridization is not entirely successful because embryo development is 
arrested in its development or matureness, producing a weak embryo, which 
will not germinate; in other cases, the endosperm is not properly formed. 
Under these conditions embryos die (abortion). When embryos are from a 
desirable genotype, they can be rescued from being aborted by culturing them 
under suitable conditions on an artificial nutrient medium (227–229).

The term of embryo rescue is confinable only to those circumstances where 
embryos need to be saved, otherwise they are endangered and neither germinate 
nor form seedlings. When embryos are not getting aborted but they are excise 
and culture, it is named embryo culture (227). The aim of embryo rescue tech-
nique is to promote the development of an immature or weak embryo into a 
viable plant; the plant embryo could be isolated by excising from maternal tis-
sue, with ovaries or with ovules. The last two cases are done when embryos can 
not be removed. The application of embryo rescue culture technique is used to 
produce interspecific and intergeneric hybrids, recover maternal haploids, obtain 
plants with genes for disease and insect resistance, for earliness and number of 
flowers per plant, salt tolerance, herbicide-resistance or tolerance, and other 
favorable agronomic traits. Additionally, general factors should be considered 
when embryo rescue technique are used. Among them are genotype and devel-
opmental stage of the embryo, culture media, temperature and light, time of 
culture, plant growth regulators and supplements to the culture medium such as 
different nitrogen or carbon sources (227,229,230).

The protocols for embryo rescue are simple and carry out an enormous 
potential in salvage embryo with advantageous characteristics from cross-
breeding. On the other hand, embryo culture technique can also be used to 
save plant species from extinction. Embryo culture is useful when endangered 
plant produces a few seeds, seeds can be eaten by insect, birds, or any ani-
mal, depredation of its inhabit and plant itself. Many techniques have been 
employed to propagate for example culture axillary buds (231), organogenesis 
(232), and somatic embryogenesis (233).
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3.5. Germplasm Collections and Seed Conservation

Every year, an important number of plant species disappear, partly owing to 
the loss of natural habitat. Plants with a complex reproductive biology are 
particularly endangered given the reduction of their natural habitats, along 
with the small sizes of their populations and their prolonged life cycle. 
Furthermore, endangered, asexually propagated plants have to deal with the 
reduction of their genetic variability, which increases their susceptibility to an 
abrupt environmental change or to the introduction of new elements into their 
ecosystem. In vitro culture represents an alternative to preserve and regenerate 
endangered species’ populations through micropropagation techniques.

Not only tropical, but also exotic species are endangered. The use of improved 
plant varieties have resulted in the diminished use of traditional varieties of 
several crops, such as maize, potato, tomato, etc. Quite often, these traditional 
varieties, which may have been bred for hundreds of years, are adapted to very 
specific environments or conditions, and are still cultivated by farmers of small 
communities, isolated by distance or geographical conditions. Besides their 
cultural value, they may represent an unexplored source for resistance genes 
to pathogens, insects, drought, etc. In vitro culture provides the technology for 
preservation of such phytogenetic resources, which may not be adapted to flour-
ish either in nurseries or under greenhouse conditions. In vitro cultures may also 
be used to preserve extended collections of germplasm in reduced areas under 
strictly controlled environments. This approach is particularly valuable in the 
case of plants that are vegetatively propagated. Terminal or axillary buds cul-
tured in vitro may also be preserved by cryogenic techniques, thus minimizing 
the excessive tissue manipulation required. The preservation of valuable tropical 
genetic resources, deposited in germplasm banks and maintained by means of 
in vitro techniques, represents a growing trend in tissue culture applications.

3.6. Secondary Metabolites

Higher plants produce a large number of diverse organic chemicals, some 
of which are of pharmaceutical and industrial interest. Once the technology 
for culturing plant cells, in the same way as fungal and bacterial cells was 
 available, the production of natural products were among the first applications 
to be pursued. The first attempt of the use of plant cells for the production of 
secondary metabolites took place in the 1950s (234–236). Later, in Germany 
and Japan in particular, the development of scale-up techniques for suspen-
sion cultures led to development of the industrial application of cell cultures 
commercially (22,237,238). However, differing from fungi and bacteria, the 
pattern of natural products yield by plant cells in culture frequently showed 
variations from those of organized tissues (239). Despite numerous attempts 
by several laboratories around the world, in vitro cell cultures have not turned 
out to be efficient factories of natural products, because since many of the 
economically important plant products are neither formed in sufficiently large 
quantities nor at all by plant cell cultures. However, the culture of organs, such 
as roots or shoots, lead to the production of complex chemicals in amounts 
equals or higher than those of the mother plant (210). In addition, cell cultures 
have proved to be an invaluable source for enzymes and genes involved in the 
synthesis of these natural products, as well as for establishing the relationship 
between cell differentiation and secondary metabolism (54).
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Different approaches to enhance yields of secondary metabolites included 
the induction of cell lines from highly productive tissues or individuals, the 
cloning and systematic screening of heterogeneous cell populations for strains 
with a high biosynthetic potential (240), and the formulation of culture media 
composition (241). Another approach involves selection of mutant cell lines 
that overproduce the desired product (242). The use of abiotic factors, such 
as heat or cold, salts of heavy metals, and UV radiation, and the use of biotic 
elicitors of plant and microbial origin, such as fungi cell walls, methyl jas-
monate, salicylic acid, and nitric oxide, has been shown to enhance secondary 
product formation (243–247). The use of immobilized cell technology has also 
been applied successfully (248,249).

The better understanding of the tight regulation governing secondary metab-
olism pathways and also, of its close relationship with branches of the primary 
metabolism, can now be applied through metabolic engineering strategies to 
promote the accumulation of valuable natural products in in vitro cultures 
(250–252). Metabolic engineering is aimed to improve cell processes, by 
means of recombinant DNA technology, for commercial purposes. Genes cod-
ing for enzymes involved in limiting steps in a pathway may be overexpressed 
in cell cultures favoring carbon flux through it. Alternatively, new enzymatic 
activities can be introduced, resulting in the formation of new compounds. 
Recently, the identification of regulatory genes, controlling the coordinated 
activation of a set of enzymes involved in secondary metabolism, has opened 
new possibilities for the genetic manipulation of the whole pathway, by means 
of a single gene.

3.7. Transgenic Plants

The Green Revolution in the mid-1960s saved hundreds of millions of human 
lives. However, in the last 10–15 years cereal productivity has declined. Among 
the different factors for this decrease are the salinization of the soil, the quality 
and amount of water, and the possibility that crops may have reached the physi-
ological limits of their productivity (27). On the other hand, plants are known 
for their wide diversity, which allows them to survive in an ever-changing and 
often stressful environment. A multiplicity of traits encompasses features that 
are required for optimal growth and reproduction, and includes aspects of stress 
tolerance, nutrient use, plant morphology, resistance to pathogens, and the 
production of secondary metabolites (253). For crops other quality traits are 
required, such as improved postharvest storage, flavor, nutritional content and 
color (254). However, in the case of crops most of these traits need to be trans-
ferred to them. Agriculture techniques allow the transferred of some of these 
characteristics between plants of the same specie but not among members of 
different species. The chemically induced fusion of plant protoplasts brought a 
solution to this problem and opened a new research field (255). This technique 
established the possibility of the genetic manipulation of plants by bypassing 
problems of sexual incompatibility (256).

The first report of the genetic transformation of plant cells was also pub-
lished by the Cocking group in the United Kingdom (257) by the direct 
delivery of DNA into protoplasts of petunia. Only a few years later, the Ti 
(tumor- inducing) plasmid was used as a vector for gene transference and 
production of the first transgenic plant (258).
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Actually, transgenic organisms allow scientists to cross the physical and 
genetic barriers that separate pools of genes among organisms and produce 
plants with new traits. At the same time transgenic plants are used as an 
important research tool (259). Today, all transformation systems for creating 
transgenic plants require separate processes for introducing cloned DNA into 
plant cells, for identifying or selecting those transformed cells and for regen-
erating and recovering fully developed and fertile plants from the transformed 
cell (259). Different techniques to introduce foreign genes into plant genomes 
have been used; these include the Agrobacterium system and the bombard-
ment of DNA-covered microprojectiles. Selective markers, such as antibiotic 
resistance, chromophores, or fluorochromes, are incorporated to distinguish 
the transformed tissues from those untransformed. The first generation of 
genetically modified plants suitable for agriculture was largely produced using 
antibiotic resistance markers for the preparation of plant transformation vec-
tors or for the plant transformation process itself (260).

Genetically modified plants would rise from individual cells and, because 
DNA insertion is a random process, an efficient regeneration procedure could 
increase the probability of recovering a transgenic plant. For this reason, the 
use of tissues with a high morphogenetic or embryogenic potential is recom-
mended. Protoplasts can also be used; however, they may require a consider-
able amount of labor before regenerating a new plant, although with better 
odds of obtaining actual transformants.

In addition to the traits already mentioned genetically modified crops could 
also manufacture industrial and pharmaceutical compounds as renewable 
resources with a production system based on solar energy (254).

4. Future Progress

Plant cell cultures have become an invaluable tool to plant scientists, cell cul-
tures have remained an important tool in the study of plant biology, and today 
in vitro culture techniques are standard procedures in most of the plant biolo-
gy’s laboratories. Cell cultures will remain as an important tool in the study of 
morphogenesis. Molecular, physiological, and biochemical studies on somatic 
embryogenesis and plant regeneration processes will continue lightening the 
way cells choose any morphogenetic pathway. In addition to Arabidopsis 
model, the isolation of new mutants from PTC will help in this task.

Cell cultures have remained, and will continue, an extremely important tool 
in the study of primary metabolism, e.g., the use of protoplasts and vacuoles 
for the study of the mechanisms of toxicity of heavy metals (261), as well as 
the production of resistant plants based in PTC technology (262).

The development of medicinal plant cell culture techniques has led to the 
identification of complete pathways of alkaloid biosynthesis (263). Similar 
information arising from the use of cell cultures for molecular and biochemi-
cal studies is generating research activity on metabolic engineering of plant 
secondary metabolite production (264).

The helpfulness of this knowledge goes beyond basic research. Massive 
propagation of plants represents today an economically rewarding enterprise 
and this will increase in the following years by incorporating new plants 
into the market, mainly exotic plants with new flower colors and fragrances. 
Thanks to the development of genomics, proteomics, and metabolomics, plant 
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biotechnology is experimenting new and exciting advances. These “omics” 
approaches, with no doubt, will accelerate the discovery, isolation and charac-
terization of genes conferring new agronomic traits to crops.

Successful genetic engineering programs will focused in the development 
of new plant varieties with traits that increase the quality of the crops to fight 
undernourishment and in this way the increase in the yields without the use of 
chemicals in the field will remain an important task. The new plant varieties 
must also let an increase in the use of the land for agricultural aim by over-
coming problems such as salinity, drought and desertification. PTC technique 
will also allow the production of roots for food in bioreactors (265), under 
controlled conditions. Technologies for cell culture in large volumes for the 
production of fine chemicals in genetically modified cells cultured should be 
established. This technique presents advantages over their production in field 
grown plants that normally occupy considerable extensions of land.

The use of in vitro techniques in embryo rescue during plant breeding, to 
save dangerous extinction plants, and the construction of germplasm banks 
to preserve plants with valuable traits will help the continuous necessity of 
genetic improvement programs.

In summary, the advancements made with this technology have gone well 
beyond what the pioneers lead by Gottlieb Haberlandt could have imagined.
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1. Introduction

Stem cells and regenerative medicine is a rapidly progressing science that 
addresses the use of stem cells via cell therapy for human diseases. Successful 
use of stem cells in regenerative medicine depends on two important features of 
stem cells; a) stem cells can proliferate and self renew almost indefinitely, and b) 
they can differentiate into specialized cell types that make up tissues such as 
pancreas, heart, liver, blood, and others. Further, stem cells can be engineered 
to replace worn-out cells and to regenerate damaged tissue. These advances 
open up new ways of stem cell based treatment through regenerative medicine 
and tissue engineering.

2. Types of Stem Cells

There are two types of stem cells, embryonic stem cells and adult stem cells. 
Embryonic stem cells (ESC), derived from an early stage embryo such as blasto-
cyst are the most primitive, unspecialized, and pluripotent cells. Pluripotent stem 
cells can become any type of cell in the epidermal, endodermal, and mesodermal 
cell lineages, including germ cells but they can not grow into a whole organism. 
Adult stem cells are isolated from the tissues of aborted fetuses, umbilical cord 
blood, or living children and adults. Because they are isolated from tissues of 
an organism, they are termed tissue specific adult stem cells (ASC) or nonem-
bryonic stem cells. Unlike ESCs, adult stem cells are only multipotent and turn 
into fewer cell types. Multipotent stem cells can form multiple lineages that 
constitute an entire tissue or tissues, such as hematopoietic stem cells.

The self renewal capacity of ESCs is relatively high compared to tissue spe-
cific adult stem cells. Stem cell numbers decline and the multilineage potential 
gets restricted as the embryo grows into an offspring and further into an adult. 
This is a limitation in harvesting the full potential of stem cells. Another hurdle 
is to identify the stem cells and grow them in large numbers with out altering 
their stem cell properties and capabilities for clinical transplantation. This par-
ticular aspect has been the main focus of current research and has tremendous 
developments, enabling stem cells to enter the next stage of clinical trials.
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3. Human Embryonic Stem Cells (hESCs)

Embryonic stem cells are derived from the inner cell mass of a blastocyst, 
when the human embryo consists of about 150 cells and are generally cultured 
on a layer of mitotically inactive mouse embryonic fibroblast cells to inhibit 
spontaneous differentiation. The first human ESC lines were derived by a 
group of scientists at the University of Wisconsin at Madison led by James 
Thomson (1). Human ESCs at this early developmental stage are pluripotent 
and contain the versatile potential to turn into any of the 200 cell types of 
human body. Further, hESCs can remain in an undifferentiated state and divide 
indefinitely if they are grown in the presence of appropriate chemokines and 
cytokines (2,3). This combination of unlimited “self-renewal” and ability to 
 differentiate into mature cell types of the three primary germ layers makes 
hESCs an  attractive source for identical, well-defined and genomically char-
acterized cells for regenerative cell therapy.

3.1. Human ESC Culture Expansion

The basic composition of culture media used in the derivation methodology 
and maintenance of hESCs, comprises a mix of Dulbecco’s Modified Eagle’s 
Media (DMEM) or Knock-Out™ DMEM (KO-DMEM), or Dulbecco’s 
Modified Eagle’s Media/F12 (DME/F12) with nonessential amino acids, 
β-mercaptoethanol and L-glutamine in the presence of bovine sera. The choice 
of serum includes either 10–15% fetal bovine serum (FBS), ES cell-tested 
FBS, or Knock-Out™ Serum Replacement (KO-SR). Some recent studies sug-
gest the addition of FGF2 to basal media to facilitate hESC maintenance (4,5) 
in serum free culture media. This step is a major advance in developing simpli-
fied hESC culture systems.

3.2. Human ESC Phenotype

Human ESCs tend to grow as compact colonies with high nucleus to cytoplasm 
ratios. Expression of stem cell specific markers such as the transcription 
factors oct-4, nanog, TRA-1-60, TRA-1-81, and the cell surface markers 
SSEA-3 and SSEA-4 in humans is correlated with pluripotency (6). These 
markers are important for monitoring and assessing pluripotency of hESCs 
when testing different culture conditions (Fig. 51.1). The loss of pluripotency 

Surface markers: 
•
•
•
•
•

Stage specific embryonic antigens SSEA-3 
Stage specific embryonic antigens SSEA-4
Tumor-related antigens Tra-1-60
Tumor-related antigens Tra1-81
GCTM-2

Transcription factors:
•
•
•

Oct4
Nanog
Sox2

Other markers: 
•
•

Human telomerase enzyme
Alkaline phosphatase

Fig. 51.1. Human embryonic stem cell markers
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markers warrants a greater consideration towards possible differentiation of 
stem cells into tissue specific lineages.

4. Human Adult Stem Cells

Adult stem cells are harvested from aborted fetuses, umbilical cord blood, 
or adult tissues. During development, stem cells progress towards cell spe-
cific lineages through progenitors, mature into differentiated cell types, and 
assemble to form tissues. Current studies show that tissue specific stem 
cells are isolated from bone marrow, specific regions in brain, blood ves-
sels, skin, cornea and retina of the eye, mammary gland, endocrine gland, 
prostate, lung, intestine lining, and other adult tissues (7). These adult stem 
cell populations exhibit self renewal, proliferation, differentiation properties 
in defined culture conditions. They can also be mobilized from stem cell 
“niches” through injury or wounding and in disease conditions. A major 
limitation of adult stem cells is their inability to self renew indefinitely. In 
addition, their potential for proliferation and differentiation diminishes with 
age and differs significantly among tissue specific adult stem cell types. 
Despite such limitations, continuing studies on hematopoietic, mesenchymal 
and neural adult stem cells provide valuable insights into the use of stem cell 
based therapies through transplantation.

5. Hematopoietic Stem Cells

Hematopoietic stem cells (HSC) are isolated from bone marrow and are the 
primary adult stem cell candidates currently used to treat various hematologi-
cal diseases including malignancies. HSCs give rise to all the blood lineages, 
including myeloid, lymphoid, and erythroid cell types (8). Repopulation of 
the hematopoietic compartment following myelo-ablative chemotherapy and 
radiation uses HSCs derived either directly from bone marrow or from 
mobilized peripheral blood (9). Depending on their transplantational effi-
ciency to repopulate the bone marrow, they are also categorized into long-term 
(LT-HSCs) or short-term (ST-HSCs) self renewing hematopoietic stem cells. 
LT-HSCs are considered most primitive, while ST-HSCs are in transition 
to progenitor cell state. LT-HSCs have been shown to be effective in whole 
bone marrow and immune reconstitution in animal models and in human 
bone marrow transplantation studies (10–12). ST-HSCs are also effective in 
transplantation, but the response could be transient and might need recur-
ring regimens of transplantation. Currently, culture conditions that allow 
HSCs to grow in large numbers and remain as primitive stem cells without 
differentiation are considerable challenges for the clinical potential of HSCs 
(13–15).

5.1. HSC Culture Expansion

Efficient methods to expand HSCs in culture can significantly enhance 
the therapeutic application of this cell type and reduce the burden of 
bone marrow transplants. Combination of growth factors utilized for 
ex vivo expansion include Flt-3 Ligand/TPO/IL-6 /IL-11, IL-3/TPO/
SCF/Flt-3 Ligand2, IL-3/GCSF/SCF3, and SCF/G-CSF/MGDF. Recent 
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studies suggest that the cytokine leukemia inhibitory factor (LIF) plays 
an important role in the development of ex vivo expansion systems for 
murine and human HSCs.

5.2. HSC Phenotype

Presence of cell surface glycoprotein CD34 and further fractionation of 
CD34+ population into lineage committed progenitors and primitive HSCs 
is the most widely accepted criteria for the prospective isolation of human 
HSCs. Lineage-committed cells are depleted using a combination of mark-
ers (Lineage negative or Lin-). More recently, it has been proposed that 
a distinct panel of species specific markers (Fig. 51.2) may improve the 
accuracy of HSC identification and isolation from human tissues (16,17).

6. Multipotent Mesenchymal Stromal Cells (MSC)

Bone marrow, in addition to HSCs that form blood and immune cells, also 
contains stromal stem cells, referred as MSCs (18). Although stroma was 
originally considered to be structural supportive frame work for hematopoi-
etic system, ongoing studies show that the MSCs derived from stroma are 
distinctly different from the HSC fraction. MSCs can give rise to a wide 
array of lineages necessary for connective tissue formation including bone, 
fat, and vascular tissue (19,20). In addition, they are currently evaluated in 
combination with HSCs to overcome allogenic barriers of immune rejection 
in bone marrow transplantation (21). Human MSCs, in a xenogeneic fetal 
transplant model (22) engraft and survive in the developing sheep fetus. 
Further, the human MSCs are not rejected when implanted into immunocom-
petent fetal sheep. These and other studies have established that MSCs pos-
sess important therapeutic potential for stromal reconstitution, gene therapy, 
and bone and cartilage repair (19).

6.1. Culture Expansion of Human Bone Marrow Derived MSCs

MSCs comprise a mere 0.01–0.0001% of total bone marrow nucleated cells 
and need in vitro cell culture expansion to get sufficient numbers for clinical 
applications. Standard culture expansion protocols for MSCs involve attach-
ment of the cells to the plastic surface of a culture flask (23). The attached cells 

Fig. 51.2. Human hematopoietic stem cell markers
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following an initial lag phase expand through rapid divisions and turn conflu-
ent before they enter into stationary phase. Morphologically they are spindle 
shaped and resemble fibroblasts in culture, but when confluent they acquire a 
flattened morphology. MSC-culture media comprises a basal medium, quali-
fied fetal calf serum (FCS), and addition of different growth factors like TGF 
β, hydrocortisone, and FGF-2 (24). A recent study compared the composition 
of different media and how they enable optimal growth of human MSCs in a 
culture. The study suggests that Modified Eagle Medium alpha (a-MEM) is 
the optimal type of basal medium and that stable glutamine and low glucose 
concentration favor MSC-isolation and in vitro expansion (25).

6.2. MSC Phenotype

MSCs are increasingly utilized in a wide variety of biomedical applications 
(25,26). However among groups of investigators, there is a lack of common 
consensus on the criteria of a MSC. MSC identification relies on a combi-
nation of positively and negatively expressed markers that facilitates their 
characterization among other cellular subsets (Fig. 51.3). A recent publication 
from the International Society of Cellular Therapy has come out with three 
minimal criteria for defining human “multipotent mesenchymal stromal cells” 
(MSC). First, MSC must be plastic-adherent when maintained in standard 
culture conditions. Second, MSC must express CD105, CD73, and CD90, 
and lack CD45, CD34, CD14 (or CD11b), CD79a (or CD19), and HLA-DR 
surface molecules. Lastly, MSC must differentiate to osteoblasts, adipocytes, 
and chondroblasts in vitro (27).

7. Neural Stem Cells (NSC)

NSCs are defined an undifferentiated population of cells that self renew continu-
ously with an ability to differentiate into multipotential mature cell lineages of both 
neuronal and glial subpopulations. As undifferentiated NSCs progress towards 
mature cell types, they turn into lineage specific neural precursor cells (NPC) that 
are restricted to one of many distinct lineages such as neurons or astrocytes (28,29). 
NSCs and NPCs are a potential cell source for cell based therapies in neurodegen-
erative disorders such as Parkinson’s disease or multiple sclerosis (30). However, 

Fig. 51.3. Human multipotent mesenchymal stromal cell markers
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their limited number in the developing fetus and lack of proper methods to isolate 
subpopulations from more differentiated cell types in CNS are major challenges 
that are currently investigated by researchers (31). Culture expansion strategies to 
overcome their limited number and cell markers appropriate for selective isolation of 
NSC/NPC subtypes is the key for generating clinical grade NSCs (32).

7.1. NSC Culture Expansion

Current methods allow extended human NSC culture periods of up to 2 yr and 
if the cultures are derived from embryonic or fetal tissues, they are expanded 
a million fold in vitro (33). Although these developments help push forward 
cell therapy based clinical trials, the limited life span of these cells in a culture 
dish poses a restraint (34). Methods are developed to culture hNSCs, but usu-
ally the critical ingredients of a good culture medium involve the use of epi-
dermal growth factor (EGF), fibroblast growth factor (FGF)-2, and the NSCs 
are cultured as floating aggregates termed neurospheres (35). Cell line, hNS1 
(formerly called HNSC.100, a model cell line of hNSCs) is a human embryonic 
forebrain-derived, multipotent, clonal cell line can grow in a chemically defined 
HSC medium supplemented with 20 ng/ml each of EGF and FGF-2 (32).

7.2. NSC Phenotype

Undifferentiated NSCs express high levels of the intermediate filament pro-
teins vimentin and nestin. Additionally, proliferating NSCs usually show 
little or no expression of mature neural or glial markers. Several subtypes 
of NSCs exist, depending on when and where these cells are isolated (36). 
Neuroepithelial stem cells are the earliest form and can be directed to dif-
ferent neural fates with signaling molecules (37,38). Neuroepithelial stem 
cells, unlike neurosphere-forming stem cells, are harvested as a relatively 
pure homogenous population and can serve as useful control for studies on 
stem cell markers. In addition to the neurosphere forming assays, expres-
sion of Sox2, Sox3, musashi, MCM-2, bmi1, prominin-1, and nestin without 
the expression of neuronal and glial markers is generally accepted as NSC 
 phenotype (39). In addition, integrin subunits α6 and β1 are highly expressed 
on human neural precursors. NSC and NPC subtypes can selectively be identi-
fied and prospectively isolated using cell specific markers (Fig. 51.4).

Fig. 51.4. Human Neural Stem Cell Markers
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8. Stem Cell Therapy Applications in Human Diseases

Some concerns exist, although advances in research in animal models demonstrate 
positive potential of stem cell therapies for human diseases (40,41). If the disease 
can be identified early during development, interventional stem cell therapy can 
correct at fetal stages (42). It offers a distinct advantage when coupled with fetal 
disease screening and genetic counseling. Selective gene therapy applications for 
stem cells are being studied (Table 51.1). However, the only human stem cell used 
in gene therapy trials so far is the hematopoietic stem cell.

9. Hematological Malignancies and Blood Diseases

Successful stem cell therapy is achieved with adult bone marrow transplantation for 
leukemia and lymphoma. It is now believed that treatment of selective inherited 
blood disorders such as hemophilia, anemia, inborn errors of metabolism, and 
autoimmune diseases can greatly benefit from stem cell therapy (43,44). Bone 
marrow transplantation is done now as a transplant of HSCs collected from 
the peripheral blood of matched donor, usually a sister or a brother (45). One 
of the major limitations in this type of therapy is the low number of stem cells 
that could be harvested from a single donor. Cord blood stem cells and hESCs 
are proving to be alternative resources. Establishment of cord blood banks 
and refinement of methods in cord blood stem cell isolation is expected to 
considerably increase the use of even allogenic HSCs for transplantation.

10. Neurological Diseases and Spinal Cord Lesions

Parkinson’s disease is one of the major neurological ailments in which dopamine 
neurons are lost in a specific area of the brain called, the substantia nigra. 
Depending on the number of neurons lost and the extent of the disease develop-
ment owing to the slow death of dopaminergic neurons, the disease intensity 
could vary from moderate shaking of head, hands, and legs to severe uncontrol-
lable movement disorder, called as dyskinesia. Stem cells injected into the brains 
of mice with disease similar to Parkinson’s disease resulted in the improvement 
of their symptoms. Current advances in stem cell research also have developed 

Table 51.1. Some gene therapy applications for stem cells.

Stem cell Gene Stem cell therapy application

HSC Phox Chronic granulomatous disease

 MGMT Bone marrow protection-chemoprotection

 Globins Thallesemias, Sickle Cell Anemia

MSC Collagen Osteogenesis Imperfecta

 Erythropoietin Anemia

 Insulin Diabetes

 several Secreted therapeutic proteins

 Dystrophin? Muscular Dystrophy

NSC Unknown Parkinson’s disease, other neurodegenerative

hESC Fetal genes Theoretical / unlimited possibilities in review
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methods to turn hESCs or NSCs into dopamine neurons. These culture methods 
can generate large number of dopamine precursor cells for replacement therapy in 
Parkinson’s disease patients (46). Dopamine neurons derived in vitro from hESCs 
(47) show molecular and functional properties comparable to dopamine neurons, 
in vivo, including the secretion of dopamine and elicit a neurophysiological signal 
that is critical for functional restorative therapy (48). Fetal tissue transplants in 
patients with Parkinson’s disease showed encouraging and consistent results, sug-
gesting the clinical utility of embryonic/fetal stem cells, but still need refinements 
as human clinical trials resulted in increased dyskinesia in small number of human 
patients (49,50). Preclinical studies with autologous olfactory ensheathing stem 
cells show increased functional recovery in the treatment of spinal cord lesions. 
Promising stem cell treatments are on the horizon with human fetal NPCs in 
Huntington disease clinical trials (51), neuroblastoma and glioma in children, oli-
godendrocyte precursors for myelin based diseases (52). The risks associated with 
stem cell transplantation trials are difficult to assess, but have not become overtly 
apparent throughout preclinical investigations. Other conditions in which stem cell 
therapy is being explored include corneal, retinal lesions, motor neuron disease, 
cerebrovascular disease, Alzheimer disease, and muscular dystrophy.

11. Ischemic Heart Disease

Researchers are working toward using stem cells to replace damaged heart 
cells and restore cardiac function (53). Both adult and ESCs are used in 
these studies. The cells that were transplanted include CD34+ cells from 
peripheral blood, and MSCs from bone marrow (54). In patients with heart 
failure, myoblast transplantation is emerging as a therapeutical option to 
speed up the function of remaining myocytes (55). Both skeletal myoblasts 
and autologous bone marrow transplantation have entered into Phase 1 
safety studies in humans and are backed by extensive studies in animals. 
These studies show that the procedure is safe in humans and that it leads 
to improved myocardial function. Phase 1 trials indicate relative safety 
while phase II/III are currently underway to determine the extended clinical 
benefit. An extensive review on clinical trials to improve myocyte func-
tion in human heart failure patients confirms the great potential of stem 
cell therapy for ischemic heart disease (56,57). The stem cell therapies are 
timely and appropriate as the incidence of heart failure cases is reaching to 
an alarming epidemic proportion.

12. Stem Cells to Treat Diabetes

Diabetes is caused by the destruction of insulin producing β-islet cells 
of the pancreas (type I) or owing to insulin receptor resistance (type II). 
Current approaches using stem cells are focused on generating β-islet 
cells ex vivo suitable for transplantation and to stimulate the endogenous 
production of β-islet cells in the pancreas (58). Culture methods are currently 
available to differentiate hESCs into insulin-producing beta-cells (59). 
The insulin content of one million stem cell derived insulin positive cells 
is about 200 ng, whereas the insulin content of normal islets is about 10 µg 
per million cells. Stem cell derived insulin positive cells have 50 times 



Chapter 51 Stem Cells and Regenerative Medicine 913

less insulin per cell than normal cells. Therefore, it is necessary to con-
duct further studies that will enhance insulin production and regulate its 
response to physiological glucose concentration, before stem cells are used 
for treating diabetes.

13. The Future with Stem Cells

Stem cells are at the frontier in therapeutics as part of a multidisciplinary 
approach of cell therapy, gene therapy and regenerative medicine (60,61). 
The extraordinary research done with stem cells has come a long way, 
and practical utility of stem cells in clinical settings can only be realized 
through intensive and additional studies on all types of stem cells. It is 
important to be able to direct the differentiation of pure cell populations 
in large quantities and safety concerns must be met, as well. The hESCs 
should not cause teratomas or carcinomas when transplanted in vivo or 
immunologically rejected. To have ESCs available for research or clinical 
purposes, moral and bioethical aspects should be taken into consideration. 
A great deal of basic research needs to be continued to explore the full 
potential of stem cells in regenerative medicine for efficient and effective 
ways to treat diseases.
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Summary Cryopreservation is the ultra-low temperature storage (usually 
in liquid nitrogen at ca. −135 to −196°C) of living cells, tissues and organs 
capable of resuming normal functions after retrieval from a cryobank. This 
chapter explains the basic principles of cryopreservation with respect to 
strategies currently used to cryoprotect the diverse biological materials held 
in cryogenic storage. Approaches used to minimize or obviate the lethal and 
sublethal effects of cryoinjury are particularly highlighted. Examples of how 
cryopreservation has been universally applied to safeguard and preserve the 
wide spectrum of biological resources used in agriculture, biotechnology, 
healthcare, and biodiversity conservation are summarized and general guidance 
is offered for the management of bioresources in cryobanks.

Keywords Biological resource center; cryoinjury; cryopreservation; vitrification.

1. Introduction

Survival at low temperatures is found in nature amongst diverse organisms 
(1,2). The recent sequencing (3) of the Arctic marine psychrophile, Colwellia 
psychrerythraea suggests tolerance to cold may be conferred by complex 
and synergistic molecular adaptations rather than specific genes per se. 
Understanding survival mechanisms in both natural (e.g., permafrost) and 
man-made cryobanks is important for environmental security and the sustain-
able use of biological resources that benefit mankind. Low temperatures slow 
metabolism and under appropriate conditions enhance longevity and confer 
stability on living cells. These attributes have been widely exploited by cryo-
conservationists and medical practitioners who have a requirement to secure 
viable biological resources in a stable condition. In vitro fertilization (IVF) 
and transplant organ surgery are examples of applications in which cells and 
tissues are preserved for short to extended periods in liquid nitrogen (LN) or 
low temperature refrigerators. Alternatives to cryogenic storage such as the 
serial subculture of actively growing cells in culture collections do not bestow 
the same level of stability and security as they risk genetic selection, instability, 
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loss of totipotency, and contamination. Moreover, maintenance of active 
cultures is costly, time consuming and resources inefficient for many types 
of biological samples. In these cases, there are no practicable alternatives to 
cryopreservation. This is true for human and animal gametes and embryos, 
recalcitrant tropical forest tree seeds and vegetatively propagated crop plant 
germplasm. Thus, cryopreservation in the liquid and vapor state of liquid 
nitrogen is the main focus of this chapter. Successful cryogenic storage in 
LN cryobanks is dependent upon the use of cryoprotective strategies and 
understanding the basic principles of cryobiology is fundamental in their 
development.

1.1. Historical Perspectives of Cryopreservation

Advances in cryopreservation have been driven by discoveries and technologi-
cal inventions arising from the convergence of disparate disciplines. Current 
progress in contemporary cryobiological research would not have been pos-
sible without knowledge of the biophysical phenomena pertaining to the 
behavior of water, nature’s solvent. The complex transitional changes of H2O 
at low temperatures is a major determinant of survival and the efficacy of cryo-
protection is largely determined by its unique chemical, thermal, colligative, 
and osmotic properties. Charting the historical progress of cryopreservation 
highlights developments across many research disciplines (Table 52.1 and 
associated bibliography) and it is beyond the scope of this chapter to com-
prehensively cover them. Newcomers to cryobiology are advised to explore 
historical progress in an interdisciplinary context and will find that many of 
the field’s most significant early advances remain relevant today.

1.2. Cryopreservation Theory and Practice

The development of robust cryopreservation protocols for a wide range of bio-
logical diversity is a major challenge best approached by applying fundamental 
theory to a practical framework, with due consideration of the physiological 
complexity of the taxa concerned (Tables 52.2 and 52.3) and the cryoprotective 
parameters to ensure their survival. Despite the vast diversity of the biological 
materials that have been successfully cryopreserved (Table 52.2) all storage 
protocols are underpinned by a generic knowledge of: (I) water behavior; (II) 
cryoinjury and (III) cryoprotection. Water exists in four states as a liquid, 
glass, solid and vapor, the formation of which is greatly influenced by tem-
perature. Manipulation of the liquid, glassy and solid (ice) states of water is 
the main goal of cryoconservationists whose aim it is to devise protocols that 
avoid the formation of lethal intracellular ice. There are two main approaches 
to cryopreservation; the first is variously termed “traditional,” controlled rate, 
two-step, or equilibrium freezing. This requires the control of extracellular ice 
crystallization, a process described as nucleation or “seeding” which is the 
point at which ice crystals are initiated. It is a common misconception that 
water freezes at 0°C, but this is rarely the case and in the absence of conditions 
that permit H2O molecules to aggregate, water can supercool to temperatures 
well below zero. The lowest temperature being at, or around, −40°C (the point 
of homogeneous ice nucleation). This is a thermodynamic process, concomitant 
with ice formation, exothermic energy is released (Fig. 52.1) as the latent heat 
of fusion, conversely ice melting is accompanied by an endothermic event. 
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Fig. 52.1. Schematic comparing the physical and thermal principles of controlled rate 
cooling and vitrification. DSC thermograms demonstrating: ice nucleation, melting 
and vitrification (Tg). On controlled slow cooling: (I) ice forms extracellularly and 
a vapor deficit created across the cell membrane cause the movement of water to the 
outside of the cell. Colligative cryoprotectants protect against the deleterious effects 
of solute concentration. Vitrification (II) requires the concentration of solutes (e.g., 
by encapsulation-dehydration) through evaporative and/or osmotic dehydration and/or 
the loading of high concentrations of penetrating cryoprotectants. The cell viscosity 
reaches a critical high, such that on exposure to freezing temperatures water is unable 
to nucleate and the cells vitrify

The second approach to cryoprotection requires the cell to achieve a critically 
high viscosity such that on exposure to freezing temperatures water forms a 
vitrified state. Glasses are highly viscous solidified liquids they are amorphous, 
metastable and non-crystalline and, because of their lack of organized structure 
are far less damaging to cells compared to ice.

Glass formation also involves thermal changes of which the most significant 
is the glass transition temperature or Tg, the temperature at which a glass is ini-
tiated (Fig. 52.1). Glasses are metastable and their behavior in  biological tissues 
is highly complex as water can devitrify and convert back to ice. Knowledge 
of the thermal events associated with ice nucleation, melting and the Tg is very 
useful in developing cryopreservation protocols. Specialist thermal analysis 
using a differential scanning calorimeter (DSC) may be employed to study and 
optimize vitrification procedures (Fig. 52.1).

Tolerance to cryopreservation depends upon the ability to overcome or avoid 
cryoinjury, for which Mazur (16) proposed that two factors were involved; 
colligative damage and ice. Ice promotes structural and osmotic damage and 
causes mechanical injury to fragile cell structures (46). Colligative injury is the 
excessive concentration of solutes, which is detrimental to cellular function. 
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When slow to moderate cooling rates (Tables 52.2 and 52.3) are applied ice 
usually nucleates extracellularly causing a vapor pressure deficit between the 
outside and inside of the cell and to retain osmotic equilibrium H2O passes to 
the outside. Rates of water loss are determined by cooling rate, the dynamics 
of extracellular ice nucleation and cryoprotection. Lovelock (12) demonstrated 
that salt concentration was the primary cause of freezing injury and Meryman 
(20) proposed a minimal volume hypothesis for cryoinjury (Table 52.1). As 
cryopreserved cells shrink their rate of water loss can be expressed as a 
function of cell size and knowledge of cell permeability and the kinetics of 
water loss may be used to help predict their freezing profiles (16). Mathematical 
equations and theoretical models of thermodynamic behavior and membrane 
permeability (47–49) have very important applications in optimizing controlled 
rate cooling and cryoprotective protocols for animal and human cells (50). 
However, their application in plant, algal, and microbial cells can be confounded 
by the presence of cell walls, extracellular mucilage etc.

Successful cryopreservation protocols are dependent upon optimizing cooling 
rate in conjunction with cryoprotective strategies. There are two main types of 
chemical cryoprotectants: (I) penetrating/colligative and (II) non-penetrating/
osmotic and they are frequently used in combination. Traditional  controlled rate 
cooling protocols use penetrating cryoprotectants such as dimethyl  sulphoxide 
(DMSO) or glycerol, although their permeabilities vary among cell types. As 
cells are exposed to controlled cooling (e.g., −1°C/min) ice forms extracel-
lularly causing the withdrawal of intracellular water. This is desirable as it 
reduces the amount of H2O molecules available for initiating lethal ice crystals. 
In many systems it is essential to induce extracellular ice nucleation (Tables 
52.2 and 52.3) as from this point onwards the operator has some control over 
the excursion of water. Moreover, as water is removed, the freezing point 
becomes increasingly depressed allowing more time for water to exit the cell. 
Often a “hold” is programed into controlled cooling protocols allowing addi-
tional H2O molecules to move across the cell membrane. However, a balance 
must be achieved such that dehydration does not result in excessive, deleterious 
concentration of solutes and this is where colligative cryoprotectants come into 
play. These chemicals penetrate cells and act as cellular solvents as they protect 
against the damaging concentration of solutes that occurs as water is lost from 
the cell and obviates the deleterious and potentially lethal reduction in cell vol-
ume. Following these treatments and when cells are finally exposed to terminal 
freezing temperatures and LN it is possible that the intracellular solution is so 
concentrated that it becomes vitrified (Fig. 52.1). Alternatively, if some H2O 
molecules remain available for nucleation, the ice crystals formed are so small 
they are innocuous. Non-penetrating cryoprotectants have multiple protective 
roles, they depress the freezing point, cause osmotic dehydration and reduce the 
amount of water available for freezing, they may also impair ice nucleation by 
restricting the molecular mobility of H2O molecules (51–54).

Cryopreservation using ultra rapid rates of cooling usually involves a 
cryoprotective strategy, which allows cells and tissues to be directly plunged 
into LN. This approach normally requires the formation and stabilization of 
a vitrified state, which is achieved by attaining a critically high cell viscosity, 
by evaporative and/or osmotic removal of water, or the loading of high con-
centrations of penetrating cryoprotectants, or both. Cryopreservation by this 
method is quite different to controlled rate cooling that, as part of the protective 
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strategy, necessitates the formation of extracellular ice to initiate the process 
of freeze-dehydration (Fig. 52.1). Vitrified systems comprise of two types: (I) 
partially vitrified in which the solution external to the cell forms ice while the 
intracellular component remains ice free, or, (II) totally vitrified in which both 
the external and intracellular compartments become vitrified and in effect this 
is cryopreservation in the absence of ice. As well as their physical protective 
properties cryoprotectants also impart additional defences against cryoinjury 
(53,55) as they can stabilize proteins and membranes and act as antioxidants.

Rewarming of cryopreserved samples also requires stringent optimization 
as small innocous ice crystals are capable of growing to a size that may cause 
injury. Similarly, relaxation of glasses on rewarming can fracture fragile and 
particularly rigid cell structures or, they can devitrify and form ice if they are 
rewarmed too slowly. By applying these general principles of cryobiological 
theory it is now possible to consider the different types of protocols used to 
preserve biological resources.

2. Cryopreservation Methodology

Cryoprotection is pivotal to successful cryogenic storage, although some robust 
organisms, such as the unicellular alga Chlorella protothecoides (56), survive 
without the need for cryoprotective additives or controlled cooling. Naturally 
cold hardened (19,57) and/or evaporatively desiccated (58) higher plant germ-
plasm can also survive LN without chemical protection. However, the capacity 
to recover from cryopreservation without the need for chemical additives is 
not normally the case for animal and human cells. Cryopreservation is usually 
undertaken using two main approaches, controlled rate cooling coupled with 
colligative cryoprotection or vitrification, the generic methodologies of which 
may be described as follows.

2.1. Controlled Rate Cooling

Protocols based on regulating cooling rates usually apply single or combined 
colligative cryoprotectants that are often used in conjunction with osmotic 
additives (see Section 1.2) followed by cooling steps intercepted by the 
manual, automatic or passive induction of ice nucleation (see Section 1.2). 
Survival can be improved by pre-culture and cold hardening treatments 
applied before cryopreservation, these usually simulate natural acclimation 
responses. For example, culturing algal cells at lower than normal growth 
temperatures (59), or applying biochemical additives to enhance stress toler-
ance in plants (60). Post-storage survival in mammalian and human cells can 
be improved by adding antioxidant supplements to the freezing media (53,61). 
Modifications to post-storage culture can also significantly enhance the level 
and rate of recovery (62). Factors critical to controlled cooling methods are 
cryoprotectant composition in which a penetrating colligative additive must be 
included as well as cooling regime. Different cell types have specific optimal 
cooling rates (Fig. 52.2) that are largely determined by balancing the two 
components of cryoinjury (16). If cooling is too rapid, intracellular ice occurs; 
conversely at suboptimally slow rates of cooling colligative dehydration 
damage is enhanced. Complex cooling regimes, capable of more effectively 
dissipating the latent heat of fusion on ice formation can also be beneficial 
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(62,63). Computerized, controlled rate programmable freezers (CRFs) (e.g., 
Planer Products, Sunbury, UK; Cryomed, Waltham, MA,USA; CryoLogic, 
Musgrave, Victoria, Australia) provide the most reliable means of controlling 
cooling parameters, which in sequence are:

a. Loading temperature (ambient/subzero X°C).
b. The 1st cooling ramp (−Y°/min).
c. Temperature of initiating ice nucleation (−Z°C) with an optional hold.
d. A 2nd or 3rd optional cooling ramp (−Y°/min).
e. An intermediate terminal transfer temperature at, or near the point of homo-

geneous ice nucleation (ca. −40°C).
f. A hold (X minutes).
g. Transfer to liquid nitrogen.
h. Storage in liquid or vapor phase LN.
i. Optimized rewarming using rapid (30–45°C), 2-step, or ambient conditions.

Computerized programmable freezers have the advantage of providing data 
outputs allowing each run to be documented for protocol development and 
quality control purposes. Programmable freezers accurately regulate cooling 
rates over a broad range of temperatures by feeding pressurized vapor-phase 
LN into a sample chamber controlled by an electronic-solenoid feedback 
system. Where it is necessary to manipulate cryodehydration, for example, 
following extracellular ice nucleation some machines can be fitted with an 
automatic seeding facility. Furthermore, “soak times” or “dwell periods” 
may be built into the program to allow for freeze-dehydration and transfers 
to LN. It is important to transfer the cryogenic vial quickly from the cooling 
chamber to the storage vessel to prevent sample rewarming. Substitutes for 
LN-cooled electronically programed freezers may also be applied and these 
include passive coolers that rely on the thermal conductivity of an insulated 
containment vessel placed in an electrical deep freeze or refrigerator and/or 
a solvent bath. Simple cooling ramps can be devised by placing cryovials in 

Fig. 52.2. The effects of cooling rate on survival following the cryopreservation of 
four different cell types
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a polystyrene box (~10 × 10 × 10 cm internal dimensions with walls and lid 
~3.5 cm thick) placed in a −80°C freezer. The insulated container retards heat 
transfer allowing the contents of the cryogenic vial to cool relatively slowly 
(−1°C/min). Undisturbed, the sample reaches the ambient temperature, at a 
specific rate of cooling that is dependent on the insulation properties of the 
container. These systems can be calibrated over a time course using thermom-
eters, thermocouples and simple data logging devices. Over a narrow range of 
temperatures passive cooling systems have a near-linear cooling rate. It is also 
possible to modulate the cooling properties of the cooling vessel or refriger-
ated chamber by adding a solvent such as isopropyl alcohol. This is the basis 
for commercial systems that use solvent-containing units to passively cool 
at ca. −1°C/min over the temperature range 0°C to −40°C (e.g., Mr. Frosty, 
Nalgene Nunc, Rochester, NY, USA). Alternatively, samples can be cooled 
using direct immersion in an industrial methylated spirit (denatured ethanol) 
bath (62). When the sample reaches a sufficiently low temperature (e.g., −30 
to −80°C), it is removed and plunged into LN. The conventional approach 
to controlled rate cooling cryopreservation creates an approximately linear 
change of temperature with time during the first of cooling ramp. Morris et al. 
(64) demonstrated that human spermatozoa can be successfully cryopreserved 
by manipulating the cooling regime to provide non-linear changes in tem-
perature with time over critical temperatures. Recently an alternative freezer, 
which allows controlled rate cooling without the need for LN or a permanent 
electrical supply, also manufactured by Asymptote, UK, has been successfully 
tested on horse semen (65).

2.2. Vitrification

At the glass transition temperature (Tg) molecular motion ceases and a liquid 
becomes a glassy solid (Fig. 52.1). In controlled rate cooling it is possible 
that on exposure to freezing temperatures the intracellular viscosity of the cell 
is sufficiently high that cells become vitrified inside, while remaining frozen 
extracellularly. This is a partially vitrified system and although the glassy 
state may account in part for survival, ice nucleation is still required to evoke 
osmotic, freeze-induced dehydration. Ice-free cryopreservation, initially 
pioneered for animal cells (28) and applied to plants (57) and algae (66) involves 
a very different cryoprotective strategy; such that ice formation is inhibited both 
inside and outside the cell, resulting in total vitrification. The glassy state offers 
great benefits for larger and/or structurally complex, heterogeneous tissues for 
which it is difficult to optimize colligative cryoprotection and cooling rates. 
Vitrification does not require controlled cooling and the need for programmable 
freezing apparatus is circumvented making cryopreservation more amenable to 
researchers from non-specialist laboratories. However, as glass formation usually 
requires the excessive concentration of solutes, and cells must be able to toler-
ate dehydration. Pathways to achieve vitrified and frozen states are frequently 
interdependent and increasingly “hybrid” protocols are being developed that 
incorporate components of colligative cryoprotection/cooling and vitrification 
procedures, albeit their final end point is usually the glassy state (51).

The “conventional approach” to vitrification developed for human and animal 
systems uses mixtures of traditional liquid cryoprotectants (DMSO, glycerol, 
ethylene glycol, polyols, and sugars) at high concentrations (Tables 52.2 and 
52.3). Those that penetrate the cell cumulatively increase solute  concentration 
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while non-penetrating additives act synergistically by withdrawing water 
osmotically, their combined effect enhances the overall viscosity of the 
cell. Exposing cells to high concentrations of cryoprotective additives can 
be  injurious and strategies have been devised to reduce their toxicity. These 
include their sequential “loading” and “unloading” to avoid osmotic shock, 
and application at chilling temperatures.

Vitrification solutions, of which plant vitrification solution number 2 
(PVS2) is the most widely used, have been applied to many different types of 
plant genetic resources (57); however, alternative approaches exist. Fabre and 
Dreuddre (31) developed the encapsulation/dehydration method in which 
tissues are entrapped in calcium-alginate beads, osmotically dehydrated in 
high molarity sucrose solutions, then evaporatively desiccated in a sterile air 
flow, or over silica gel. This approach can be applied even to the most complex 
of genetic resources systems, as exemplified by the simultaneous preservation 
of orchid seed with its fungal symbiont (67). The sugar-loaded alginate matrix 
supports very stable glasses, so long as the system is sufficiently desiccated 
to a critical moisture content that inhibits devitrification on rewarming as well 
as cooling (68). For cells sensitive to desiccation a hybrid of chemical vitri-
fication and encapsulation/dehydration was developed (57) in which alginate 
beads are loaded with vitrification cocktails such as PVS2.

The capacity of water molecules to come together and nucleate to initiate 
ice can also be influenced by the critical mass/volume of a liquid solution. 
For very small (µl) volumes the probability of neighboring H2O molecules 
existing in sufficient numbers to aggregate and nucleate ice is more limited 
as compared to larger volumes. Moreover, if cells and tissues are contained in 
micro droplets of cryoprotective additives and cooled ultra rapidly by direct 
plunging into LN the capacity to form ice is increasingly restricted and the 
system becomes predisposed to vitrification. This approach, termed “droplet 
freezing” was first devised by Kartha (30) for cassava shoot-tips (69) and 
has latterly been applied to potato (70) using DMSO. A modification of the 
technique using PVS2 microdroplets as the cryoprotectant system has recently 
(44) achieved considerable success in cryopreserving a wide range of plant 
germplasm. Glass formation and stabilization in these different vitrification 
systems is highly complex (51) and their efficacies cannot solely be assigned 
to enhanced viscosity. Thermal analysis studies linked to the thermodynamic 
modelling of molecular mobility are yielding evidence (52–54) suggesting 
that mixtures of highly concentrated additives restrict the mobility and ener-
getic behavior of H2O molecules and impact their potential for ice formation 
and growth.

3. Applications of Cryopreservation

Cryopreservation is applied in a multitude of scientific sectors and has 
resulted in the development of a cryoengineering industry (69), capable of 
manufacturing precision instruments that measure and control ultra-low tem-
peratures and supplying containment vessels that safely withstand extreme 
low temperatures and high pressures of coolant gases. Storage protocols 
must be robust and reproducible and support good levels of survival whilst 
retaining fitness-for-purpose on retrieval from the cryobank. In the case of 
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reproductive cells, maintenance of genetic stability and totipotency is also 
essential (101,102). Similarly, molecular, metabolic and functional com-
petencies must be assured for cryobanked resources used in validation and 
testing in biotechnology, healthcare and pharmaceutical sectors. Stringent 
safety, security and validation measures are also crucial for assuring con-
fidence in the use of cryopreserved bioresources by custodians, donors and 
beneficiaries (103).

3.1. Cryopreserving Biological Resources

Biological resources are living assets selected from the spectrum of biodi-
versity used for the benefit of mankind. In addition germplasm from endan-
gered species also requires human intervention to facilitate in situ and ex situ 
conservation projects that use assisted breeding and reintroduction practices. 
Cryo-conservation ensures the long-term security, stability, and sustainable 
use of biodiversity and storage protocols must support survival in vastly dif-
ferent levels of biological complexity (Table 52.1). In 1999 the total world 
market for products of biodiversity was estimated as between US$ 500 billion 
and 800 billion (104) a fact that goes a long way to justifying the long-term 
cryopreservation of biological resources. The diversity of currently cryopre-
served living resources is mirrored by the many different approaches used for 
their cryogenic storage (Tables 52.2 and 52.3). However, it is cautioned that 
the information provided in the above tables only summarizes key cryogenic 
components, and for full methodological procedures the reader is directed to 
the primary bibliographic source.

3.1.1. Microorganisms and Biotechnology
Cryopreservation is the method of choice for conserving many microorganisms 
(105) as their storage in LN circumvents the need for repeated subculturing 
and mitigates against the destabilizing changes associated with the long-term 
culture of actively growing organisms (62). Cryogenic storage ensures the 
safe, long-term security of microorganisms of both present and potential eco-
nomic value. It supports their continued capacity to generate active products 
and participate in processes used, for example, by the brewing industry and 
in the manufacture of industrial enzymes. There is therefore a major financial 
incentive to cryopreserve high-value microorganisms having global annual 
sales of US$30–60 billion (104). This is particularly the case for those used 
by the pharmaceutical sector for the production of drugs and natural healthcare 
products. Cryogenic storage of microorganisms exploited by biotechnology 
industries underpins the stringent requirement for phenotypic and genotypic 
stability in master stock-cultures used for patenting, commercialization and 
sustainable exploitation. Moreover, modern biotechnological approaches to 
drug discovery, such as bioprospecting (106), genetic manipulation, genomics, 
and proteomics have increased the need to develop robust cryopreservation 
protocols that safeguard elite genetic combinations and cell lines. Although 
lyophilization is an alternative option to cryogenic storage, preservation in LN 
is increasingly viewed as the preferred approach. This is because the  stability 
of production of primary and secondary metabolites (107) is confirmed at 
ultra-low temperatures, whereas, production losses of secondary metabolites 
can occur in suboptimally lyophilized fungi (108).
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3.1.2. Agriculture and Aquaculture
One of the earliest and most significant contributions that cryopreservation has 
made is in artifical insemination (AI) assisted livestock breeding and animal 
husbandry. Thus, over the last 50 years cryogenic storage has been routinely 
applied for the preservation of the spermatozoa, ova, oocytes, and embryos of 
a wide range of domesticated fowl and mammals (Table 52.2). Cryopreserved 
bull semen has facilitated world-wide bovine breeding programs resulting in 
a doubling of milk production in dairy cows from 26,000 to 52,000 litres of 
milk per cow per year between 1950 and 1980. Only semen from bulls with 
the greatest genetic potential for milk production was used and although this 
genetic improvement could have been achieved without the use of cryopreser-
vation, the time required to achieve the same level of genetic improvement 
would have been greatly extended. Furthermore, the use of cryopreserved 
bovine germplasm is far more cost effective than can be achieved by using 
non-cryopreserved AI procedures. It has been estimated that the cost for one 
AI using fresh semen is about three times more than for cryopreserved semen 
and transportation costs per insemination are more than double, and for each 
live calf, costs are more than triple (109).

The Aquaculture sector is now considered one of fastest growing areas 
of “agriculture” with growth-rates at 26% per annum being quoted by some 
experts (110). A key challenge to the sector is improvement of the genetic 
quality of fish, shrimp, and mollusk breeding stocks to increase productivity. 
This is because traditional approaches to genetic improvement can take a long 
time, in catfish; for instance, a male typically spawns with only one female 
each season. Even if genetically superior males and females can be identi-
fied, the process of developing breeding stock and improved lines can take a 
decade or more. Cryopreservation of fish germplasm accelerates this process 
as it improves the efficiency and capacity of hatchery operations by provid-
ing sperm on demand and simplifying the timing of induced spawning by 
permitting out of season breeding. Furthermore, it can significantly reduce 
operational costs by allowing hatcheries to eliminate the need to maintain live 
males. Cryopreservation also secures valuable genetic lineages, such as endan-
gered species, “model” strains used in research, or improved farmed strains. 
This could be critical for marine species including shellfish, where valuable 
brood stocks must normally be stored in natural waters. It is projected that 
cryopreserved sperm of aquatic species will become a new and economically 
significant industry within the coming decade.

3.1.3. Cryopreservation for Crops, Forestry, and Phyto-Pharming
Cryopreservation is extensively used for the ex situ conservation of plant 
germplasm (39,111) and is the method of choice for preserving genetic 
resources that cannot be conserved by traditional seed banking. These include 
vegetatively propagated crops and forestry species that either do not produce 
seeds or, that must be produced by clonal proliferation to maintain their 
desired traits. Examples include tuber crops and Alliums (112), horticultural 
species such as soft and top fruits (80) maintained through grafting on root-
stocks, or by vegetatively proliferating cuttings. Cryopreservation is essential 
to modern commercial conifer forestry industries as it is used to maintain 
totipotent somatic cell lines and embryos of elite “plus” trees that have desired 
timber traits (113). Many tropical plants produce seeds recalcitrant to traditional 
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seed storage and cryogenic storage provides an alternative approach to their 
conservation (40). Plant germplasm cryopreservation has significant indirect 
benefits for the sustainable exploitation and security of economically impor-
tant phytodiversity (114). Ex situ conservation in field genebanks, arboreta 
and plantations risk potentially catastrophic losses through pathogen attack, 
pest infestation, natural disasters, conflict and increasingly, climate change. 
The establishment of global genetic resources networks (111) capable of 
maintaining large cryopreserved holdings (115) of precious plant germplasm 
provides assurance against the risk of loss from conservation in the field. 
Moreover, as plant germplasm cryopreservation is usually integrated with in
vitro manipulations, sterile tissue culture practices can be linked to virus eradi-
cation procedures. Cryopreserved disease-indexed germplasm can be transported 
with phytosanitary passports across international boundaries reducing the risk 
transferring phytopathological diseases. The biotechnological production of 
plants and products used in pharmaceutical, food and bioengineering indus-
tries also has a requirement for cryopreservation (116, 117). These programs 
apply genetic manipulations, recombinant DNA technologies, genomics, and 
proteomics to cultures that use LN-storage for culture stabilization, patent 
deposition, and licensing.

3.1.4. Cryopreservation for Endangered Species 
and Environmental Protection
Cryopreservation has the potential to assist the ex situ and in situ conserva-
tion of endangered species and their habitats by: (I) protecting germplasm 
collected from individuals residing in at risk native habitats (118) or, from 
ex situ wild life sanctuaries, reserves, zoos and botanical gardens (119–121); 
(II) using cryogenically stored gametes, oocytes and embryos in IVF and AI 
assisted reproduction programs; (III) providing a stable and safe means of 
transferring and exchanging at risk reproductive materials across international 
borders; (IV) facilitating cooperative breeding projects of rare species under-
taken by geographically dispersed wildlife protection agencies; (V) holding 
at risk germplasm under low maintenance and cost effective storage regimes 
until the time is appropriate to use them in assisted breeding projects and/or 
reintroduction programs (122); (VI) securing germplasm under stable condi-
tions for DNA fingerprinting and genomic analysis used to plan back-from-
the-brink breeding strategies for species represented by narrow genepools and 
(VII) sequentially cryo-conserving biodiversity unique to extreme habitats, 
(e.g., Antarctica) over time courses such that the preserved samples may be 
used in environmental impact monitoring.

Practical logistics is a major problem for cryopreserving germplasm acquired 
from endangered and at risk species. Donor scarcity coupled with the fact that 
endangered species are often located in remote, inaccessible or high risk regions 
which make it difficult and costly to procure precious samples and transfer them 
with the rapidity required to ensure their safe deposition in cryogenic storage. 
Lack of materials available for storage protocol work up is a significant limita-
tion as the development of cryoprotective strategies necessitates the sacrifice of 
a certain amount of material (123). Also, germplasm from at risk and endan-
gered donors may be more sensitive to cryopreservation owing to compromised 
health, physiological status, age and a narrowed genepool. Genotype variation in 
semen cryopreservation is also a limiting factor in the conservation of rare ani-
mals. Included in this category are the genetic breeding stocks of domesticated 
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breeds placed at risk by disease epidemics such as foot and mouth and Bovine 
Spongiform Encephalopathy (BSE). Thus, understanding the molecular genetic 
reasons as to why the germplasm of certain at risk species or individuals are 
particularly sensitive to cryogenic manipulations is essential (124).

3.1.5. Cryopreserving Biological Resources Limited by Access and Supply
Conserving the genetic resources of endangered species is particularly prone 
to logistical problems, however availability issues are also relevant to other 
types of living materials. Thus, this section highlights some practical solu-
tions that may help overcome the difficulties associated with cryopreserving 
biological resources that are rare, or in limited supply or for which rapid 
protocol work up is desirable because of their rapid deterioration. Simplified 
cooling units (e.g., Mr FrostyR) and vitrification protocols offset the need 
for controlled rate freezers in remote laboratories. Furthermore, instruments 
that operate without LN and use battery-supplied electricity may assist field-
based cryo-conservation (65). Planning experiments for cryopreservation 
protocol work-up when germplasm is limited has been greatly assisted by 
Taguchi experimental designs as initially developed for tropical rain forest 
tree germplasm (82,123). In the Taguchi method, fractional factorial experi-
ments are designed using orthogonal arrays and as such they require a far 
smaller number of observations than for traditional full factorial experiments 
(125). Taguchi experiments use signal to noise ratios (SNR) as the statistical 
variable, which reduces variation and define the consistency of perform-
ance. This is achieved by moving mean performance to a nominal or target 
value (e.g., a critical moisture content required for glass formation) as well 
as reducing variation around this target. Taguchi designed experiments and 
analyses can thus predict the optimal treatments required in developing a 
cryopreservation protocol using a minimal number of observations (123,126). 
This approach is recommended when germplasm is scarce and method work 
up needs to be undertaken rapidly. Similarly, probabilistic approaches have 
been developed to help predict the amount of germplasm required to be 
cryopreserved to ensure an appropriate level of survival after cryogenic storage 
(127). In combination these approaches will assist the future application of 
cryopreservation for the conservation of some our most valuable and vulnerable 
living resources.

3.2. Cryopreservation of Biomedical Resources

Cryogenic storage of biomedical resources (see Table 52.3) comprises two 
main applications: (I) donor and autologous materials used in the direct 
healthcare of a recipient patient (e.g., blood transfusion products, transplant 
and graft cells, tissues and organs, vascular and bone tissues, reproductive 
cells/tissues for IVF) and (II) biotechnologically altered, procured or manufactured 
cell lines and engineered tissue products used in therapeutic treatments, diag-
nostics, pharmaceutics, clinical research, and translational medicine. The main 
tissues and organs used for human transplant purposes are: blood products, 
stem cells, bone, tendon, amniotic membranes, corneas, vascular graft tissues 
and heart valves, articular cartilage, osteochondral allografts, skin grafts, 
keratinocytes, and pancreatic islet cells (128). The cryopreservation of these 
systems is highly desirable although not all are as yet, fully amenable to clinically 
optimal cryogenic storage at ultra-low temperatures.
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Most of the cryopreserved materials used in healthcare have a crucial under-
pinning role in supporting multi-component treatment strategies and an effec-
tive operational interface among cryobiologists, the users of cryopreserved 
medical resources and their custodians is therefore essential. A case in point is 
the human heart valve allograft that, although it can be cryopreserved success-
fully, requires a technically critical and time consuming post-storage prepara-
tive procedure before being transplanted. The frozen valves used for surgery 
are usually recovered in the operating theatre while the patient is on cardio-
pulmonary bypass. Thus, improved post-storage manipulations that assist in 
the efficacy of thawing and cryoprotectant dilution are being progressed (129) 
providing an excellent example as to the importance of pursuing concomitant 
applied and basic low temperature research to advance the practical use of 
transplant tissues (128). Similar examples include the cryogenic storage of 
reproductive cells from patients undergoing chemotherapy for which pres-
ervation advances are particularly significant (130,131) for ovarian tissues. 
Furthermore patients with liver failure can be treated with cryopreserved hepa-
tocyte grafts, cell transplants, and constructed bioengineered products (Table 
52.3). Recently, cryopreservation has been evaluated for the storage of human 
teeth with a view to developing dental cryobanks for transplantation (132). 
Autologous transplantations, particularly of haematopoietic stem cells for the 
treatment of malignancies are particularly increasing. This is because harvest-
ing during the early stages of treatment is a safety measure as even though 
there may be no immediate requirement to perform stem cell transplants this 
possibility may arise in the future. It is crucial to store these materials in long-
term cryogenic as they are “living insurance policies” should transplantations 
be required in the future (91).

The stringency of recovery requirements for medical bioresources is highly 
variable; some tissue grafts, such as bones, are required to provide mechani-
cal support only and it is not necessary for their component cells to remain 
viable. This contrasts with transplants and grafts that must retain high levels 
of functionality and integrity after cryopreservation, as is the case for corneas 
(133). Importantly, the effective use of revived tissues must be considered not 
only in terms of the direct impacts of cryogenic storage, but also as to how 
the process may affect their reintegration with recipient systems and particu-
lar vascular tissues. This capability has been highlighted by Pegg (134) who 
defined “cryopreservation” in a clinical context as a storage procedure that 
preserves functional and viable cells, including their entire and intact extracellular 
structure. Meeting this target is difficult and the efficacy of the various cryo-
protection regimes (see Table 52.3) resides particularly in limiting the damage 
caused by the direct and indirect effects of ice, which is highly injurious to 
physiological, mechanical, and structural stability. For this reason vitrification 
in the absence of ice is considered a powerful tool in cryo-conserving complex 
structures and engineered tissue constructs. Improving the interface between 
post-cryopreservation recovery and the clinical and therapeutic uses of cry-
obanked transplant tissues is thus crucial.

As the safety and security of biomedical resources is paramount storage 
protocols must stringently comply with procedures that protect against, the 
risks associated with biomedical resources as well as complying with ethical 
standards (135,136). Risks include: donor, operator, and recipient safety; pre-
mature or accidental rewarming; mistaken identity, transmission of infection; 
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and including within cryotanks, stringent equipment quality assurance (e.g., 
cryovials, dewars, and controlled rate freezers) and the use of safety warning 
and alarm systems (137). Critical to these practices is the need for cryogenic 
containers that are used to store human tissues to be sealed using means 
that prevents exchange of material between the specimen and LN (138,139). 
Alternatives (140) to cryopreservation in LN liquid and vapor offer a different 
long-term storage approach, although the benefits of these must be balanced 
with the need to confirm long-term impacts on stability and risks of operating 
in the event of power failure.

Clearly the applications of cryopreservation in medical and healthcare sec-
tors are becoming increasingly diverse, complex and pervasive and this trend 
will continue as a result of advances in bioengineering, transplant surgery, 
reproductive technologies, and translational medicine. How cryopreserved 
resources are managed will therefore play an increasingly important role in 
developing improved cryogenic storage methods. Biological resource centers 
are thus particularly well placed to facilitate the cohesion among cryobiologists, 
tissue and cell bank curators, and medical practitioners.

4. Management of Cryopreserved Resources: 
Biological Resource Centers (BRCs)

Cryopreserved materials are held in formal, or informal, collections located 
in medical, academic, public service, private, government, or commer-
cial organizations. Cryopreserved “collections” usually form the basis of 
Biological Resource Centres (BRCs), as they perform a key role in  delivering 
documented, characterized cultures/cell-lines, semen, plant material etc. as 
“seed” stocks for: (I) use in medicine, agriculture or bioindustry; (II) as refer-
ence strains for biological assays and published scientific literature; (III) as 
type strains for taxonomical studies, and (IV) as centers for conservation of 
biodiversity.

As indicated (Section 3) in the case of cryopreserved biomedical resources 
culture collections must conform to three fundamental responsibilities to estab-
lish, sustain, and maintain the value of their stored materials: (I) purity (freedom 
from contaminant organisms; (II) authenticity (correct identity of each sample) 
and (III) stability, including correct functional characteristics. BRCs maintain 
practices, including the application of optimized cryopreservation protocols, 
to ensure that the samples of organisms they hold and distribute sustain these 
important attributes. In addition, for those organizations dealing with micro-
organisms and biomedical materials, master and distribution banks for each 
organism and robust quality control systems are normally established (141). 
It is particularly important that high standards are maintained in IVF facilities, 
those handling therapeutic materials, genetically manipulated organisms, and 
patent depositories where the preserved cells must remain viable for at least 30 
years (96,141,142). Security and stability of stored material is assured through 
adoption of appropriate management systems to restrict access to authorized 
personnel, appropriate alarms for nitrogen storage vessels, and documented 
procedures for filling and maintenance of nitrogen storage. Monitoring using 
temperature alarm systems and auditing to ensure correct maintenance and 
documentation are also important activities for BRC operation.
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The provision of specimens from BRCs is of little value unless they are 
accompanied by passport information on their identity, provenance, and char-
acteristics. Accurate records are vital to enable retrieval of the stored ampules 
or straws efficiently. There may also be a legal requirement for cryogenically 
stored genetically modified, infectious, or other hazardous materials. Numerous 
commercial database systems are specially designed for this purpose, but it is 
important to select a system that is flexible to the full range of user require-
ments. It is also sensible to have an up to date hard-copy version or back-up 
electronic copies to ensure that amendments to storage records for additions or 
withdrawals can be made at the storage site to avoid transcript errors.

In conclusion, there are clear commercial and scientific drivers for the imple-
mentation of storage of biological resources for reference or future exploitation. 
Cryopreservation provides the most appropriate and widely applicable approach 
to the long-term conservation of biological materials. There remain some con-
straints on the type of material that can be successfully held; however, new 
cryoprotective approaches have considerably extended the range and diversity 
of materials that can be preserved. On going challenges include the preservation 
of complex tissues and organs, improving the preservation of recalcitrant plant 
germplasm and freeze-sensitive medical bioresources and expanding the use of 
cryo-conservation for endangered and at risk species.
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1. Introduction

Magnetic resonance imaging (MRI) evolved in the early 1970s and has 
undergone tremendous growth over the last two decades, primarily as a diag-
nostic tool. The 2003 Nobel Prize in Physiology or Medicine was awarded to 
two scientists responsible for the development of nuclear magnetic resonance 
as an imaging technique. The versatility of the technique has led to increasing 
interest from the basic science community in recent years. This chapter is a 
condensed summary of the book that was recently published (1). It provides 
the reader with a concise outline of the fundamental concepts behind MRI and 
an introduction to a few biological applications. Interested readers can find 
more detailed information and other relevant bibliography in the book (1).

2. Principles of Magnetic Resonance

Magnetic resonance imaging exploits the phenomenon of nuclear magnetic 
resonance (NMR), whereby atomic nuclei exposed to a strong magnetic field 
absorb and reemit electromagnetic waves at a characteristic or “resonant” 
frequency, which falls in the radiofrequency (RF) range. Because there are 
no known adverse effects from either the strong magnetic fields or the radio 
waves, MRI is considered safe for human studies and suitable for longitudinal 
animal experiments.

Because the resonant frequency of the nuclei is an extremely precise 
measure of the local magnetic field, it provides a very sensitive probe of their 
molecular environment. In this capacity, magnetic resonance has long been 
used in chemistry for the analysis of molecular structure and interactions, and 
for the identification of chemical compounds. Only recently (since the early 
1970s) has it been applied to in vivo spectroscopy and imaging. For a more 
detailed description, please refer to the introductory chapter of the book (2).
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2.1. Behavior of Nuclei in a Magnetic Field

The phenomenon of nuclear magnetic resonance derives from the fact that 
certain nuclei possess tiny magnetic moments, similar to that of a common 
bar magnet (Fig. 53.1). In the presence of an applied magnetic field, the mag-
netic moments undergo a rotational motion known as “precession,” which is 
analogous to the slow wobble exhibited by a spinning top or gyroscope. The 
explanation of nuclear precession lies in the relationship between the magnetic 
moment of the nucleus and its intrinsic spin.

2.1.1. Larmor Precession
Because the magnetic moment of the nucleus is derived from its spin, the ori-
entation of the magnetic moment is locked to the spin axis. This is expressed 
through the equation

 m = g I, (1)

where m is the magnetic moment of the nucleus and I is its spin. Note that each is 
a vector quantity (as indicated by the bold script), and thus has both magnitude and 
direction. The direction of I is given by the spin axis, whereas that of m determines 
the orientation of the nucleus’ intrinsic magnetic field (Fig. 53.1). The factor 
γ is known as the gyromagnetic ratio, and is a property of the nucleus.

Because the magnetic moment of the nucleus is parallel to its spin, any change 
in the direction of the magnetic moment requires a corresponding reorientation 
of the spin axis. A similar situation exists with a gyroscope; any reorientation of 
the gyroscope is necessarily accompanied by a change in the direction of its 
spin axis. The result is that when a gyroscope is subjected to a gravitational 
field it does not immediately fall over, but instead remains upright, albeit 
with a slow wobble about the vertical known as precession. Similarly, when a 
nucleus is subjected to a magnetic field, its magnetic moment does not simply 
swing into alignment with the field, but instead precesses about the direction 
of the field, as depicted in Fig. 53.2.

2.1.2. Larmor Frequency
The frequency at which the nucleus precesses about the magnetic field is 
known as the Larmor frequency wL. It can be shown from classical mechanics 

Fig. 53.1. Nuclei with nonzero spin possess a magnetic moment µ, and produce a 
tiny magnetic field analogous to that of a bar magnet. The curves indicate lines of 
magnetic flux
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that the value of the Larmor frequency is proportional to the strength of the 
magnetic field B0 and the gyromagnetic ratio of the nucleus,

 wL = gB0. (2)

The values of γ for some of the nuclei commonly used in biological studies are 
shown in Table 53.1. The most important of these for magnetic resonance imag-
ing (MRI) is hydrogen, because it is present throughout the body in water and fat. 
Many of the other nuclei that are prevalent in the body, such as carbon-12 and 
oxygen-16, do not exhibit magnetic resonance because they have no net spin.

2.2. Excitation and Signal Detection

2.2.1. Nuclear Magnetization
The magnetic field of a nucleus is a complicated function of space (Fig. 53.1), 
but is uniquely specified by its magnetic moment m. The net magnetic field 
of all the nuclei in a given volume of tissue can similarly be specified by the 
vector sum of their magnetic moments. The sum is known as the nuclear mag-
netization, and denoted M. The component of M that lies in the transverse 
plane (perpendicular to the static field B0) rotates at the Larmor frequency ωL 
as the nuclei precess. This produces an oscillating magnetic field that can be 
detected with an RF receiver coil. The receiver coil consists essentially of one 
or more loops of wire, through which lines of magnetic flux may pass. As the 
transverse magnetization rotates, the magnetic flux through the loop oscillates, 
inducing a small alternating voltage in the coil. The MR signal is thus propor-
tional to the transverse component of M.

At equilibrium, the nuclei precess with random phases, as shown in Fig. 53.3. 
The transverse components of their magnetic moments therefore cancel out, 
and produce no detectable signal. There is however a small net magnetization 

Fig. 53.2. In the presence of an external magnetic field B0, a nucleus with nonzero 
spin precesses about the direction of the field, just as a spinning top precesses about 
the direction of gravity g
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M0 in the longitudinal direction (parallel to B0). It cannot be detected directly, 
because it does not oscillate. It is necessary for producing the signal, however, 
as we will soon show.

Fig. 53.3. At equilibrium the nuclei precess about B0 with random phases, producing no 
net transverse magnetization. However, slightly more of the nuclei are oriented towards 
the field than away from it, giving rise to a small net longitudinal magnetization M0

Table 53.1. Some of the nuclear isotopes used for in vivo magnetic resonance 
imaging and spectroscopy, listed with their natural abundance, nuclear spin, and 
gyromagnetic ratio g.

Nuclear isotope Natural abundance [%] Net spin g /2p [MHz/T]
1H 99.98 1/2 42.58
2H 0.015 1 6.53
3He 0.00014§ 1/2 –32.44
7Li 92.6 3/2 16.5
13C 1.11 1/2 10.71
14N 99.6 1 3.1
15N 0.36 1/2 –4.3
19F 100 1/2 40.05
23Na 100 3/2 11.26
31P 100 1/2 17.23
39K 93.1 3/2 2.0
129Xe 26.44 1/2 –11.84
§ The helium-3 used in magnetic resonance studies is derived from the decay of tritium (3H).
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The equilibrium magnetization arises because the nuclei exhibit a slight 
preference for being aligned along the direction of the external magnetic field, 
because that lowers their energy. The small excess of nuclei pointing along the 
field (upwards) gives rise to the equilibrium magnetization M0 (Fig. 53.3).

2.2.2. RF Excitation
By applying a transverse oscillating magnetic field to the tissue at exactly the 
Larmor frequency ωL, the nuclear magnetization can be tipped away from the 
longitudinal axis, producing a finite component in the transverse plane. The 
excess nuclei that had been pointing upwards at equilibrium then precess in 
synchrony, emitting a detectable signal. The process is one of resonant excita-
tion, and is similar to the mechanism involved in pushing a child’s swing.

Just as the swing can be made to oscillate by applying a periodic force, the 
nuclei in a sample of tissue can be made to precess in synchrony by applying 
a rotating magnetic field in the transverse plane. The applied field is denoted 
B1(t), and its frequency of rotation must exactly match the Larmor frequency 
of the nuclei to satisfy the resonance condition. Because the Larmor frequency 
falls in the radiofrequency regime, the process is described as RF excitation, 
and the resonance condition is written wRF = wL. As the B1(t) field transfers 
energy to the nuclei, the amplitude of their transverse magnetization gradually 
increases (Fig. 53.4).

When the B1(t) field is switched off, the transverse magnetization continues 
to rotate at the Larmor frequency, producing an oscillating magnetic field that 
can be detected by the RF receiver coil

2.3. Spin Relaxation

The signal following an RF pulse will not persist indefinitely, however, owing 
to internuclear and intermolecular forces, which cause a loss of phase coherence 

Fig. 53.4. When an RF field B1 is applied at the Larmor frequency, the net magnetiza-
tion is tipped away from the longitudinal direction. In a frame rotating at the Larmor 
frequency, the B1 field appears stationary, and the tipping can be interpreted as a sec-
ondary precession of the nuclei about B1
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among the spins and a corresponding attenuation of the transverse magnetization. 
The nuclei simultaneously lose energy to their surroundings, resulting in a recov-
ery of the longitudinal magnetization to its equilibrium value. These processes are 
termed transverse and longitudinal relaxation respectively.

2.3.1. Longitudinal Relaxation (Loss of Energy)
The timescale on which longitudinal relaxation occurs is denoted T1, and defined 
as the reciprocal of the rate of energy loss. Because longitudinal relaxation is 
caused by interactions between the nuclei and their environment, the value of T1 
varies according to the molecule in which the nucleus is bound and the type of 
tissue in which it is present. For example, the T1 of tissue water tends to be longer 
in body fluids such as blood and cerebrospinal fluid than in “solid” tissues such 
as the white matter of the brain. Intensity differences among these tissues can be 
achieved on an MR image by tailoring the acquisition so that it is sensitive to T1.

The recovery of the longitudinal magnetization follows an exponential curve

 M� (t) = M0 + [M� (0) – M0] e
-t/T1 (3)

where M� denotes the longitudinal magnetization and t is the time following 
the RF excitation. The value of the longitudinal magnetization immediately 
after the excitation M� (0) is determined by its value before the excitation and 
by the flip angle of the RF pulse.

2.3.2. Transverse Relaxation (Loss of Phase Coherence)
Transverse relaxation occurs more rapidly than longitudinal relaxation 
as a result of additional processes that cause dephasing among the spins. 
Dephasing occurs because of local variations in the magnetic field, which 
arise in part from the influence of neighboring nuclei and molecules. The 
timescale, T2, associated with these microscopic dephasing processes depends 
on the tumbling rate of the molecules, because rapid motion tends to average 
out the effects of the interactions over time. Free water in body fluids, for 
example, relaxes relatively slowly (on the order of 1 s), because its molecules 
are in constant rotation. By comparison, molecules that are very large or 
bound to cell membranes have very short T2 values (on the order of microsec-
onds). Dephasing can also result from larger-scale variations in magnetic field 
strength, which arise from inhomogeneities in the applied field and differ-
ences in magnetic susceptibility among the tissues themselves. Susceptibility 
differences occur around air-filled cavities, such as the sinuses and petrous 
bones in the head, and in tissue containing deoxygenated blood or byproducts 
of hemorrhage. The resulting mesoscopic field variations further shorten the 
transverse relaxation time, to a value denoted by T2

*.

2.3.3. The Fid and The Spin Echo
The attenuation of the transverse magnetization following RF excitation is 
known as the “free induction decay” or “FID” (Fig. 53.5). It is described by 
an exponential decay with timescale T2

*

 M⊥(t) = M⊥ (0) e-t/T2
*  (4)

Here M^ is the amplitude of the transverse magnetization and t is the time follow-
ing the RF excitation. The value of M^ (0) is determined by the longitudinal mag-
netization available before the excitation and by the flip angle of the RF pulse.
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The dephasing owing to mesoscopic field inhomogeneities is considered revers-
ible, because its effect can be undone using a simple refocusing procedure. The 
procedure relies on the use of a 180° RF pulse (the refocusing pulse) to reverse 
the phase differences that have accumulated among the spins. The echo registered 
under these conditions is called a spin echo and follows the same exponential 
decay as in Eq. 4, except that the decay constant is T2 rather than T2

*.

2.4. Common Abbreviations and Symbols

γ : gyromagnetic ratio; B0: static magnetic field; B1: radiofrequency field; BOLD: 
blood oxygenation level dependent; FID: free induction decay; FA: flip angle; 
FOV: field of view; M0: equilibrium magnetization; MRI: magnetic resonance 
imaging; MRS: magnetic resonance spectroscopy; NMR: nuclear magnetic reso-
nance; RF: radiofrequency; SAR: specific absorption rate; SNR: signal-to-noise 
ratio; T: tesla (1 T = 10,000 gauss); T1: time constant for longitudinal relaxation; 
T2: time constant for irreversible transverse relaxation (describing the attenuation 
of the spin echo); T2

*: time constant for total transverse relaxation (describing the 
decay of the FID); TE: echo time; TR: repetition time; voxel: volume element

3. Methods

3.1. Instrumentation

The central component of an MR scanner is the primary magnet, which 
produces the B0 field. The scanner also includes gradient coils and higher-
order shim coils to adjust the spatial variations in B0. RF coils and related 
circuitry are required for spin excitation and signal reception, and a computer 
system is used to control the acquisition and process the results.

The most important specification of the primary magnet is its field strength, 
because that determines the available signal. Magnetic field strength is measured 

Fig. 53.5. When the excitation field B1 is turned off, the net magnetization M contin-
ues to rotate about B0 at the Larmor frequency, producing a signal that can be detected 
with an RF coil. However it undergoes transverse relaxation, producing a gradual 
attenuation of the signal known as a free induction decay (FID). The nuclei simultane-
ously lose energy to the environment, resulting in longitudinal relaxation, and a return 
of the magnetization to its equilibrium value M0
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in gauss (G) or tesla (T), where 1 T = 10,000 G. Gauss is the more natural 
unit for the magnetic fields encountered in everyday situations; the earth’s 
own magnetic field for example is about 0.5 G (5 × 10−5 T). The fields used 
in MR scanners however are of the order of 10,000–100,000 times stronger, 
and are quoted in tesla. Clinical MR scanners typically have field strengths 
of 1.5 T or 3.0 T, whereas the high-field systems used for animal studies have 
strengths of up to around 14 T. The fields must not only be strong, but also 
very stable, and this is achieved with the use of electromagnets made from 
coils of superconducting wire, which must be maintained at liquid helium 
temperature (4 K).

To optimize the spatial homogeneity of the magnetic field, the scanner is 
equipped with gradient and higher-order shim coils, which are used to adjust 
the linear and quadratic variations in the field. The gradient coils serve a sec-
ond purpose, because they are also used for encoding the spatial information 
that is required to produce an image. An MR system typically includes three 
gradient coils that produce linearly varying magnetic fields along the three 
principal X, Y, and Z directions. On human whole body scanners, the maxi-
mum gradient field strength is typically on the order of 40 mT/m, whereas on 
small bore scanners it can be up to 3000 mT/m. Higher gradient fields can 
support finer spatial resolution.

The next essential element of the MRI scanner is the radio-frequency coil, 
used both for spin excitation and signal reception. Coils are typically classified 
as surface coils, which are placed over the region of interest, or volume coils, 
which enclose the region of interest. Surface coils may consist of a single 
loop or an array of multiple elements. A given coil may be used to transmit 
or receive or both. A typical scanner system is usually equipped with multiple 
coils designed specifically for each application (Fig. 53.6). The coil must be 
tuned to the resonant frequency of the nucleus of interest (e.g., hydrogen, 
sodium or phosphorus).

Multiple computer systems are required to control the various components 
of the scanner, to acquire and postprocess the data, to interface with the opera-
tor and to provide options for data archival and display.

3.2. Image Formation

Imaging can be performed using 2D or 3D acquisitions, which involve the 
excitation of nuclei in a specified slice or slab of tissue respectively. Once 
excited, all the tissue within the slice or slab emits signal simultaneously. 
To produce an image, therefore, additional mechanisms are needed to deter-
mine how much signal originated from each point. This is achieved by 
“ encoding” spatial information into the phase and frequency of the signal. 
Both slice-selective excitation and spatial encoding involve the use of magnetic 
field gradients.

3.2.1. Slice-Selective Excitation
Slice-selective excitation is achieved by applying the RF field in the presence 
of a magnetic field gradient. The gradient introduces a small spatial variation 
into the strength of the B0 field, producing a corresponding variation in the Larmor 
frequency (Fig. 53.7). Only those nuclei whose Larmor frequency ωL equals 
the frequency of the applied RF field ωRF will then be excited. The condition 
wL = wRF is satisfied for nuclei lying in a particular slice of tissue oriented 
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perpendicular to the magnetic field gradient. The thickness of the slice is 
determined by the bandwidth of the RF pulse and the amplitude of the gradi-
ent, each of which can be chosen independently. The orientation of the slice 
can be controlled by adjusting the direction of the magnetic field gradient. The 
gradient coils can be used singly or in combination to excite a slice in any 
oblique plane.

Fig. 53.6. (A) A 1.5 T whole body clinical MRI scanner (GE Healthcare, Milwaukee, 
WI). A torso phased array coil has been placed over the subject’s chest for localized 
signal reception. (B) Examples of other coils used in clinical MRI. Clockwise from top 
left: a breast coil, head coil, extremity coil (for knee, ankle and foot imaging), wrist coil, 
and torso coil

Fig. 53.7. To acquire an image of a particular slice of tissue, the scanner must excite 
the nuclear magnetization only within that slice. Slice-selective excitation is achieved 
by applying a magnetic field gradient in the direction perpendicular to the plane of 
the slice (in this case the superior/inferior direction). The gradient produces a linear 
variation in the strength of the static field, which gives rise to a spatial variation in the 
value of the Larmor frequency. Only those spins whose Larmor frequency matches the 
frequency of the applied RF field will be excited
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3.2.2. Spatial Encoding
By applying a magnetic field gradient during data acquisition, position infor-
mation is encoded into the frequency of the signal (Fig. 53.8). Because the 
detected signal comes from the entire slice, it will contain a range of different 
frequencies, corresponding to contributions from tissue at different points 
along the direction of the gradient. The origin of each contribution can be 
identified by its frequency. This technique, known as frequency encoding, is 
not sufficient by itself to reconstruct an image, however, because it provides 
position information in only one direction.

Position information along the perpendicular direction is obtained through 
a mechanism known as phase encoding, which is used in combination with 
frequency encoding to produce an image in two dimensions. A gradient pulse 
is applied in the phase-encoding direction before signal acquisition. The 
gradient alters the Larmor frequency of the spins, but only for a brief period, 
resulting in a relative phase shift among them (Fig. 53.8). The detected signal 
therefore contains components with different phases, which originate from 
different positions along the direction of the gradient. To extract the amplitude 
of each component, the entire process of excitation and signal acquisition 
must be repeated many times, with gradient pulses of incrementally different 
strengths. The phase change among successive acquisitions uniquely identifies 
the position of the tissue along the direction of the gradient. Phase encoding is 
in fact mathematically equivalent to frequency encoding, except that the data 
are acquired in a discrete rather than continuous manner.

3.2.3. Image Reconstruction
Image reconstruction is summarized in Fig. 53.9. The MRI data are recorded 
as a series of lines in a two-dimensional array known as “k-space.” By apply-
ing a 2D Fourier transform to the k-space data, the spatial distribution of the 
signal is recovered. The phase information is usually discarded, leaving a map 
of the signal amplitude, which constitutes the image.

Fig. 53.8. Having excited the nuclear magnetization within a desired slice of tis-
sue, spatial information regarding the position of the spins within the imaging plane 
must be encoded into their signal. This is achieved using frequency encoding in one 
direction and phase encoding in the perpendicular direction. In frequency encoding, 
a magnetic field gradient is applied during the signal acquisition. The position of the 
spins along the direction of the gradient can therefore be deduced from the frequency 
of the signal. In phase encoding, a magnetic field gradient is applied briefly before data 
acquisition. This introduces a phase variation among the spins, which is imprinted on 
their signal. To extract position information from the phase of the signal, the process 
must be repeated many times with phase-encoding gradients of incrementally different 
amplitudes
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The resolution of the image in the phase-encoding direction is determined 
by the number of k-space lines collected. An image with a resolution of 256 
pixels in the phase-encoding direction for example requires the acquisition 
of 256 k-space lines. Resolution in the frequency-encoding direction is deter-
mined by the amplitude of the frequency-encoding gradient and the duration 
of the acquisition period.

It is useful to note that data in k-space can be interpreted as “spatial-fre-
quency components” of the image. Data near the center of k-space (k = 0) 
correspond to low spatial-frequency components, and represent the large-scale 
or “coarse” spatial structure in the image. Data near the outer edges of k-space 
correspond to high spatial-frequency components, and represent the fine struc-
ture in the image.

3.2.4. Pulse Sequences
The acquisition of an MR image requires repeated RF pulses and signal acqui-
sitions, each of which must be synchronized with magnetic field gradients. 
The entire process is known as a pulse sequence, and can be tailored to provide 
optimal signal contrast for each application. Among the simplest and most 
commonly used pulse sequences is the so-called “gradient-echo” sequence.

In a gradient-echo sequence, a single RF excitation pulse is applied during 
each TR period, and data are acquired during the subsequent free induction 
decay. The term gradient echo refers to the resurgence of signal that occurs 
at the center of the acquisition period (Fig. 53.10). It arises because the fre-
quency-encoding gradient itself produces dephasing among the spins, and the 
center of the acquisition period is the moment at which that component of the 
dephasing is zero. The fact that the gradient echo occurs at the center of the 
acquisition period rather than the beginning results from the application of a 
negative preparatory gradient pulse, which “prewinds” the spins.

Fig. 53.9. Following each excitation, signal is acquired as a function of time and 
recorded as a line of data along the frequency-encoding direction of “k-space,” the 
Fourier reciprocal of the image domain. The process is repeated with phase-encoding 
gradients of incrementally different amplitudes, and the signals recorded as adjacent 
lines in k-space. After all the k-space data is acquired, the image can be extracted by 
means of a 2D fast Fourier transform. (Note that, in accordance with convention, the 
image is rotated so that the anterior of the head is at the top)
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The term “echo time” (TE) is used in the context of gradient echo sequences 
to denote the interval between RF excitation and the center of the gradient 
echo. The value of TE is important in determining the signal contrast of the 
image. Because the transverse magnetization is subject to T2

*  dephasing 
 during the FID, regions of tissue where T2

* is short compared to TE will 
exhibit greatly attenuated signal. By comparison, regions with longer T2

* will 
have relatively higher signal. Gradient-echo images are therefore described as 
T2

*-weighted. The degree of T2
*-weighting depends on the value of TE, which 

for gradient-echo sequences ranges from about 1 ms upwards.
Gradient-echo sequences often employ very short TR values (of the order 

of a few milliseconds), with the result that the images also exhibit T1 weight-
ing. Tissues with shorter T1 appear brighter than those with longer T1 because 
their longitudinal magnetization will have more fully recovered before each 
excitation. The degree of T1 weighting is also influenced by the value of the 
flip angle, because a higher FA causes greater saturation of the longitudinal 
magnetization. The FAs typically used in gradient echo sequences range from 
about 10° to about 40°.

There exists a vast array of other pulse sequences that employ alternative 
means of spatial encoding and which impart different contrast properties to 
the acquired image. For more specific details readers should refer to the book 
chapter (3) and the references therein.

3.3. Contrast Preparation

Images are most useful when they can distinguish different tissue types and 
this is achieved by proper choice of contrast properties. In MRI there are a 
number of endogenous mechanisms that allow for adjusting the contrast properties 

Fig. 53.10. A simple pulse sequence illustrating the implementation of slice selection 
and spatial encoding. The presentation of a pulse sequence is analogous to an orchestral 
score, with time increasing from left to right, and the parts played by each component 
of the scanner displayed one above the other. The top line illustrates the RF pulses pro-
duced by the transmitter, whereas the lines marked Gz, Gy, and Gx indicate the magnetic 
field gradients in the slice-select, phase-encoding and frequency-encoding directions 
respectively. The label ADC denotes the analog-to-digital converter, which is turned 
on during signal acquisition
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of the image. In addition, exogenous contrast material can be used to further 
enhance contrast.

The most common form of contrast is based on differences in relaxation 
parameters, T1, T2, and T2

*. Other mechanisms responsible for contrast are 
flow and diffusion. A more rigorous discussion on this topic is beyond the 
scope of this review. However Fig. 53.11 provides a sampling of some of the 
different types of signal contrast that can be achieved.

3.4. Exogenous Contrast Agents

Further scope for modifying signal contrast in MR imaging is provided by the 
use of exogenous contrast materials. MR contrast agents do not contribute to 
the signal directly, but rather alter the signal of surrounding water protons via 
their effect on relaxation rates.

3.4.1. Types of Contrast Agents
The contrast agents currently in clinical or laboratory use can be roughly divided 
into two types: those incorporating paramagnetic ions such as gadolinium or 
manganese (4,5), and those containing superparamagnetic iron oxide (SPIO) 
particles (6). Paramagnetic ions are typically chelated to organic ligands or 
bound to macromolecules such as albumin. This minimizes their toxicity, 
and also reduces their tumbling rates, thereby increasing their effectiveness 
or “relaxivity.” When water molecules bind to the agent and tumble with it in 
solution, they experience randomly oscillating magnetic fields that stimulate 

Fig. 53.11. Example images demonstrating a few of the many different sources of 
signal contrast available in MRI. (A) A T2-weighted image of a patient with an inferior 
frontal meningioma. (B) A T1-weighted image of the same patient. (C) A maximum 
intensity projection (MIP) of a 3D time-of-flight MR angiogram. (D) A diffusion 
anisotropy map showing myelinated white matter tracts. (E) A MIP of a 3D contrast-
enhanced MR angiogram. (F) A delayed enhancement image of a patient with a 
myocardial infarct (arrow)



962 P. V. Prasad and P. Storey

longitudinal relaxation, thereby shortening T1. Although only a small frac-
tion of the water can bind to the agent at any one time, the bound fraction is 
in continual exchange with the free water, so that the T1-shortening effect is 
distributed throughout the bulk fluid. The result is an enhancement of signal 
on T1-weighted images.

Superparamagnetic iron oxide particles have much stronger magnetic 
moments than individual paramagnetic ions, and therefore alter the magnetic 
field over a much longer range. The resulting magnetic field gradients induce 
rapid dephasing of water protons, causing strong signal attenuation on T2- and 
T2

*-weighted images. Although SPIO particles are primarily “T2 agents,” they 
also shorten T1 relaxation times, and can be used to produce enhancement on 
T1-weighted images. In such applications, the concentration of the agent and 
the echo time of the sequence must be chosen to minimize T2 and T2

* effects, 
so that they do not counteract the T1-related signal enhancement.

3.4.2. Biodistribution
The range of applications of exogenous contrast agents is determined largely by 
their biodistribution and pharmacokinetics. The standard gadolinium chelates 
are useful for first-pass angiography (Fig. 53.11e) (7), but gradually diffuse into 
the extracellular space over time. This property has however proven useful for 
imaging infarcts, which exhibit delayed enhancement relative to viable tissue 
owing to their slower distribution kinetics (Fig. 53.11f) (8,9). Macromolecules 
and small particles are confined to the vascular space, and show promise for 
quantitative imaging of perfusion and vascular volume (10).

Currently one of the most exciting avenues of research in MR imaging is 
the development of so-called “targeted” and “smart” contrast agents. Targeted 
agents (11) incorporate ligands such as antibodies that bind to specific molecular 
markers in the tissue, whereas smart agents (12) are activated by the presence of 
specific ions or enzymes. These agents open the way to visualization of gene 
expression in vivo, an emerging field known as “molecular imaging.”

4. Representative Biological Applications

This section provides representative examples that highlight the utility of 
MRI for biological applications. It is divided under three subcategories: (1) to 
highlight the exquisite anatomical detail available, (2) to illustrate the types of 
functional information that can be derived using either endogenous mechanisms 
or exogenous agents both in health and disease, and (3) to introduce some 
cutting edge applications that are evolving to elucidate molecular processes such 
as gene expression and to monitor the migration of implanted stem cells.

4.1. Structural

4.1.1. Mouse Phenotyping
Upon creation of a new genetic disease model, it is usually characterized by 
looking for changes in anatomy, physiology, behavior and function. Many of 
these tests can be done in vivo, but the final step is to perform histopathology to 
look for organ and biochemical abnormalities. This is not a desirable endpoint 
if there is only one mouse, and it is required for reproduction. Additionally, 
given the enormous numbers of mouse mutants produced, it is difficult for 
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mouse pathologists to characterize each mouse in depth. By adapting the tech-
niques and tools of MRI, which is inherently noninvasive, it is possible to take 
detailed images of the inside of a mouse without conventional “slicing and 
dicing.” This way, it is possible to make anatomic, physiologic and functional 
measurements in the same living mouse. The field of mouse phenotyping with 
MRI is rapidly growing.

Recently, there has been interest in preserving and imaging the entire 
mouse for phenotyping purposes (13). Whole body perfusion and fixing can 
be achieved by an ultrasound-guided ventricular puncture via the beating heart 
(14). Fig. 53.12 shows representative examples of perfusion-fixed whole body 
MR images.

4.2. Functional

4.2.1. MEMRI
The manganese ion (Mn2+) has long been used in biomedical research as an 
indicator of calcium (Ca2+) influx in conjunction with fluorescent microscopy, 
as it is well established that Mn2+ enters cells through voltage-gated Ca2+ chan-
nels. Mn2+ is also paramagnetic, resulting in a shortening of the spin-lattice 
relaxation time constant, T1, which yields positive contrast enhancement on 
T1-weighted MR images, specific to tissues where the ion has accumulated. 
Manganese-Enhanced MRI (MEMRI) utilizes a combination of these proper-
ties of Mn2+ to elucidate anatomical information as well as identify regions of 
cellular activity.

The following three features of Mn2+ allow MRI to trace neuronal tracts in 
an activity dependent manner in the olfactory system of the mouse:

1. Mn2+ can be used to measure Ca2+ influx.
2. Mn2+ can be transported along axons and traverse synapses.
3. Mn2+ is paramagnetic and hence MRI detectable.

The initial study involved exposing mice to a nasal lavage of a concentrated 
Mn2+ solution and imaging at multiple time points following exposure (15). 
Similar to what Tjälve et al. observed with radioactive Mn2+ in the pike and 
later the rat, the olfactory pathway in the mouse exhibited contrast enhance-
ment on T1-weighted MRI images (Fig. 53.13) (15–17). The peak signal 
intensity in the olfactory bulbs occurred at 29 hours post Mn2+ exposure; after 
72–96 hours, the signal intensity returned to baseline (15). The return to base-
line signal intensity, indicating the “wash-out” of the ion from tissue, allows 
for longitudinal studies to be performed in the same animal (15).

4.2.2. Oxygenation in Kidneys
Blood oxygenation level dependent (BOLD) MRI exploits the fact that 
deoxygenated hemoglobin is slightly paramagnetic and hence behaves as an 
endogenous intravascular contrast agent (18,19). In principle, one can monitor 
changes in tissue oxygenation using this technique by assuming that the regional 
blood oxygenation levels are in dynamic equilibrium with the surrounding tis-
sue. The BOLD signal changes are influenced by both changes in regional blood 
flow (perfusion) and regional oxygen consumption (or extraction). Hence, in 
principle, BOLD MRI measurements are not very specific, i.e., one cannot 
differentiate changes in perfusion from changes in oxygen extraction.
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Fig. 53.12. Typical MR images of a mouse perfused with gadopentetate dimeglumine. 
A) The three-dimensional (3D) data volume of the whole-body MR imaging. B) An 
oblique cross-section showing the left atrium (LA) and left ventricle (LV), and the hole 
(arrow) through the ventricular and the chest walls caused by the catheterization. C) 
A coronal cross-section showing the cardiac structures such as the LA, LV, ascending 
aorta (AA), right atrium (RA), right ventricle (RV), and main pulmonary artery (MPA) 
in the thoracic cavity, and the liver (Li) with gallbladder (GB). D) A coronal cross-section 
showing the right lung (RLu) and left lung (LLu) and the pulmonary vasculature. 
E) A coronal cross-section showing right kidney (RK) and left kidney (LK), spleen 
(Sp), stomach (St), cecum (Ce), fat (Fa), and psoas (Ps) in the abdomen. F) A slightly 
oblique coronal cross-section showing small and large intestines (In) and one horn of 
uterus (Ut). For further information please ref. (14)
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It is now well recognized that the renal medulla operates at a low oxygenation 
level (renal medullary hypoxia) (20,21). This makes it highly susceptible to any 
further reductions in oxygenation. Most studies to date have been performed 
using invasive microelectrodes and/or Doppler flow probes in rat kidneys. The 
availability of a noninvasive technique to monitor renal medullary oxygena-
tion under normal conditions and during physiological and pharmacological 
stresses may allow for an extension of the observations to humans.

Blood oxygenation level dependent MRI has been used extensively in 
organs such as the brain (22–24). The BOLD MRI technique exploits the fact 
that the magnetic properties of hemoglobin vary, depending on whether it is 
in the oxygenated or deoxygenated form. This affects the T2

* relaxation time 
of the neighboring water molecules and in turn influences the MRI signal 
on T2

*-weighted images. The rate of spin dephasing R2
* (=1/T2

*) is closely 
related to the tissue content of deoxyhemoglobin. Because the oxygen tension 
(pO2) of capillary blood is thought to be in equilibrium with the surrounding 
tissue, changes estimated by BOLD MRI can be interpreted as changes in 
tissue pO2 (25,26). A strong correspondence has been demonstrated between 
renal BOLD MRI measurements in humans and earlier animal data obtained 
using invasive microelectrodes. Fig. 53.14 illustrates BOLD MRI applied to 
intra-renal oxygenation in rat kidneys. It demonstrates the ability to follow 
dynamic changes in medullary oxygenation following administration of 
different vasoactive drugs.

4.2.3. Ventilation Scanning in Lungs
The weakly paramagnetic property of molecular oxygen, caused by the 
presence of two unpaired electrons, is the underlying principle of oxygen-
enhanced ventilation imaging. Each electron has a magnetic moment that is 
1,000 times that of a nucleus, and the resulting fluctuating magnetic field can 
produce a greater dipole-dipole interaction than that of the neighboring nuclei, 

Fig. 53.13. MEMRI tract tracing in the mouse olfactory system. A) Serial sagittal sec-
tions from a 3D T1-weighted MRI data set. B) Serial axial sections from the same 3D 
T1-weighted MRI data set. Note the enhanced olfactory bulb as well as the primary 
olfactory cortex. For further information please ref. (15)
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thus causing a faster rate of spin-lattice relaxation (R1). Chiarotti et al (27) first 
reported that an increase in dissolved oxygen in water shortens its T1 (1/R1). 
They also concluded that there exists a linear relationship between R1 and the 
concentration of dissolved oxygen in water.

Edelman et al (28) first proposed the use of oxygen for ventilation imaging 
in the lung. Though oxygen is only weakly paramagnetic, its overall effect on 
the lung is considerable given the large surface area of the lung and the large 
difference in partial pressures between room air and 100% oxygen. These two 
factors allow more oxygen to diffuse into the parenchyma and dissolve in 
blood. Generally, oxygen-enhanced ventilation imaging technique involves 
the acquisition of a series of images as the subject alternately inhales room air 
(21% oxygen) and 100% oxygen (28,29). The signal difference between the two 
reflects the change in oxygenation of blood or lung tissues. Figure. 53.15 shows 
the inversion-recovery oxygen-enhanced difference and percentage images.

4.3. Pathophysiology

MRI can also be used to elucidate the pathophysiology of ischemic diseases 
such as stroke, and thereby aid in the development of suitable interventional 
strategies. The unique advantage of MRI is that the techniques can also be 
used in the clinic as a way of monitoring the effects of interventions.

4.3.1. Brain Disease Models
Dynamic susceptibility contrast-enhanced MRI (DSC) (or “bolus tracking”) 
MRI typically makes use of rapidly acquired T2- or T2

*-weighted MR images 

Fig. 53.14. A set of pre- and post pharmaceutical R2
* (=1/T2

*) maps in rat kidneys 
in the axial plane. Although this was not performed to address any specific scien-
tific question, it is a very nice demonstration of the advantage and efficacy of the 
technique. These images were all acquired within about an hour, with about 10 min 
between administrations of different agents. There is no other known technique that 
would allow such dynamic information. This is possible mainly because the technique 
does not rely on administering any exogenous agents. Of course the observed effects 
would still depend on the pharmacokinetics of the agents used that is not necessarily a 
limitation of the technique itself. Furosemide stops the reabsorptive function along the 
medullary thick ascending limbs and thereby reduces the oxygen consumption in the 
medullary segments. So one can observe reduction in the brightness of R2

* maps in the 
medulla (lower R2

* implied better oxygenation). Angiotensin II is a vasoconstrictor that 
is commonly used and we observed little effect on the R2

* maps. However, following 
subsequent administration of L-NAME and norepinephrine (potent vasoconstrictors) 
there was a significant increase in R2

* predominantly in the renal medulla
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to assess the first passage of an intravenously injected bolus of paramagnetic 
contrast agent through the microvascular bed (30). Various hemodynamic 
parameters, e.g., bolus peak time, maximal change of the transverse relaxation 
rate ∆R2

*
max, relative cerebral blood volume (CBV), relative mean transit time 

(MTT) and relative cerebral blood flow index (CBFi), can be calculated from 
the time-course of the contrast agent-induced change in the effective trans-
verse relaxation rate ∆R2

*(t). The tissue response function can be calculated 
by deconvolution with a measured arterial input function (30–32). Significant 
correlations have been demonstrated between relative CBF indices, as determined 
from DSC MRI, and CBF values quantified by autoradiography (33) or positron 
emission tomography (34) in normal and ischemic animal brain.

DSC MRI has been used to study the pattern of perfusion deficits in various 
animal models of ischemia (31,35). Spatial assessment of multiple hemody-
namic parameters can identify brain regions in which microcirculation is pre-
served, but compromised (36,37). For example, a mismatch between relative 
CBFi and relative CBV could indicate compensatory vasodilation, whereas a 
delayed bolus peak time in perifocal areas may reflect alternative routes of 
blood supply via collaterals. DSC MRI can also evaluate the hemodynamic 
consequences of reperfusion (e.g., no reflow, hyperemia, or hypoperfusion) 
(38–40). Fig. 53.16 shows the effect of thrombolysis on CBFi maps as derived 
from repetitive DSC MRI experiments in a rat stroke model. Finally, DSC 
MRI-based CBV mapping of 9 L gliosarcomas in rats has been evaluated as a 
potential means of measuring of tumor vascularity and angiogenesis (41,42). 
It was shown that MRI-derived CBV correlated with the fractional vessel volume 
as measured histologically.

4.4. Molecular Imaging

4.4.1. Gene Expression
Studies of gene expression generally rely on the use of reporter genes. The 
reporter gene produces a protein product with a uniquely identifiable and/or 
quantifiable phenotype; historically, these have usually been genes that encode 
for enzymes. Observing changes in gene expression in vivo was revolutionized 
in the 1990s with the cloning of green fluorescent protein (GFP).

Fig. 53.15. Oxygen-enhanced ventilation images of a healthy volunteer obtained 
through different calculations. Shown are the (A) anatomical image, (B) difference 
image, and (C) percent differrence image. Normal ventilation and similar pulmonary 
anatomy is observed among the images
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GFP was first identified in the bioluminescent Aequorea jellyfish. In the 
jellyfish GFP is a fluorescence energy transfer partner with the protein aequorin. 
Aequorin fluoresces in the blue, yet the jellyfish bioluminesces green through 
transfer of energy from aequorin to GFP. GFP was first reported in 1962 but 
its application as a gene reporter was not explored until the gene was cloned 
in 1992 (43) and, shortly thereafter, shown to retain fluorescence activity when 
expressed in other organisms (43,44). No cofactors are required to produce the 
fluorescence; fortuitously the GFP gene contains all the information needed 
to produce fluorescence (45). GFP has shown no toxicity effects in most of 
the systems in which it has been expressed, and has made the use of optical 
imaging methods for interrogating gene expression in living systems almost 
a routine procedure. However, as with all optical techniques, the use of GFP 
for monitoring gene expression ends where light propagation stops, so other 
techniques must be devised to examine gene expression in deeper tissues and 
opaque systems. Advances in imaging probe development have led to the use 
of clinical imaging modalities such as positron emission tomography (PET) 
and magnetic resonance imaging (MRI) to monitor gene expression in living 
systems. These two modalities have unlimited depth of interrogation, are non-
invasive and are capable of high resolution (MRI) and high sensitivity (PET).

The first example of an MRI contrast agent that is activated by gene expres-
sion was an enzyme-sensitive agent developed in the laboratory of Thomas 
Meade. This agent consisted of a gadolinium ion bound by a macrocylic ligand 
that had been modified with an appended galactose group (46). Attachment of 
the galactose group to the macrocycle is through a β-galactosidase cleavable 
linker. The galactose group interacts with gadolinium to block water access. 
In the presence of beta-galactosidase the galactose group is enzymatically 
removed and opens access for water to gadolinium. In vivo, this agent was able 
to detect expression of β-galactosidase from both introduced RNA and DNA 
forms of the lacZ gene (47) (Fig. 53.17).

Fig. 53.16. Serial cerebral blood flow index (CBFi) maps of a coronal rat brain slice 
before and after treatment with saline (top row) or thrombolytic recombinant tissue 
plasminogen activator (rt-PA) (1 mg/kg pamiteplase (Yamanouchi Pharmaceutical 
Co.) ) (bottom row). Onset of treatment was at approx 1 h after unilateral embolic 
middle cerebral artery occlusion. Data demonstrate thrombolysis-induced reperfusion 
after rt-PA treatment and absence of CBF recovery after saline treatment
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4.4.2. Cell Labeling
The transplantation or transfusion of (therapeutic) cells has been pursued as 
a very active research area over the last decade, and remarkable progress has 
been made in progenitor and stem cell therapy using animal disease models. 
To further advance cell-based therapies into the clinic, noninvasive cellular 
imaging techniques are warranted. These imaging techniques are needed to 
provide detailed information on the biokinetics of administered cells (either 
transplanted or transfused); cell–tissue interactions, including preferred path-
ways of migration; and cell survival. In addition, within the hematological 
and immunological community, there is now also increasing interest in the 
spatiotemporal dynamics of cell “homing” after intravenous injection of 
hematopoietic and white blood cells.

MRI offers near cellular resolution, and the ability to detect very small 
clusters of cells. Although initial studies were aimed at MRI cell tracking in 
disorders of the central nervous system, i.e., dysmyelination (48,49), neuroin-
flammation (50), and stroke (51,52), studies have now also been performed in 
muscle disorders (53) and swine models of myocardial infarction, using X-ray 
fluoroscopy-guided injection (54–57). An example of MRI cell tracking is 
illustrated in Fig. 53.18.

For cells to be visualized on magnetic resonance (MR) images, they need 
to be magnetically labeled to be discriminated from the surrounding native 
tissue. Because of their biocompatibility and strong effects on T2* relaxa-
tion, superparamagnetic iron oxides (SPIO) are currently the preferred mag-
netic label. SPIOs provide the targeted cell with a large magnetic moment, 
which creates substantial disturbances in the local magnetic field, leading to 
a rapid dephasing of protons, including those not directly in the vicinity of 
the targeted cell. For further details regarding cell labeling, readers can refer 
to (58,59).

Fig. 53.17. Detection of mRNA expression in Xenopus system. One cell of Xenopus 
embryos at the two-cell stage was injected with mRNA for beta-gal and co-injected 
with mRNA for nGFP as a marker of injection efficiency. Both cells were injected with 
EgadMe. Embryos were kept at 16°C until postgastrulation and then moved to room 
temperature for 24 h before imaging. The first cleavage approximates the future mid-
line for the animal. Thus half of the animal contains beta-gal, while the contrast agent 
is distributed throughout. The right hand image in the figure shows that histological 
staining for beta-gal is restricted to the right side of the animal. This correlates with the 
expression of nGFP on the right side shown in a fluorescence image (top left panel). 
The region of high signal intensity by MRI is also localized to the right side (bottom 
left panel). So in the half of the animal containing beta-gal, the agent is activated, 
whereas in the half lacking beta-gal the agent is silent. For further information and 
color reproduction please refer (47)
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1. Introduction

The electron microscope uses electrons to create an image of an object with 
much greater magnification or resolving power than a normal light micro-
scope, allowing it to see smaller objects with vital details. It has been applied 
to the examination of biological materials (such as micro-organisms and cells), 
a variety of large molecules, medical biopsy samples, metals and crystalline 
structures, and the characteristics of various surfaces. Electron microscopy 
(EM) has been largely responsible for shaping the modern view of cellular 
architecture.

A beam of energetic electrons from an electron microscope interacts with 
the specimen in two main ways: 1) transmitted electrons, which are used for 
two-dimensional (2D) imaging in a transmission electron microscope (TEM) and 2) 
reflected electrons which are employed for 3D image formation in scanning 
electron microscopy (SEM). Transmitted electrons can be classified into two 
major types: elastic and inelastic electrons. The elastic electrons are the main 
signal for image formation in a conventional TEM (see Section 2.1), whereas 
the inelastic electrons, with the aid of high performance imaging filters such 
as the in-column Omega filter and the postcolumn Gatan imaging filter (GIF), 
contribute to the image in energy filtered transmission electron microscopy 
(EFTEM, see Section 2.1.6). Furthermore, with an additional electron tomo-
graphic attachment, i.e., a high-tilt specimen holder, three-dimensional (3D) 
imaging of biological structures can also be achieved either by conventional 
TEM or by EFTEM). In the SEM, on the other hand, reflected electron signals 
such as secondary electrons and back-scattered electrons, and x-ray radiation 
are usually recorded in biological applications (see Section 2.2).

The instrumental components and operational principles are not quite the 
same in the TEM and the SEM. For the TEM, the components are equivalent 
to an “upside down” version of a conventional upright light microscope (see 
Fig. 54.1). The source of illumination in the TEM is a filament (cathode) that 
emits electrons at the top of a cylindrical column. Electrons are then accelerated 
by a nearby positively charged anode, forming an electron beam that travels 
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down an evacuated column to pass through the magnetic condenser lens and 
the specimen. Scattered and un-scattered electrons emerging from the speci-
men is then collected by a magnetic objective lens, and focused and magni-
fied to form the image. Images can be further magnified through a series 
of magnetic projector (or intermediate) lenses and then projected onto a 
fluorescent screen or recorded by EM negative film or digital (CCD) camera. 
The SEM has a similar illumination source as the TEM, but it does not con-
tain image-forming lenses. The condenser lenses in the SEM operate through 
a demagnification series to focus an extremely small spot or probe on a solid 
specimen, which emits reflected electrons. The secondary electron detector 
acquires signal information related to the topography of the specimen (the 
3D image); the backscattered detector records backscattered electrons sig-
nals related to the differences in atomic number; whereas the x-ray detector 
collects information related to the types of elements present. Furthermore, 
the SEM probe is not static and is scanned rapidly over the specimen much 
like the scanning of the electron beams taking place in a television monitor. 
The secondary electron information is displayed on a viewing monitor, with 
various degrees of brightness and contrast. Areas of the specimen that yield 
more secondary electrons will appear bright, whereas areas that yield less 
secondary electrons will appear proportionally darker on the monitor.

There are several types of TEM depending the voltage used in the instru-
ment. Low voltage TEMs of 80–120 kV are mainly used for conventional 2D 
imaging, while intermediate voltage TEMs of 150–200 kV and high voltage 
TEMs of 300–400 kV are usually for electron tomography, EFTEM and cryoTEM. 

Lamp 

Condenser lens 

SPECIMEN 

Objective lens 

Eyepiece 

Final image 

LM TEM 

Cathode 

Anode 

Condenser lens

SPECIMEN 

Objective lens 

Projector lens 

Final image 

Fig. 54.1. Comparison between the components of the light microscope and transmis-
sion electron microscope. 
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On the other hand, the maximum voltage used in the SEM is limited to 30 kV. 
Consequently, the TEM has a higher resolution than the SEM, but the SEM 
has a greater depth of focus that can produce 3D images. Furthermore, both 
TEM and SEM can use a lanthanum hexaboride (LaB6) filament or field 
emission source instead of a tungsten filament in the electron gun to provide 
narrower probing beams at low or high electron energy, resulting in improved 
spatial resolution and intensity. In addition, by maintaining specimens at liquid 
nitrogen temperature in a cryospecimen transfer system and also cryostage in 
the electron microscope, hence commonly called a cryoelectron microscope 
(CryoEM, both TEM and SEM), one can image and analyse elemental compo-
sitions and their distribution in cellular and molecular structures in a vitreous 
state either two-dimensionally or three dimensionally.

The first TEM and the first SEM were built in 1933 and 1942, respectively. 
Many of the seminal biological studies were conducted during the late 1950s 
and 1960s in conjunction with the development of appropriate specimen prep-
aration methods and protocols for biological electron microscopy. Although it 
remained as an important diagnostic tool during the 1970s and 1980s, TEM’s 
stature in basic research was largely overshadowed by rapid advancements 
in biochemistry, molecular biology, genetics, and confocal laser microscopy. 
Nevertheless, significant technical developments continued during that period, 
as a result, TEM re-emerged in the late 1990s in a spectacular way as a crucial 
tool for understanding molecular mechanisms in cellular biology.

Because electron microscopes are operated under high vacuum, biological 
samples, which normally contains a great amount of liquids and are composed 
of lighter elements (e.g., carbon, hydrogen, oxygen, and nitrogen), must be 
completely dehydrated when prepared for electron microscopy. They must 
also be thin enough for electron beams to be transmitted through them, and 
should be stained or coated with heavy metals to create specimen contrast. 
Thus, biological electron microscopy, particularly the TEM, has a long history 
in the development of specimen preparation techniques. The first published 
EM images of a fibroblast-like cell cultured from chick embryo tissue (Fig. 54.2) 
was able to recognize mitochondria, Golgi apparatus and the reticulum lattice, 
which was later named the endoplasmic reticulum (1). It was not until the 
introduction of glutaraldehyde as a primary fixative (2) and the establish-
ment of resin embedding methods that electron microscopy became the most 
important tool for the study of cell biology and to some extent in molecular 
biology, and leading us to a better understanding of the structure and function 
of various organelles in diverse cell types of different organs in all animals 
and plants studied.

However, biological scientists are also concerned that some of these tradi-
tional EM specimen preparation techniques may introduce artefacts and, con-
sequently, research into cryo specimen preparation techniques has developed. 
The specimen is frozen rapidly enough to reach a temperature below −140°C 
at which ice is in a vitreous state before it can form crystals. Rapid freezing 
essentially immobilizes all constituents of a biological specimen before a 
significant rearrangement occurs and, therefore, preserves the specimen in 
a near perfect physiological and biochemical state. The rapid frozen samples 
can be used for cutting cryothin sections by a cryoultramicrotome or, more 
commonly, they are processed by subsequent freeze substitution that hydrates 
the samples without ice crystal formation in the specimen. Among several 
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freezing techniques, high pressure freezing, freeze substitution and cryomi-
crotomy have been considered as the most significant advances in specimen 
preparation techniques for modern biological electron microscopy since the 
introduction of glutaraldehyde for primary fixation.

In addition to the improvement in specimen preparation, in particular cryo 
specimen preparation, electron microscope technology has also made vast 
advancements, including user friendly computer control, electron optics, field-
emission electron sources, improved specimen stages, high-sensitivity digital 
image recording, and energy filtering. Combined with increased computational 
power and developments in image-processing software, two important biologi-
cal TEM applications for 3D structure determination have been established. 
The first application is high-resolution biological electron crystallography for 
single macromolecules and macromolecular assemblies (e.g., 3,4). The second 
application is electron tomography (ET), which is an electron microscopic 
technique for obtaining a 3D image from any electron microscope specimen, 
whether ordered or not. Tomography is especially useful for detailed studies 
of organelle-sized structures. A number of reviews (5–9) have stressed the 
importance of ET in the field of electron microscopy (7–9), which has opened 
up new frontiers for molecular and cellular biological research.

Fig. 54.2. The first published TEM images of fibroblast-like cultured cells. [Reproduced 
from Porter et al. (2), with copyright permission the Rockfeller University Press].
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2. Methods

2.1. Transmission Electron Microscopy

Transmission electron microscopy is a diversified technique producing mostly 
2D images of tissues, cells and organelles. In addition to EFTEM and ET tech-
niques, one can use different specimen preparation methods to reveal different 
aspects of cellular or organelle ultrastracture as well as to localize various 
proteins and enzymes as well as macromolecules in cells (see Fig. 54.3).

2.1.1. Conventional Specimen Preparation for TEM
The specimen preparation method for conventional 2D ultrastructural imaging 
is basically similar to that of light microscopy. The standard method involves 
fixing biological specimens with a chemical agent, removing water with a 
solvent and then embedding in a plastic resin. Thin sections are cut, stained 
and examined under a TEM.

2.1.1.1. Fixation: The primary aims of fixation are: 1) to convert the mobile 
cytoplasmic cells and tissues to an immobile, firm and stable condition that in 
all aspects resembles the living state as closely as possible; 2) to protect fixed 
cells and tissues against disruption by subsequent treatments including dehy-
dration with solvents, infiltration and embedding with resin, sectioning with 
(glass or diamond) knives, staining with heavy metals, and finally exposing to 
the electron beam.

The most common and popular fixatives for biological electron microscopy 
studies are aldehyde fixatives, which are non-coagulants and work by cross-
linking proteins, and also other macromolecules such as lipoproteins and 
histoproteins associated with DNA in cells and tissues. Two main aldehyde 
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Fig. 54.3. A flow chart of biological specimen preparation procedures for various 
transmission electron microscopy techniques. 
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fixatives commonly used are formaldehyde and glutaraldehyde. Formaldehyde 
is a mono-aldehyde with a rapid penetration rate but a lower cross-linking 
ability with protein than glutaraldehyde. For this main reason, formaldehyde is 
usually used for immunocytochemistry, so more antigen sites can be retained 
in the fixed tissues. Glutaraldehyde is a di-aldehyde with higher cross-linking 
ability but a slower penetration rate and it has been used as a primary fixative, 
as biological samples are usually postfixed with the metal-containing heavy 
metal fixative OsO4, which would provide further cross-linking and be used 
for “staining” purposes. Sometimes a fixative combining formaldehyde and 
glutaraldehyde, known as Karnovsky fixative, is applied, where rapid penetration 
by formaldehyde is used to immobilise biological activity while the glutaraldehyde 
acts to cross-link with proteins. All fixatives should be prepared in a buffer 
with concentrations varied from 0.1 to 5% depending on cell and tissue types. 
Fixation conditions such as temperature, osmolarity, and duration as well as 

Fig. 54.4. A TEM image of the interaction between pathogenic yeast Cryptococcus 
neoformans (C) and macrophage (M). The specimens were prepared with the conven-
tional chemical fixation. Bar = 1 µm. (Courtesy of Dr. T. Robertson).
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fixation methods such as immersion or perfusion may vary with different 
biological specimens.

2.1.1.2. Dehydration, Infiltration, and Embedding: The water content of fixed 
specimens is normally removed by a series of graded solvents such as ethanol 
or acetone, and sometimes the samples may be treated with propylene oxide 
to ensure their dryness before infiltration with resins. Resins for biological EM 
can be either water insoluble or soluble. Water insoluble epoxy resins, which 
are polymerized at a temperature of 50–70°C, are used for normal 2D imaging 
purposes. Water soluble acrylic resins can be polymerized either at low or high 
temperature and are suitable for immunolabeling techniques.

2.1.1.3. Sectioning and Staining: Hardened resin blocks containing biologi-
cal materials are thinly sectioned at 40–100 nm in thickness by a glass or dia-
mond knife mounted on an ultramicrotome. Thin sections are collected on EM 
grids and are “stained” with heavy metals such as uranyl and lead to impart the 
specimen contrast under the electron beam.

Detailed protocols and methods of conventional specimen preparation of 
cultured cells and larger biological tissues can be found in Bozzola (10) and 
Mascorro and Bozzola (11) respectively. In addition, there are numerous refer-
ence books that provide general information on biological specimen prepara-
tion (e.g., 12–15).

2.1.1.4. Microwave Specimen Preparation: The microwave can be used to 
reduce the time required for carrying out the standard specimen preparation 
procedures involving fixation, dehydration, infiltration, polymerisation, and 
staining, as described above. Background theory (see 16,17) as well as rapid 
procedures and protocols for using a microwave are available (18,19).

2.1.2. Cryo-Specimen Preparation
Cryo-specimen preparation involves freezing biological specimens by either 
rapid freezing or high pressure freezing below a temperature of −140°C at 
which ice is in a vitreous state before it can form crystals. For an electron 
microscopical purpose, the frozen biological specimens can then be subjected 
to further preparation techniques: 1) freeze drying; 2) freeze fracturing and 
etching; 3) freeze substitution; and 4) cryoultramicrotomy. For greater cover-
age of cryo-specimen preparation, serval important reference books are rec-
ommended (20–24).

2.1.2.1. Cryofixation: Rapid Freezing (RF) and High Pressure Freezing 
(HPF): During the initial development of cryofixation, different freezing 
techniques such as plunging freezing, spray-freezing, impact against a cooled 
metal block and propane jet freezing using liquid nitrogen or liquid propane 
were used to freeze the biological specimen rapidly. As these methods can 
only adequately freeze specimens to a depth of 5–10 µm, their use in TEM 
ultrastructural studies has been discontinued. They may still, however, be used 
in SEM studies. General information on these freezing methods can be found 
in the literature (20–24).

HPF differs from the above mentioned rapid freezing techniques by pro-
ducing well frozen samples that are hundreds of micrometers (~300 µm) thick 
under a pressure of more than 200 Bar. This pressure retards the nucleation 
and growth of ice crystals and effectively lowers the freezing point of water 
by approx 20°. The consequence of these physical effects is to allow freezing 
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to greater depths than that achieved by other rapid freezing methods. However, 
an optimistic average depth of good freezing will vary with the chemistry of 
the particular cell type. In general, cells with less free water will freeze better 
than those that have more aqueous cytoplasm. Likewise, some cells also have 
natural cryoprotectants, such as high sugar and/or protein contents.

Once frozen by HPF, cells can be treated in many different ways, such as 
freeze drying, freeze fracturing, freeze substitution or vitreous cryosectioning. 
After freeze substitution, the specimen can be embedded at low or room 
temperature for subsequent sectioning and ultrastructural imaging or immu-
nolabeling studies. Furthermore, HPF specimens can also be examined by 
scanning electron microscopy after freezing fracturing, freeze-drying or freeze 
substitution (25). Therefore, HPF becomes an essential specimen preparation 
method for the EM applications mentioned before, especially vitreous cryo-
sectioning and electron tomography.

Since the initial introduction of the high pressure freezing technique to 
freeze fracturing (26), its design and applications have been continuously 
developed and modified to become one of the most important specimen prepa-
ration methods for biological electron microscopy. There are several important 

Fig. 54.5. A TEM image the pharyngeal area of the nematode Canorhabditis elegans 
pharyngeal area. Samples were high pressure frozen, freeze substituted in acetone con-
taining 2% OsO4. (aj, adherens junctions; an, amphid neurons; bm, body wall muscles; 
fm, pharyngeal muscle filaments; gj, gap junction; m, mitochondria; mc, marginal cells; 
N, nucleus; n, neurons; and pm, pharyngeal membrane). Bar = 300 nm. [Reproduced 
from Matsko and Mueller (40), with copyright permission the Elsevier B. V.]
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publications dealing with the theory and practical applications of this tech-
nique over the years (e.g., 27–30). Currently, there are two main commercial 
types of high-pressure freezers with different designs; BAL-TEC HPM (a 
newly developed HPM 100 has been introduced in late 2007) and Leica EM 
PACT2. In the BAL-TEC machine, the pressure and cooling systems are ‘in-
line’ whereas in the EM PACT they are separate. Detailed explanations of 
these differences can be found in the articles by Moore (28) and Studer et al. 
(31) respectively. In addition, different types of samples often require differ-
ent specimen carriers and/or loading strategies in the high pressure freezing 
machines. Important protocols and methods for using HPF machines have 
been outlined by McDonald et al. (32) in great detail.

2.1.2.2. Freeze Drying: This method requires that tissue specimens are frozen 
by one of the freezing methods described above and then placed in a freeze-
dryer. Freeze dried specimens can be infiltrated and embedded by one of the 
relatively low viscosity Lowicryl resins at low temperature. Both chemical 
fixed or unfixed samples can use this method. Many commercial or ‘home’ 
made freeze drying apparatus have pumps (rotary, oil diffusion, or molecular) 
to remove the gases from the freeze drier, and molecular sieves to absorb 
the water vapour. Most freeze drying units operate at temperatures far above 
the presumptive recrystallisation temperature (193 K/−80°C) of biological 
specimens and have been therefore considered not adequate for ultrastructural 
studies. However, Edelmann (33) has reported that freeze-dried and resin-
embedded biological material could be well suited for ultrastructure research. 
Methods and protocols for freeze drying have been included in serval refer-
ences (23,34).

2.1.2.3. Freeze Fracturing (FF), Freeze Etching, and Replication: The freeze 
fracture or freeze etching technique developed by Moor et al. (35) for elec-
tron microscopy is a method of examining the interior of cells, in particular 
membrane structures, without the fixation and dehydration steps required for 
all other specimen preparation techniques. A brief outline of the technique 
is as follows: the tissue is rapid frozen, then fractured; etching the fractured 
specimens may or may not be required; a replica is made of the frozen frac-
tured or etched surface and finally examined in the TEM. Walter (25) demon-
strated freeze fracturing of high-pressure frozen samples with great success. 
The general theory and practical protocols for freeze fracturing, etching and 
replication can be found in the literature (23–24).

Biological membranes usually split during freeze fracturing along their 
central hydrophobic plane, exposing intramembranous surfaces. The fracture 
plane often follows the contours of membranes and leaves bumps or depressions 
where it possesses around vesicles and other cell organelles. However, if the 
fracture plane does not follow cellular or organelle structures in the specimen, 
the process of etching is required to expose membrane surfaces or macromol-
ecules just below the fracture plane. The water should be removed at a slow rate 
(1–10 nm/s), and the duration of etching is adjusted to achieve the desired depth 
of etching. Normal etching involves sublimation to a depth of less than 100 nm, 
while deep etching involves sublimation up to a few micrometres.

2.1.2.4. Freeze Substitution (FS): Freeze substitution is a specimen prepara-
tion technique by which water/liquid within a rapid or high-pressure frozen 
biological sample (see previous) is replaced by an anhydrous organic solvent, 
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usually acetone in vessels, which is maintained at −90° degrees for a few 
days or longer. The freeze substituted sample is then slowly warmed up to 
room temperature followed by infiltration with a resin, usually epoxy resin at 
room temperature, but occasionally with Lowicryl HM 20 at low temperature 
(36). This means of specimen dehydration is much more reliable for preserv-
ing cellular fine structure since it does not involve multiple solvent changes 
and removes the water at a temperature at which the sample remains frozen. 
Furthermore, by adding fixative agents (such as osmium tetroxide) into the 
solvent, fixation of OsO4 and dehydration of the sample can take place 
simultaneously during freeze substitution. There are numerous review articles 
discussing theory and practice in freeze substitution (37–39).

Most recently, Matsko and Mueller (40) introduced a revolutionary method 
using embedding resins, instead of the conventional OsO4 or aldehydes as a 
fixative during freeze substitution (40) for imaging in electron microscopy. 
Furthermore, HPF is an essential step for examining cryosections and conducting 
electron tomography using a cryoelectron microscope.

2.1.2.5. Vitreous Sectioning: The technique called cryo-electron microscopy 
of vitreous sections (CEMOVIS) (41) has also known as cryo-electron microscopy 
of frozen-hydrated sections. A freezing microtome was introduced almost half 
century ago (35) to cut vitreous sections of biological materials for normal TEM 
(see 21–22), As Cryo-sectioning is an extremely labour demanding technique and 
it only recently become more commonly used in conjunction of the improve-
ment of cryoultramicrotomes and diamond knives (43), and the development 
of cryoTEM (see 44,45). The method now made it possible to image, examine 
and analyse in great details of the volumes within fully hydrated cells that were 
unapproachable previously because of specimen thickness.

The detailed protocols and methods of vitreous sectioning have been 
recently described (46,47). A brief description of the method is provided 
below. Specimens firstly are vitrified by either plunge freezing (well freeze 
areas only limit to ten microns in thickness) or more commonly by HPF meth-
ods (31, 48; also see Section 2.2.1). The frozen materials can then be cut in 
thin sections (40–200 nm in thickness) with a diamond knife by a cryoultrami-
crotome at temperatures lower than −135°C (devitrification temperature). The 
dry frozen thin sections are collected on an EM grid, which are transferred into 
a cryoTEM with the aid of a cryotransfer system. Biological vitreous sections 
are usually imaged in a cryoTEM, but electron tomography (ET) application 
on these sections is getting popular. Cryo-sectioing has been considered as a 
difficult technique and could cause many sectional artefacts such as folding 
and/or compression on the sections (49). The introduction of a micromanipu-
lator during sectioning has reduced these artefacts and also improved the trans-
fer of section ribbons onto grids (50). Currently, CEMOVIS practices only in 
limited laboratories, with the demands in the cryo electron tomography com-
munity to extend cryoET capability into mapping of the proteome, especially 
in larger eukaryotic cells in a much wider range of specimens, it is anticipated 
that CEMOVIS will become more popular.

2.1.3. Negative Staining
In contrast to positive staining, which is using heavy metals to stain biological 
organelles, in particular membrane structure (see Section 2.1.1.3), negative 
staining is using heavy metals to stain backgrounds of biological specimen in 
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order to reveal organelle or membrane structure. This simple negative staining 
technique involves the application of water-soluble heavy metal-containing 
negative staining salt to thinly spread biological samples on a thin amorphous 
film. This ‘stained’ specimen can generate differential electron scattering 

Fig. 54.6. A TEM image of yeast cell Saccharomyces cervisiae. Specimens were high 
pressure frozen and vitreous thin-sectioned on a cryoultramicrotome. (A) An overview 
with a few cells; (B) One of the cells at higher magnification showing beam damages as 
bubbles (BU) in the mitochondrion. The insert in A shows the diffraction pattern with its 
bubble rings. Bars: A = 1 µm; B = 500 nm. [Reproduced from Vanhecke et al. (47)].
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between the relatively electron transparent biological material and the elec-
tron-dense negative stain backgrounds under a TEM. In this way, electron 
images are generated, which represent an approximation to the molecular 
envelope or solvent excluded surface of particles (see 51).

The most commonly used heavy metals for negative staining are uranyl acetate 
and ammonium molybdate and, to a lesser extent, sodium phosophotungstate and 
sodium silicontungstate. There are two common negative staining procedures 
available: the single-droplet negative staining technique and negative staining-car-
bon film technique. With slight modification, these procedures can also be applied 
to immunonegative staining and  cryonegative staining, which was introduced by 
Adrian et al. (52). The used concentrations and pH of negative staining solutions 
may vary with different heavy metals and staining methods. The general informa-
tion, protocols and methods of this simple but important staining technique can be 
found in relevant references (51,53).

The technique can be applied to almost all isolated biochemical and 
biological samples, and indeed solutions of synthetic polymers. It is also used 
for the study of 2D crystallization of virus particles and protein molecules. 
With slight modifications this method can be also used to study fragile mac-
romolecules or isolated cellular organelles, such as mitochondria, nuclear 
membranes, lipsomes, etc.

2.1.4. Immunolabeling
This technique involves using antibodies conjugated with electron dense colloi-
dal gold particles that permit detection, localization, and quantification of one or 
more defined antigens in cellular compartments at high-resolution. These benefits 
reflect the properties of gold particles (they are electron dense, punctate, and 
available in different sizes) and the ability of transmission electron microscopy 
to resolve both particles and compartments. Thus, immunocytochemistry for 
TEM can provide important information on the location and relative abundance 
of proteins within cells. There are two basic methods to detect the antigens in 
cells, briefly, the direct method involves the use of labelled primary antibodies 

Fig. 54.7. A TEM images of human erythrocyte peroxiredoxin-II using negative stain-
ing. Specimens were prepared on a holey carbon film in the presence of 5% ammonium 
molybdate, 0.1% trehalose, 0.1% polyethylene glycol (Mr. 1,000). Bar = 100 nm. 
(Courtesy of Prof. R. Harris).
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that bind to antigenetic sites, while the indirect method utilizes unlabelled 
primary antibodies and secondary labelled immunocomplexes, and is 
more sensitive than the direct method. The immunolabeling technique has 
been applied to the detection of micro-organisms, cell surface-associated and 
intracellular antigens. Currently, two approaches to prepare thin sections for 
immunolocalization at the ultrastructural level are possible: a) resin embedded 
specimens as described in Section 2.1.1 and b) cryosections using the Tokuyasu 
cryosectioning method. Detailed protocols and methods for specimen prepara-
tions in immunolabeling techniques using either resin embedded sections or 
cryosections are available (54,55). More recently, immunogoldlabeling has been 
carried out on tissues that are prepared by either rapid freezing and substitution 
(56) or high pressure freezing and substitution (57–59). These approaches 
provide not only well-preserved fine structure of cells but also excellent 
antigenicity of several parietal cell proteins.

2.1.5. Electron Tomography (ET)
Conventional electron microscopic images are essentially 2D projections 
of the object; features are superimposed upon one another in the direction 
of the electron beam. Tomographic techniques, in contrast, acquire projections 
of the object as viewed from different directions and then merge them com-
putationally into a 3D reconstruction, the tomogram. In ET, this is done 
by tilting the specimen holder incrementally around an axis perpendicular 
to the electron beam. Although the ET concept has been developed since 
late 1960’s, practical application of the concept had to wait for almost 
three decades until all required technologies relating to microscopes and 
computer applications together with specimen preparation as mentioned 
above become available.

Fig. 54.8. A TEM image of isolated dendritic cells. Specimens were prepared with 
immunogold labeled cryosections. Bar = 200 µm. [Reproduced from Webster and 
Webster (55)].
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Electron tomography can be applied to almost any kind of specimen, 
provided that it is not too thick. There is a specimen thickness, radiation 
damage and signal-to-noise dependency. However, it is generally agreed that 
∼4 nm resolution can be obtained from most specimens that are not too thick.

Specimens for ET are prepared either by conventional chemical fixation and 
resin embedding (see Section 2.1.1) or cryoprepared with rapid or high pres-
sure freezing (Section 2.1.2.1) and then freeze substitution (Section 2.1.2.4) 
and plastic embedding. Plastic embedded materials are serial sectioned usually 
of 200–500 nm thick and placed on formvar coated EM slot grids. Sections are 
stained with heavy metals and may be treated with 10–15 nm gold particles 
(fiducial markers for image alignment) or untreated (known as marker free). 
A tilt-series of images is acquired with sample incrementally rotated and 
can be collected from an intermediate (300–400 kV) or high voltage (up to 
1,000 kV) TEM with a eucentric stage.

The resolution and quality of a tomogram are directly dependent on the 
spacing of the projections and on the angular range covered. Therefore, data 
must be collected over a tilt range as wide as possible, ideally ∼70° (complete 
data collection would require tilting through ∼90° but because at really high 
tilt angles, the specimens becomes quite thick and this is not possible) with 
increments as small as possible, i.e., 1.5° intervals or less. In the meantime, the 
exposure to the electron beam must be minimized to prevent radiation dam-
age by using an automated data-acquisition procedure. Finally, the collected
tomograms are merged and three-dimensionally reconstructed computation-
ally. However, an additional problem in electron tomography is the clas-
sification of large heterogeneous data sets. There are needs in continuously 
developing methods and techniques, in particular computer software, to solve 
these potential problems in relation to the alignment and classification, refine-
ment of atomic models into the reconstructions and for correction of specimen 
distortions in 3D (see 60).

CryoET is to obtain a 3D reconstruction of a biological specimen from 
tilted 2D images at cryogenic temperature. By maintaining specimens at 
liquid nitrogen temperature or colder using helium instead of liquid nitrogen 
in the electron microscope, tomographic images of specimens would be col-
lected in the manner described in the above section. Many prokaryotic cells 
are small enough and some eukaryotic cells can also be grown flat enough, 
at least locally, to be examined by cryoET without the need for sectioning. A 
solution of prokaryotic cells or a purified protein complex is spread on an EM 
grid with a thin formvar film. The specimen grid is rapidly frozen, usually 
in liquid ethane near liquid nitrogen temperature. For most eukaryotic cells, 
vitreous sections (CEMOVIS) as described above (Section 2.1.2.5) have to be 
prepared for CryoET. For CryoET usually ‘single particle analysis’ is applied 
to solve the structures of large protein machines to near-atomic resolution, 
and to image how those protein machines work together in the context of a 
living cell. There are a number of reviews that can get the reader up to speed 
on the latest developments in ET and CryoET (7–9, 61–63). Recently updated 
monographs on electron tomography are also available (64,65).

2.1.6. EFTEM
In conventional TEM, un-scattered, elastic and inelastic scattered electrons 
contribute to image information, whereas in EFTEM, selected inelastic scattered 
electrons can be used to perform elemental analysis at ultrastructural level. 
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The TEM is equipped with an energy spectrometer, which offers the following 
three methods for elemental analysis based on the measurement of the energy 
loss of the beam electrons that interacted with the specimen. a. Parallel-EELS 
is a method for fast spectrum acquisition of a small region in the specimen. 
b. Electron spectroscopic imaging (ESI) provides information about the nature, 
the spatial distribution, as well as the concentration of chemical elements 
within the specimen, and c. Image-EELS- An image stack is recorded over 
a defined energy-loss range with a given energy step between each image of 
the series. This technique allows the detection of very small objects.

Fig. 54.9. TEM tomography of an immortalized rodent beta cell line (HIT-T15). 
Specimens were high pressure frozen, freeze substitute, and plastic embedded. (a). 
A single 2D image of a thick (400 nm) section; (b). The tomograms calculated from 
each set of aligned tilts are then brought into register and combined in 3D to produce a 
single, dual-axis reconstruction. (c). Two views (left and right panels) of the modelled 
(“segmented”) Golgi region rotated 180° are provided. The Golgi complex is at the 
centre. [Reproduced from Marsh (123), with copyright permission the Elsevier B. V.]
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EFTEM requires high performance imaging filters like the in-column 
Omega filter and the post-column Gatan Imaging Filter (GIF), computer soft-
ware and suitable digital cameras (CCD cameras) and is normally carried out 
on TEMs operating at 200kV or above, preferably with LaB6 filament. 
By inserting an energy selecting slit in the energy dispersive plane, elastically 
and inelastically scattered electrons can be separated in EFTEM.

EELS is, in principle, capable of measuring atomic composition, chemical 
bonding, valence and conduction band electronic properties, surface proper-
ties, and element-specific pair distance distribution functions. EELS tends to 
work best at relatively low atomic numbers, where the excitation edges tend 
to be sharp and well-defined, and at experimentally accessible energy losses 
(the signal being very weak beyond about 3kV energy loss). Thus, it is suit-
able for biological specimens. EELS is often spoken of as being complemen-
tary to energy-dispersive x-ray spectroscopy (variously called EDX, EDS, 
XEDS, etc.), which is another common spectroscopy technique available on 
many electron microscopes to identify atomic composition, particularly for 
heavier elements.

Adjusting the energy slit to allow electrons which have not lost energy to 
pass through but prevent inelastic scattering forming the image, produces an 
enhanced contrast image. It is also possible to allow electrons that have lost a 
specific amount of energy to pass through the slit to obtain elementally sensi-
tive images. Improved elemental maps can be obtained by taking a series of 
images, allowing quantitative analysis and improved accuracy of mapping 
where more than one element is involved. By taking a series of images, it is 
also possible to extract the EELS profile from particular features.

The technique was developed in the mid 1940s and only became more 
widespread in the 1990s due to advances in microscope instrumentation and 
computing technology (see reviews 8,66,67).

2.2. Scanning Electron Microscopy

2.2.1. Conventional SEM
The quality of the image displayed on the monitor of the SEM depends on 
the quality of the signal, or the overall yield of secondary electrons from the 
surface of the specimen. Stronger signals are the result of generating and col-
lecting higher numbers of secondary electrons. Elements with a high atomic 
number such as gold, palladium, platinum, or osmium yield a high number of 
secondary electrons, and, ultimately, a higher quality image. After fixation, 
drying, and coating with a heavy metal, biological specimens are ready for 
study in the SEM. For greater coverage of specimen preparation and SEM 
operation, serval reference books are recommended (12–15).

Air-drying can be applied to hardy specimens, though most soft, biologi-
cal specimens are damaged when they are allowed to dry by evaporation of 
water. The damage is caused by the passage of the air/water meniscus or inter-
face through the specimen. This interface imposes surface tension forces of 
2,000 PSI and collapses most biological structure. To overcome this obstacle, 
Critical Point Drying (CPD) is the method most commonly used to complete 
the drying of chemically fixed and dehydrated specimens. In the CPD, liquid 
CO2 substitutes dehydration solvents such as ethanol or acetone. At the critical 
point, liquid CO2 is converted to a gas that is then slowly released, thereby 
eliminating the air/water interface. Freeze drying (see Section 2.1.2.2) is occa-
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sionally used on specimens that would be damaged by the CPD procedure. 
Although chemically fixed specimens are often used, this is normally not 
needed since rapid freezing preserves the ultrastructure to a depth of 5–10 µm 
below the surface (see 68).

2.2.2. CryoSEM and FESEM
As in the case of conventional TEM, the SEM also can have a cryostage that 
would allow observation of the surface of rapid frozen biological specimens, or 
even internal cellular detail if one removes the overlying material, perhaps by 
fracturing, or etching into the specimens. Frozen samples may be coated with 
heavy metals or uncoated. Another cryoSEM technique called cryoplaning ena-
bles observations of flat sample surfaces of frozen, fully hydrated samples as 
well as enhancing results from x-ray microanalysis in the cryoSEM. The frozen 
materials require cryomilling and microtomy in a cold room, and then cryoultra-
microtomy to produce flat surfaces of frozen, fully hydrated samples (69,70). 
In addition, freeze fracture samples have been examined in cryoFESEM (25).

2.2.3. Environmental Scanning Electron Microscope (ESEM)
ESEM permits the imaging of fresh and wet biological specimens with neither 
prior specimen preparation nor coating. To achieve this, the SEM has to be 
equipped with a differential pumping system allowing the electron gun to be 
maintained at high vacuum while the sample chamber can be kept at a constant 
pressure of 10–20 torr (1 torr = ∼ 133 N·m−2). In the ESEM, a series of pressure 
limiting apertures (PLAs) are placed down the column, and a pressure differ-
ential is maintained across each aperture. Consequently, despite the relatively 
high pressure in the chamber, this design allows ESEMs to operate with LaB6 
filaments as well as tungsten, and field emission guns. There are a number of 
reviews that cover the theory, practical operation and latest developments in 
ESEM (71–74).

Fig. 54.10. A SEM image of the interaction between Cryoptococcus (C) and macrophage 
(M). The yeast is contained within a thin cup like projection (*). Specimens were pre-
pared with critical point drying method. Bar = 2 µm. (Courtesy of Dr. T. Robertson).
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3. Applications

3.1. TEM Applications

The applications of TEM and cryoTEM cellular and molecular research are 
enormous and the TEM remains an essential tool for virus and pathogen 
identification, particularly for emerging infectious diseases and for emer-
gency diagnosis of biopsies and cerebrospinal fluids. These applications are 
discussed below under the headings of chemical and microwave specimen 
preparation (see Section 3.1.1.), cryopreparation (see Section 3.1.2), negative 
staining (see Section 3.1.3), immunolabeling (see Section 3.1.4), ETEM (see 
Section 3.1.5), and EFTEM (see Section 3.1.6).

3.1.1. Chemical and Microwave Specimen Preparation
Despite the drawback of potential artefact formation, the traditional TEM 
specimen preparation technique continues to play a significant role in basic 
research for 2D imaging of the ultrastructure of numerous biological organ-
isms. The majority of current TEM work is carried out using this specimen 

Fig. 54.11. A CryoFESEM image of yeast cell Saccharomyces sp. Specimens were 
prepared with high pressure freezing and freeze fracturing methods. E, endoplasmic 
reticulum; G, Golgi apparatus; M, mitochondria; N, nucleus; P, plasma membrane; 
T, transport vesicles; V, vacuoles; and W, cell wall. Bar = 1 µm. (Courtesy of Prof. P. 
Walther).
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preparation method, particularly for seminal biological studies. This is particu-
larly true for researchers and students in laboratories where they cannot afford 
to purchase and maintain ‘expensive’ cryospecimen preparation equipment 
(High Pressure Freezing and Freeze Substitution), higher voltage TEMs with 
cryo, tomography or energy filtering capabilities, and associated powerful 
computer facilities.

Furthermore, microwave irradiation specimen preparation methods can 
be employed at all stages of tissue processing for TEM, including primary 
fixation, dehydration, infiltration with embedding resins, resin polymerisation, 
and ultrathin section staining (16,18,75). Microwave preparation has also been 
applied for immunolabeling studies (18,76) and in situ hybridisation research 
(77,78). In addition, the method serves for rapid decalcification of bones 
(79,80).

3.1.2. Cryopreparation

3.1.2.1. Rapid Freezing (RF) and High Pressure Freezing (HPF) Applications:
Cryopreparation, particularly HPF, has become the most advanced specimen 
preparation method to be used for biological electron microscopy, especially 
in cellular and molecular biological research. McDonald et al. (32) illustrated 
excellent HPF applications for various cell and tissue types of different organ-
isms including choanoflagellates, marine sponge Oscarella carmela, embryos 
of nematode Caenorhabditis elgans, fruit fly Drosophila and wasp, isolated 
mouse kidney glomeruli, as well as cell suspensions, and tissue culture cells. 
RF or HPF is an essential step for other subsequent EM techniques such as 
CEMOVIS and ET, and further examples of RF and HPF frozen biological 
specimens can be found in Section 3.1.2.3 Freeze Substitution, Section 3.1.2.4 
Vitreous Sectioning, and Section 3.1.5 Electron Tomography.

3.1.2.2. Freeze Fracture (FF) Applications: The most important contribution 
of the freeze fracture method is to advance our understanding of membrane 
structure, although protoplasmic components are also being studied with this 
method. In the replica, the fractured surface has a three dimensional appear-
ance. Smooth areas represent the face of the lipid monolayer whereas particles 
indicate protein or nonbilayer lipid conformations present in the interior of 
the membrane.

The technique has been used to observe particles on the mitochondrial 
cristae of Paramecium, most likely representing ATP synthase (81) and cili-
ated and microvillous structures of rat olfactory and nasal respiratory epithelia 
(82,83). By using freeze-facture replica immunogold labelling, a variety of 
transmembrane proteins including 10 different connexins in nerve and glial 
cell processes have been identified (84). Shibuya et al. (85) also identified 
membrane proteins such as aquaporins (AOP3 and AQP4) in the plasma 
membranes of normal rat skeletal muscles. Furthermore, clinical applications 
of the quick-freezing and deep-etching method include pathological diagnosis 
of human elastofibroma – tumour (86) and human diabetic nephropathy to 
distinguish ultrastructural differences between normalbuminuric (NA) and 
microalbuminuric (MA) type 2 diabetic patients, which cannot be accom-
plished using conventional fixation (87). Walther (25) applied freeze fracture 
and then replication of HPF frozen bacteria Sporomusa ovata to produce super 
TEM and cryoFESEM images.
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3.1.2.3. Freeze Substitution (FS) Applications: This technique initially was 
used in rapid plunge frozen tissues to be examined by conventional TEM 
(e.g., 88,89). More recently, the method has been commonly applied in HPF 
frozen material for general ultrastructural observations (e.g., 39,90–91), with 
further extension to electron tomography for 3D reconstructions of cells or 
organelles (e.g., 92,93). Several articles illustrate that freeze substitution (FS) 
of frozen, particularly HPF, biological specimens can enhance membranes 
preservations more than conventional chemical fixation (38,39,94). For example, 
chemical fixed mammalian Golgi cisternae appear wavy and segmented, 
with little definition of the membrane bilayers. The rapid frozen cisternae, 
on the other hand, appear straight with a high degree of uniformity and vivid 
definition of the membrane bilayers, which is a more accurate and reliable 
representation of the “live” state of the structure (95). Furthermore, after RF 
and FS, ultrastructure of the human basophil leukocytes (88), the echinoderm 
cuticle (89), and the effects of Brefeldin A on the structure of the HepG2 Golgi 
apparatus (95) have been revealed. By combining HPF and FS, Monaghan 

Fig. 54.12. A TEM image of the pharyngeal area of nematode Canorhabditis elegans. 
Samples were high pressure frozen, freeze substituted in acetone containing 20% Epon/
Aradite mixture. (aj, adherens junctions; an, amphid neurons; fm, pharyngeal muscle 
filaments; m, mitochondria; N, nucleus, and n, neurons). Bar = 500 nm. [Reproduced 
from Matsko and Mueller (40), with copyright permission the Elsevier B. V.]
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et al. (96) were able to identify the foot-and-mouth disease virus and African 
swine fever virus in infected cells, which cannot be located using chemical 
specimen preparation methods. These authors further emphasised that HPF 
followed by FS enhanced the immunolabeling capability of the microneme 
proteins in the parasite Eimeria tenella. Freeze substitution followed by low-
temperature embedding with Lowicryl HM has been applied successfully to 
display ultrastructures of dairy products including ice creams (36). Walther 
and Ziegler (91) demonstrated that the visibility of biological membranes 
is improved in HPF yeast cells (Saccharomyces cerevisiae), rat pancrease 
tissues and arthropod tissues when the substitution medium contains water. 
By using a 20% Araldite/Epon embedding medium, instead of routine 
OsO4 in the freeze substitution medium, Matasko and Martin (40) presented 
excellent ultrastructural features in the paryngeal area of an adult nematode 
Caenorhabditis elegans, the antennal sensilla placodea of a parasitic wasp, 
and human lung fibroblast tissue.

3.1.2.4. Vitreous Sectioning (CEMOVIS) Applications: Recent successful 
applications of cryoultramicrotomy mainly are on prokaryotic cells including 
bacterial nucleoid in Deninnoococus radiodurans (97–99), cell wall and 
periplasmic space in Bacillus subtilis (100) and Staphylcoccus aureus (101), 
Escherichia coli and Pseudomonas aeruginosa (102), and direct visualization 
of receptor arrays in frozen E. coli (103). For eukaryotic cells, this technique 
has been applied to study yeast cells S. cerevisae (47,50,104), unicellular 
algae (105), the macromolecular organization of isolated chloroplast mem-
branes (106), DNA and chromatin in human spermatozoa (107), the stratum 
corneum keratin structure in human skin (108), frozen-hydrated rat liver cells 
(42,46), and cultured mammalian cells including rat hepatoma, Chinese ham-
ster ovaries and Protorus kidney cells (109). Furthermore, some of the above 
mentioned CEMOVIS studies have also been extended into cryotomography 
techniques, including unicellular algae (106), membrane invagination in E. coli 
overproducing the chemotaxis receptor Tsr (110), yeast cells (104), isolated 
chloroplast membranes (106), and rat liver tissues (46).

3.1.3. Negative Staining Applications
Negative staining is applicable to isolated viruses, protein molecules, 
macromolecular assemblies, subcellular membrane fractions, liposomes, 
artificial membranes, synthetic DNA arrays, as well as synthetic and biologi-
cal polymers (51). A useful comprehensive survey of the application of neg-
ative staining and image classification has been reported by Ohi et al. (111). 
Harris (51) provided many excellent examples of negative staining applica-
tions for the production of 2D protein and virus crystal, including the 20S 
proteasome from Thermoplasma acidophilum, the formation of 2D arrays 
and crystals in tomato bushy stunt virus, and the E. coli chaeone GroEL 
complex to form the symmetrical/ellipsoidal complex and a complex honey-
comb 2D hexagonal lattice. Furthermore, a combination of negative staining 
and immunolabling has been applied successfully for localizing an immune 
complex of KLLH2 with a monoclonal IgG directed against an epitope at the 
end of the molecule and cholesterol microcrysals with a biotinylated mutant 
streptolysin-O molecule bound onto their surface. Cryonegative staining 
can reduce electron beam sensitivity of vitrified biological specimens (112) 
which has greatly advanced our knowledge in molecular biology. This 
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method has been applied further to show the molecular architecture of the 
multiprotein splicing factor SF3b for the accurate excision of introns from 
pre-messenger RNA (113), to reveal the ultrastructure of ATPases dynein-c 
(114), and to demonstrate that a  vacuolating toxin (VacA) from a gram-
negative bacterium Helicobacter pylori can be assembled into water-soluble 
oligomeric complexes and inserted into membranes to form anion-selective 
channels (115).

3.1.4. Immunolabeling Applications
Over the past three decades immunogold labelling has been continuously and 
widely applied to localize specific proteins and enzymes in various organelles, 
cell types and different organs in different organisms. For examples, by imple-
menting immunolabeling with chemical specimen preparation, Capoase-14, 
an enzyme implicated in the formation of stratum corneum, was localized in 
human epidermis (116). Further study revealed that ATP-sensitive K+-channel 
subunits enzymes Kir6.1 was mainly localized in the mitochondria, whereas 
Kir6.2 was found in the endoplasmic reticulum of rat cardiomyocytes (117). In 
conjunction with functional assays, immunolabeling has been used to localize 
the membrane-bound ectoenzymes, ectonucleoside triphosphate diphosphohy-
drolases (NTPDase 1 and NTPDase 2) in pancreatic acinar cells and salivary 
gland of wild-type and NTPDase mice (118). By applying immunolabeling to 
RF or HPF and then FS prepared samples, excellent fine structure and immu-
noreactivity can be preserved to show that the enzyme lamin A/C is located 
mainly in the peripheral nucleoplasm within 60 nm from the inner nuclear 
membrane, which corresponds to the nuclear lamina (56). The technique has 
also assisted in localising endogenous proteins and exogenous proteins, such 
as the green fluorescent protein (GFP) in subcellular compartments of the 

Fig. 54.13. A TEM image of cholesterol microcrystals with surface–bound toxin 
Streptolysin O (SLO). Note the presence of arc- and ring-like SLO oligomers on the 
surface of the cholesterol. Imaged by cryonegative staining, in the presence of 16% 
ammonium molybdate. Bar = 100 nm. (Courtesy of Prof. R. Harris).
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nematode C. elegans tissues (58). Kelly and Taylor (119) identified the 
ß1-integrin binding site on a-actinin by immuno cryoTEM. Finally, it is inter-
esting to note that immunogold can reveal the presence of both CS3 and CS6 
fimbriae antigens while negative staining was effective in revealing CS3 but 
not CS6, in both wild-type and recombinant E. coli strains (120).

Fig. 54.14. TEM tomography of Golgi. At the trans-face of the mammalian Golgi 
complex, multiple cisternae — frequently referred to as the trans-Golgi network (TGN) 
— detach and fragment as membrane is consumed in the process of packaging cargo 
for exit. In mammalian cells that secrete insulin (top and middle, HIT-T15 cells; bot-
tom, beta cell in situ in an islet of Langerhans isolated from mouse pancreas), the two 
trans-most cisternae are structurally as well as functionally distinct. [Reproduced from 
Mogelsvang et al. (93), with copyright permission the Blackwell Publishing].
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3.1.5. Electron Tomography Applications
Excellent three-dimensional (3D) information has been obtained from ET 
applications to reveal structural and functional relationships of large pleo-
morphic structures, such as organelles or whole cells in biological systems. 
Electron tomography revealed that the inner membrane of mitochondria 
which is known as cristae, have a pleiomorphic structure; sometimes flat and 
lamella-like and sometimes tubular, and in both cases, they are connected to 
the intramembrane space by narrow (~30 nm) tubular connections (121,122). 
The structure and function of the Golgi complex in the pancreatic beta cell 
line, HIT-T15, as well as structure-function relationships among organelles 
of the insulin biosynthetic pathways have been demonstrated (92,93,123). 
Further examples of ET applications include: the apicoplast of the bacteria 
Sarcocystis (124), yeast cells (125), the actin system in the motile cells of 
nematodes Dictyoselium (126), γ-tubulin ring complex isolated from Xenopus 
egg extract (127), as well as cell membrane skeleton (128).

CryoET has also been applied to study dynamic 3D structure of ribosomes 
by comparing density maps of the 70S ribosome of E. coli (129,130) and to 
compile a ribosome atlas for Spiroplasma melliferum (131). The technique 
has also been applied to reveal HIV-1 virus-like particles (132), vesicles of 

Fig. 54.15. TEM tomography of the Golgi complex with seven cisternae. The Golgi is 
displayed in the context of all surrounding organelles, such as vesicles, ribosomes, micro-
tubules, endoplasmic reticulum, and mitochondria. (Courtesy of Dr. B. J. Marsh).
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Neurospora mitochondria cristae that most likely represent ATP synthase 
(133), the cytoskeletal structure of bacteria S. melliferum (134) and that 
of Mycoplasma pneumoniae (135), as well as the nuclear pore complex in 
Dictyostelium discoideum (136). Three–dimensional cryo-tomograms of 
Dictyostelium cells were used to depict distinct populations of ribosomes, 
proteasomes and networks of actin filaments interconnected by branching 
and bundling, apparently controlled by strategically placed actin-associated 
proteins (61). Henderson and Jensen (137) illustrated the three-dimensional 
structure of M. pneumoniae’s attachment organelle and provided a model for 
its role in gliding motility. Komeili et al. (138) demonstrated that magneto-
somes are cell membrane invaginations organized by the actin-like protein 
MamK. In situ structural analysis of the complete Treponenma primitia flagellar 
motor showed that the stator protein assembly possessed 16-fold symmetry 
and was connected to the rotor, C ring and a novel P-ring-like structure (139). 
Finally, CryoET has also been extended into vitreous Sections as mentioned 
in Section 3.1.2.

3.1.6. EFTEM/EELS Applications
An application of EELS/EFTEM elemental microanalysis in biological studies 
currently is restricted to the elements of calcium, iron, lanthanum, titanium, 
and phosphorus. Lanthanum tracer has been localized in rat pulmonary paren-
chyma and cardiac muscle (140); calcium was found in HPF frozen bone cells 
(141); iron oxide material was identified in rat lymph node (142); and titanium 
particles were traced in rat lungs (143). Leapman (144) detected single atom 
of calcium and iron in biological samples. Furthermore, Leapman et al. (145) 
incorporated the EFTEM technique with TEM tomography to report the 3-D 
distribution of phosphorous in nematode C. elegans.

3.2. SEM Applications

Conventional SEM continuous to play an important role in basic research to 
study the 3D ultrastructure, particularly the surface topography, of numer-
ous biological organisms as well as cultural cells and tissues. Bozzola (68) 
presented excellent SEM images from a wide range of biological specimens 
including yeast cells Candida albicans, fungus Aspergillus, and cellular tom-
ography of monolayer cultured mammalian cells. Recent SEM studies have 
also been carried out on the functional morphology of the protein Rac IB in 
relation to the regulation of the actin cytoskeleton in Dictyostelium discoideum 
(146), the differentiation and function of osteoclasts that were cultured on 
bone and cartilage (147), and the deciliation process on the respiratory epithe-
lium of tracheal by the infection of Mycoplasma fermentans strain incognitus 
(148). Furthermore, by applying immunolabeling in SEM, Liang et al. (149) 
analysed adhesive molecules on the superficial arthritis of the mouse knee. 
FESEM has also been employed to obtain an insight into the internal morphology 
and intraparticle enzyme distribution of assemblase, an industrial biocatalytic 
particle containing immobilized penicillin-G-acylkase (150).

Frozen-fractured samples have been studied in cryo-FESEM including 
the secretory activity of neuroendocrine cells in South African claw-toed 
frogs, Xenopus laevis (151), the filamentous structures at the inner nuclear 
membrane of Xenopus oocytes (152), the process of septum formation in 
Schizosaccharomyces pombe cells (153), and ultrastructure of intracellular 
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pathogens such as  chlamydia infected HeLa cells, Coxiella burnetii infected 
Vero cells and Francisella tularensis infected mouse macrophages (154). 
Furthermore, cryo-planning technique has been incooperated with Cryo-
FESEM to reveal the myofibrils fine structure in C. elegans body muscle cell, 
the flagella and pipi ultrastructure in wild type S. oneidensis, and rod or tube-like 
fine structure in bioorganic leucine sulfate surfactants (155).

ESEM has been used to investigate ultrastructure of ice cream (156), the 
characterization of macrophages associated with the tunica vasculosa lentis of 
the rat eye (157), various types of mammalian cells (158), and human eryth-
rocytes (159). Most recently, Griffin (74) illustrated a wide range of ESEM 
biological applications from cyanobacteria to diatoms, as well as various 
animal and plant materials.

In conclusion, recent innovations in both specimen preparation methods 
and instrumentation in electron microscopy, as well as improved computing 
 facilities associated with electron microscopy, have made it possible for bio-
logical  scientists to examine cell structures with unprecedented precision and 
in striking detail. There is a need for the cell and molecular biology community 
to realize the tremendous potential that electron microscopy techniques have 
to contribute to their ultimate understanding of the intricate dynamic of cells 
through the relationship between morphological structures revealed by  electron 
microscopy and the physiological/molecular data they have collected.

It is strongly recommended that post graduate students and young biological 
 scientists should be encouraged to make a serious commitment to long-term 
electron microscopy training and become more experienced in distilling spe-
cific data from the overwhelming information presented by electron micros-
copy, as well as developing greater competency in interpreting images with 
confidence.

Fig. 54.16. A FE-ESEM image of a rare Phaeodarea radilarium collected from the 
deep ocean water. Bar = 500 µm. (Courtesy of Dr. H. Paterson). 
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1. Introduction

Fluorescence microscopy, whether using immunolabeling or expressible 
markers such as green fluorescent protein (GFP), has become one of the major 
tools of the cell biologist. In the fluorescence microscope we can identify 
cellular structures, organelles and macromolecular assemblies with exquisite 
precision, but because these structures appear bright on a dark background, 
strongly labeled objects outside the plane of focus can become extremely dis-
tracting. In the worst case they can completely swamp fine details that are in 
focus. The confocal microscope uses an ingenious bit of optical engineering to 
overcome this problem, and can in fact create fully three-dimensional images 
of complex specimens.

The principle of confocal optics goes back more than 50 yr, but early imple-
mentations were clumsy, and both the mechanical and electronic components 
then available limited their performance. Most early instruments worked in 
reflection, not fluorescence, which was useful in material and engineering 
sciences but had only limited application in biology. Just 20 yr ago, in the late 
1980s, the first confocal fluorescence microscopes appeared (1,2) and had 
an immediate impact in cell biology. Fortunately, too, at that time personal 
computers (though primitive by modern standards) had advanced to the point 
where they could do useful things with digital images, even if they were still 
excruciatingly slow when it came to rendering three-dimensional (3D) data.

2. The Confocal Principle

Confocal microscopy is a scanning technique – the beam of light that excites 
fluorescence is focussed to a small spot and moves across the specimen in a 
regular raster pattern. The “small spot” is technically known as an Airy disk, 
and its size depends on the numerical aperture (that is, the acceptance angle) 
of the lens – the larger the numerical aperture (NA), the smaller the spot will 
be, and hence the better the resolution. It is a basic principle of optics that the 
size of the Airy disk determines the resolution in both scanning and widefield 
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microscopy, and the resolution is identical in both cases. We could therefore 
just add a detector (such as a photocell) to create a simple scanning micro-
scope, which would offer identical performance to a widefield microscope.

In a confocal microscope we do not adopt this simple approach; instead, we 
actually form an image of the scanning spot. (Hence the term confocal, meaning 
that there are two coincident focal points). This does not involve much in the 
way of additional optics because we form this image with the same objective 
lens that produced the scanning spot. The layout is shown in Fig. 55.1. At 
the point where this image is formed we place a “pinhole” – a small aperture 
just large enough to pass the magnified image of the scanning spot. (As we will 
see later, there are conflicting demands on what the actual size of the aperture 
should be). Behind the pinhole is the detector.

This simple layout has the property of rejecting almost all information from 
outside the plane of focus, as Fig. 55.2 shows. The light from the plane that is 
in focus (solid lines) is brought to a small spot at the pinhole, and therefore all 
goes through to the detector. Light illuminating an out of focus plane (dotted 

Pinhole

Non-confocal
detector

Confocal detector

Light
source

Objective

Condenser

Fig. 55.1. The basic light path of a confocal scanning microscope. Light from a point 
light source (usually a laser) is sent through the objective lens by a dichroic mirror just 
as in a standard fluorescence microscope, and focussed to a spot on the specimen. It 
is scanned over the sample – in the simplest case this can just be by moving the slide. 
The returning fluorescence passes back through the objective, through the dichroic, and 
comes to a focus at a pinhole in front of the detector. A detector below the condenser 
will collect transmitted light, but this is not confocal
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lines) as expanded to a circular patch, not a point, and by the time it reaches 
the pinhole the fluorescence from this plane is be spread over quite a large area 
so that very little passes through the pinhole. The improvement this makes to 
the fluorescence image of a thick specimen is dramatic (Fig. 55.3).

Unlike a conventional microscope we are no longer restricted to imaging 
one plane, the plane of “best” focus. With a confocal microscope we can carry 
out optical sectioning – imaging individual planes of a thick object (Fig. 55.4). 
The confocal technique transforms optical microscopy into a fully 3D imag-
ing medium. With a suitable motorized stage we can collect automatically a 

Fig. 55.2. Rejection of out of focus light. Light from the laser is focussed to a spot on 
the focal plane, and the image of this (solid lines) is a magnified spot at the plane of 
the pinhole, so the light passes through to the detector. At an out of focus plane (dashed 
lines) the illuminated area will be a fuzzy blob; at the plane of the pinhole the image 
of this will be a large and even fuzzier blob, so very little light will go through to the 
detector

Fig. 55.3. (a) Conventional and (b) confocal images of a leaf of Selaginella using the 
autofluorescence of chlorophyll, focussed on the same plane. The ability of the confo-
cal microscope to isolate an optical section and eliminate out of focus information is 
very obvious

Pinhole

Source

Beam splitter

Focal
plane
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complete three-dimensional dataset of our sample, and with suitable software 
we can then extract information either by re-sectioning in arbitrary planes or 
constructing projections from different views.

3. Resolution and Point Spread Function

Resolution in the conventional (widefield) optical microscope is normally con-
sidered in the horizontal plane only – lateral resolution. This depends on the 
numerical aperture (NA) of the lens, and in fluorescence is given by the formula r 
= 0.61λ/NA, where r is the minimum resolved distance and λ is the wavelength of 
light. The NA will be marked on any objective, and is the sine of the acceptance 
angle of the lens (measured from the vertical), multiplied by the refractive index in 
which it operates (1 for air, 1.3 for water, and 1.5 for oil). r is also the radius (not 
the diameter) of the Airy disk – the “spot,” which scans the sample in a scanning 
microscope. Typical figures that come out of this formula would be around 450 nm 
for a high-quality dry ×40 objective, NA 0.75, and 240 nm for a top-of-the-range 
oil immersion objective (NA 1.4).

Lateral resolution is also important in a confocal microscope, and as we 
shall see it can in some circumstances be a little better than in a wide-field 
microscope. Confocal microscopes are 3D imaging instruments, so they also 
resolve structures in the axial (Z, or vertical) direction and the axial resolution 
is therefore important. Because it is worse than the lateral resolution, it is even 
more important to optimize it.

3.1. Axial Resolution

The resolution in the Z direction is determined by the amount of light rejected by 
the pinhole, as Fig. 55.2 makes clear. What we can also see from this diagram 

Fig. 55.4. Six from a series of sixty “optical sections” through a zebrafish embryo. 
Combination of autofluorescence and Evans Blue staining. Such a series can give a 
complete three-dimensional reconstruction of a sample
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is that out of focus light can never be totally rejected. However large the out-
of-focus spot, some proportion of the light will get through the pinhole. This 
means that we can never completely exclude out of focus objects. This is not 
normally too much of a problem because the out-of-focus objects will be very 
dim compared to those that are in focus. However, if there is an out-of-focus 
object that is very much brighter than anything else in the specimen it can be 
quite noticeable.

So how can we characterize the axial resolution of a confocal microscope? 
Figure 55.5 shows that the crucial factor in rejecting out of focus light is the 
area covered by the out of focus light compared to the area of the pinhole. 
Hence it is the area of the spot at a given degree of defocus that determines 
axial resolution – what determines this area? Looking at Fig. 55.5b we can see 
that the amount that the light spreads out beyond or before the plane of focus 
depends directly on the angle α at which they converge on the focal point – in 
other words, on the numerical aperture of the lens. So the diameter of the out-
of focus patch of light will depend on the NA of the lens – and the area of that 
patch must therefore depend on the square of the NA. This may seem to be 
laboring an obvious point, but it has the important consequence that the axial 
resolution improves as NA2. This makes it rather different from the lateral 
resolution, which, as we have seen, improves in a linear way with increasing 
NA. Using a high NA lens is therefore even more important for axial resolu-
tion than it is for lateral.

The axial resolution of a confocal microscope is always worse than its 
lateral resolution. We can summarize the way a point will be imaged in three-
dimensional space as the point spread function or PSF, which will be will be 
an ellipsoid (egg-shape). It can be computed, but we can also see it directly by 
imaging beads which lie well below the resolution limit, and so will behave 
as point objects; this is shown in Fig. 55.6. The ellipse will be at its shortest 

Focus

α1 α2

a b

Fig. 55.5. (a) The patch of out of focus light over the pinhole – it is clear that how 
much light gets through depends on the area of the patch relative to the area of the 
pinhole. (b) The effect of numerical aperture. Two different acceptance angles, α1 and 
α2, are shown and in each case the diameter of the out of focus spot depends on the 
sine of α. The area therefore depends on α2
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with the highest NA lenses where its height will be a little more than twice 
its width. Because, as we saw, there is no clear boundary to the ellipsoid in 
the vertical direction, the criterion we use for resolution is the point where the 
intensity falls off to half its maximum intensity, the full-width half maximum 
(FWHM). With an NA 1.4 lens we can expect an axial resolution of about 
500 nm and a lateral resolution about 200 nm. If we halve the NA, by going 
to a dry lens of NA 0.7, we will make the axial resolution four times worse, at 
∼2 µm, but the lateral resolution will be around 400 nm. It is hard to make 
a good 3D reconstruction of an object with a big difference in resolution in 
different directions, so many manufacturers make lenses with relatively low 
magnification and high NA, allowing us to get good 3D confocal stacks of 
reasonably large areas.

3.2. Lateral Resolution

The confocal microscope can also offer a small but useful increase in lateral 
resolution. This is often mentioned, so it is probably worth understanding, 
even though in fact it is not usually applicable to fluorescent imaging (3). It is 
only useful when there is a lot of light to spare, which in general is only the 
case in reflection imaging.

The beam that scans across the sample is an Airy disk, which means that it 
will have a defined profile, dimmer at the edges and brighter in the centre. As 
the beam scans across a point in the specimen (lower line of Fig. 55.7), its Airy 
disk gradually intersects that point. The illumination of that point is therefore 
determined by the distribution of intensities in the Airy disk. The edge of the 
Airy disk will only illuminate the point weakly, and the image Airy disc (upper 
line) will therefore be dim. As the illuminating spot moves further on to the 
point, it will illuminate it more and more strongly, and the image Airy disk will 
therefore become brighter as it progressively moves over the pinhole.

So when we look at the signal received by the detector, it will be a product 
of the gradually increasing overall intensity of the image Airy disk (resulting 
from the distribution of intensity in the illuminating Airy disk) and the inten-
sity distribution in the image Airy disk itself. This means that the intensity 
seen at by the detector any one time is the illuminating intensity multiplied by 
the imaging intensity. The final result is therefore a sharper response, as shown 

Fig. 55.6. 3D reconstructions from confocal images of 100-nm fluorescent beads. 
Because these are below the resolution of the microscope they behave as point objects 
and give us a direct view of the point spread function (PSF) of the microscope: (a) top 
view, (b) 45° view, (c) side view
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in the conventional and confocal response curves (Fig. 55.8). The nominal 
resolution improvement is to some extent a function of what criterion we use, 
but in practical terms it is better than that of a conventional microscope by 
about �2 (1.414) so that our minimum resolved distance is now the Rayleigh 
value divided by �2: 135nm for an NA 1.4 objective.

This sounds very useful, but the reason for caution is that we cannot have 
an actual point detector. If our detector is larger than a point the resolution 

Pinhole

Point object

Image Airy disk

Illuminating Airy disk

a b c

Fig. 55.7. The basis of improved resolution. When the scanning beam just touches a 
point in the sample (a) the image Airy disk is very dim, and only just intersecting the 
pinhole. Halfway to the centre (b) the image disk is brighter, but is only partway across 
the pinhole, which therefore sees a lower proportion of the full intensity than that illu-
minating the sample. At the centre (c) the disk is both fully bright and centred, so the 
detector receives maximum intensity

Conventional

Confocal

Fig. 55.8. The response curves of conventional and confocal microscopes. The dashed 
line shows the distribution of intensities in the Airy disk, and hence the response of 
a conventional microscope when imaging a point. The solid line shows the intensities 
seen by a confocal detector behind a tiny pinhole (Fig. 55.7); the steeper sides give a 
better effective resolution
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improvement is lower, and with the commonly used setting of the detector 
matching the size of the Airy disk it is effectively nil. Optical sectioning – axial 
resolution – is still close to optimal at this pinhole size. So for fluorescence 
imaging we use the confocal microscope for optical sectioning rather than 
improved resolution. Because strong fluorescence above and below the plane 
of focus is the major degrading factor in conventional fluorescence micros-
copy, the signal to noise ratio, and therefore the practically useful resolution, 
is going to be improved even if the lateral resolution is unchanged in theory.

4. Practical Confocal Microscopes

Figure 55.9 shows a schematic of a “conventional” laser scanning confocal 
microscope (LSCM or CLSM), in which one spot scans the specimen in a 
regular pattern or “raster”. Alternative geometries, which still use the basic 

Fig. 55.9. Diagram of a confocal scanning head. Laser light (1) is reflected by the 
primary beamsplitter (2) to the scanning mirrors (3), which scan the beam and send it 
into the microscope. The returning fluorescence is descanned by the scan mirrors and 
passes through the beamsplitter to the pinhole (4). Dichroics (5) split the light into dif-
ferent wavebands and send these through barrier filters (6) to the PMTs
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confocal principle – often sacrificing some degree of confocality in the interests 
of speed – are covered in Section 5. Current confocal microscopes from Leica, 
Zeiss, Nikon, and Olympus all conform (more or less) to this basic plan.

The light source for a CLSM has to be a laser – nothing else can deliver 
enough light into one spot – which means that unlike a conventional fluores-
cence microscope only certain defined wavelengths will be available. There 
we have to give some thought to what wavelengths we will need when specify-
ing a confocal microscope. Typical lasers are either gas (argon, krypton, and 
helium-neon) or solid state. Gas lasers were the norm until recently. Argon 
lasers can give up to four wavelengths in one laser, ranging from blue-violet 
to blue-green (440, 470, 488, and 514 nm). Krypton can offer yellow-green 
and red (568 and 447 nm). Helium-neon lasers only give a single wavelength, 
typically either green (543 nm) or red (433 nm). Gas lasers are bulky and pro-
duce a lot of heat, so more recently solid state lasers, which are tiny and run 
cool, have become more popular. These only produce single wavelengths, so 
we may need more of them – but they are usually not expensive. They come 
in two forms – straight diode lasers and diode-pumped solid-state (DPSS) 
lasers, in which a diode pumps a crystal laser. Diode lasers cover the violet to 
blue range, 405–488nm, and the red (470 nm), although DPSS lasers handle 
the green to yellow region at 532 and 561 nm. The practical difference between 
them is that DPSS lasers are very precise and monochromatic, like gas lasers, 
although diode lasers typically produce a narrow spread of wavelengths, and 
may not produce exactly the designated wavelength. This is because DPSS 
lasers depend on a particular excitation level in a crystal, which cannot vary, 
although the wavelength of a diode laser depends on the physical dimensions 
of its manufacture.

The light from the laser or lasers enters the confocal head (Fig. 55.9(1)) 
either directly or, more often, via an optical fibre. On low-cost or older 
microscopes the choice of laser line is by shutters or filters, and the degree of 
attenuation (because most lasers have more power than we need) is controlled 
by neutral-density filters. More sophisticated systems use an acousto-optical 
tuneable filter (a crystal of tellurium oxide controlled by ultrasound) to carry 
out both functions. The key advantage here is speed – we can switch wave-
lengths or turn the light on or off very rapidly with an AOTF.

The incoming light is the reflected by the beamsplitter (Fig. 55.9(2)), 
which is usually a dichroic mirror. A simple dichroic passes all wavelengths 
longer than a cut-off value, and reflects all shorter ones. This is fine if we 
only want to use one wavelength at a time, but for multiple labeling we may 
prefer a double or triple dichroic, which by clever optical engineering reflects 
two or three specific wavelengths while passing the rest of the spectrum. 
Multiple dichroics are inefficient, and another alternative is to use a polar-
izing beam splitter, which preferentially reflects on particular plane of 
polarization. Because laser light is polarized, whereas fluorescence typically 
is not, this can be an effective solution, and it allows a free choice of exci-
tation laser lines. However, as with a multiple dichroics, the efficiency is far from 
100% – some incoming light is lost and so is some fluorescence. One maker 
– Leica – has adapted the principle of the AOTF to produce a beamsplitter. 
This is a complex solution – it requires four tellurite crystals – but puts the 
choice of reflected and transmitted wavelengths completely under computer 
control, with quite high efficiency.
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The incoming light then passes to the scanning mirrors (Fig. 55.9(3)), which 
scan the beam across the specimen, and thence into the microscope itself. By 
changing the amplitude of the scan we can change the magnification independ-
ently of the objective magnification – a wide scan field will give a low mag-
nification, whereas a narrow one will give a high magnification. At the widest 
scan there will probably not be enough pixels to capture the full resolution of 
the objective, but it provides a useful overview. For optimal resolution the rule 
is to have 2.5 pixels within the minimum resolved distance (4), which implies a 
pixel size of ∼80 nm with an NA 1.4 objective. A little more magnification – up 
to three pixels within the resolution distance – will not hurt, but more will just 
bleach the sample without giving any more information.

As we saw in Fig. 55.1, we can have a detector below the specimen, which 
will give a nonconfocal, scanned, image acquired simultaneously with the 
confocal image. Optical theory tells us that this image will be identical to a 
wide-field image, and we can therefore use contrasting techniques such as 
phase-contrast and differential interference contrast. This can be extremely 
convenient in practice because it will reveal other cell structures, which are not 
labeled with our fluorescent probes, enabling us to relate labeled structures to 
the rest of the cell.

The returning fluorescence is descanned (returned to a stationary beam) 
when it passes back through the scanning mirrors. It is transmitted through 
the beamsplitter and comes to a focus at the pinhole (Fig. 55.9(4)). Unlike the 
simple scheme shown in Fig. 55.1, in practice we want to detect several different 

Fig. 55.10. Spectral confocal detection. The image shows tissue of the coral Euphyllia 
ancora and the traces show fluorescence spectra of the three different regions indi-
cated. (a) and (b) show different coral fluorescent pigments whereas (c) shows the 
680 nm chlorophyll peak from the symbiotic algae
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wavelengths so the light is then split by more dichroic mirrors (Fig. 55.(5)) 
into two, three or more channels each containing a particular wavelength 
range. Barrier filters (Fig. 55.9(6)) further refine the detected wavelength range 
and block any stray laser light before the signal reaches the detectors, which 
are photo-multiplier tubes (PMTs).

Some manufacturers prefer to split the wavelengths before the pinhole, in 
which case multiple pinholes are used, one in front of each PMT. Whichever 
approach is used, the detected wavelength ranges are constrained by the dich-
roics built into the system, and for greater versatility high-end microscopes 
offer spectrometer-based detection. In these systems the light is split into a 
spectrum after the pinhole by a prism or grating, and the part of the spectrum 
assigned to each display channel is entirely under user control. There is also 
the possibility of obtaining a spectrum at each point of the image (Fig. 55.10) 
so that we can determine the optimal detection ranges for unknown fluoro-
chromes. In principle, spectral detection is also highly efficient, because 
dichroic mirrors and barrier filters (each of which will waste some light) are 
avoided. As with any system, of course, the actual sensitivity will depend on 
the implementation.

5. High Speed Confocal Microscopes

In a conventional CLSM, there are two scanning mirrors, one moving in the 
“y”, vertical, direction, which moves quite slowly, and the other moving in the 
“x”, horizontal direction, which has to move very rapidly. When we are look-
ing at living cells, the x-scan becomes the rate limiting step, determining how 
fast we can image transient phenomena. Technological advances can boost this 
speed to some extent, but in the end we are limited by the number of photons 
available, and increasing speed just leads to diminishing signal. Therefore 
moves towards microscopy in “real time” (which usually means television 
rate, an interesting comment on the contemporary idea of reality) have usually 
involved sacrificing some degree of confocality in the interests of speed. There 
are two approaches which have established themselves, either eliminating the 
x-scan and using a line of light, or scanning multiple points at one time.

5.1. Line Scanning Systems

Because the horizontal (x) scan places the limitation on scanning speed, why 
not eliminate it and just use a y scan? A line of light will traverse the sample, 
and this will be imaged on a slit (Fig. 55.11). Many designs based on this prin-
ciple have appeared over the years, but at the time of writing the best-known 
is probably the Zeiss version seen in the LSM5 – live and LSM5 – Duo. Some 
older designs rescanned the line after the slit, so that the image could be cap-
tured on a conventional CCD or video camera – this also had the benefit of 
providing a live image which could be viewed through an eyepiece. However 
the simpler approach of using a linear CCD array (which has an equally long 
history) is now the more popular. Resolution in the x direction is therefore 
provided by the detector, whereas the scan gives resolution in the y direction. 
This limits the ability to vary the scanned area as we do in the CLSM – it is 
easier to reduce the height of the scanned area, but reducing its width can only 
be done by sacrificing pixels.
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The axial resolution of a slit-scanning system will be poorer than that of a 
CLSM, and in principle the lateral resolution will be anisotropic. However, 
such considerations are not really relevant – these instruments are not designed 
to replace the CLSM as a tool for 3D imaging, but to provide sufficient opti-
cal sectioning to eliminate out-of-focus detail while capturing rapid changes 
in living cells. Because an entire line of 512 pixels is illuminated and captured 
at once, the dwell time on each pixel is effectively 512 times that of a CLSM 
scanning at the same speed. The light budget is therefore very good, and it is 
relatively easy to obtain adequate signal even at high frame speeds.

5.2. Multiple Point Scanners

The idea of scanning with a rotating disk containing a spiral pattern of holes, 
so that there are many points of light and many pinholes all operating at once, 
goes back to the very early days of confocal microscopy (5). However, the 
catch was the problem of getting sufficient light through the holes, and early 
systems gave dim images, which could only be used in reflection mode.

This problem was solved by the Yokogawa Company, who has developed a 
double-disk scanner in which the upper disk contains micro-lenses concentrat-
ing the light on to the corresponding pinholes in the lower disk (Fig. 55.12). 
Several companies have developed commercial instruments using Yokogawa 
scanners, of which the best known is probably the Perkin–Elmer Ultraview. 
In these systems the image is recorded by a conventional CCD camera – the 
faster and more sensitive this is, the better the performance. A live image can 
therefore also be viewed through an eyepiece, though few users seem to make 
use of this feature. As with line-scanners, the light budget is good because a 
thousand or so points are scanned at any one time.

There are several practical differences from line-scan systems. The scan 
speed is determined by the rotation of the disk, and cannot be varied as it 
can in a line-scanner. (The capture rate of the CCD camera can be varied, 
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Fig. 55.11. The basis of a slit scanning confocal. Light from the laser is shaped into 
a line by special optics and scanned across the sample by just one mirror. The return-
ing fluorescence passes through a slit instead of a pinhole and is captured by a linear 
detector (CCD array)
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but unless it is synchronized with the disk rotation some frames might show 
brighter and darker stripes as they are not exact multiples of a rotation). There 
is also no possibility of varying the area scanned. The key difference lies in 
the confocality. Some out of focus light can return through the “wrong” pin-
hole, but the extent to which this will happen depends a lot on the specimen. 
With a thin sample, the cone of light from one pinhole will not intersect with 
that from the next pinhole, and optical sectioning will be virtually the same 
as in a CLSM, and substantially better than in a line-scan system. The thicker 
the sample, the more the axial performance will degrade. Cell cultures, small 
embryos and similar samples will suit the microscope better than whole 
animals or organs. An example of high-speed imaging with a Perkin–Elmer 
Ultraview is given in Fig. 55.13.

Other types of multiple-point scanners, which use an orthogonal array of 
points rather than a disk, have been developed. In general they have similar 
strengths and weaknesses, with no clear advantage over the Yokogawa disk 
system, which dominates this section of the market.

Fig. 55.12. Diagram of the Yokogawa scanning system, the basis of the Perkin–Elmer 
Ultraview and several other real-time confocal microscopes. By courtesy of Yokogawa 
and Perkin–Elmer Inc

Microlens array disk

Pinhole array disk

Laser

CCD

Dichroic
mirror

Objective
lens

Sample



1022 G. Cox

6. Nonlinear Microscopy

In conventional fluorescence microscopy it is axiomatic that the excitation 
wavelength must be shorter than the emitted wavelength – the incoming 
photon must have more energy then the outgoing one. We could ask, though, 
what would happen if two long-wavelength photons happened to arrive at the 
same molecule at the same time? If they both gave up their energy they could 
excite fluorescence even if one on its own could not. Two-photon excitation 
of fluorescence was proposed many years ago, and subsequently demonstrated 
in the laboratory, but its use in microscopy is still a relatively new technique 
(6). Clearly the likelihood of two photons striking the same molecule simul-
taneously is going to be very low, so that the amount of light we would need 
to get a usable signal would fry the specimen if it were applied continuously. 
The solution is to use very short pulses of light so that the peak intensity is 
extremely high but the average is quite moderate. The key question is clearly 
why we should be interested in such an esoteric technique.

The first reason is that we will only excite fluorescence at the focussed 
spot – above and below this the light is not intense enough for two-photon events 
to occur. Thus we are selecting one focal plane at the excitation stage – without 
needing confocal optics to exclude out-of-focus light. In fact, we can show 
mathematically that the focal plane selection is exactly the same as in a con-
focal microscope, but we can use wide-field detectors and thereby collect a 
lot of scattered light that would be lost in a confocal system, making our 
detection more efficient. In the confocal microscope, even though we only 
observe one plane at a time, we are exciting fluorescence – and bleaching our 
fluorochromes – above and below this plane, but with two-photon excitation 
there is no excitation or bleaching outside the volume we are imaging.

Fig. 55.13. Calcium wave in a cultured cardiac myocyte – 2 consecutive frames from a 
sequence of 330 taken with the Perkin–Elmer Ultraview. Courtesy Perkin–Elmer Inc
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Secondly, long wavelengths are much less damaging to cells than short 
ones. Ultraviolet light is immediately toxic to living cells, but the far red or 
very near infrared wavelengths that we use for two-photon microscopy cause 
relatively little damage. They also penetrate very well into tissue, so that if 
our goal is to image living tissue we can go deeper and for longer than we can 
with confocal (Fig. 55.14).

The advance that has made all this possible is the development of the tita-
nium sapphire (Ti-S) laser. Although in principle other laser sources are pos-
sible, all commercial two-photon microscopes use Ti-S lasers. These produce 
extremely short (100 fs) pulses of light – one femtosecond (fs) is 10−15 s. The 
pulse interval is typically around 10ns, so there will be hundreds of pulses at 
each pixel of our image, but the gap between pulses is very large relative to 
their length. With a mean input power of a few milliwatts we can have a quite 
colossal power density in the pulses. The other useful feature of the Ti-S laser 
is that is tunable – the wavelength can usually be adjusted between 700 and 
1,000 nm, though the power falls of somewhat at the ends of the range. This 
means that we can look at a wide range of fluorochromes with a single laser.

The major disadvantage is that the longer wavelength limits the attainable 
resolution. Even this is not as bad as it might seem because the whole 
�2 resolution improvement (Section 3.2) is available without the impractical 
requirement of using a tiny pinhole (3). In practical terms we can expect a 
resolution of around 250 nm using an NA 1.4 oil-immersion lens and 800 nm 
excitation, which is broadly on a par with wide-field fluorescence micros-
copy. Other disadvantages are practical. The laser is bulky and expensive, 
and although it is tunable this is a relatively slow process – we cannot change 

Fig. 55.14. Three-dimensional reconstruction of Hoechst-stained chromosomes at 
the second division of meiosis in a living Agapanthus anther, imaged at a depth of 
200 µm in a two-photon microscope. The original set of optical sections from which the 
reconstruction was made was taken by José Feijó at the Gulbenkian Institute, Oeiras, 
Portugal
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wavelengths with the speed and facility we are accustomed to in confocal 
microscopy, nor use multiple wavelengths simultaneously. However, for 
deep imaging, and for prolonged viewing of living cells, it is the method of 
choice.

Two-photon excited fluorescence is described as a nonlinear process 
because the fluorescence intensity depends on the square of the excitation 
power – the likelihood of one photon being present depends on the intensity, 
so the likelihood of having two depends on the square of the intensity. It is 
not the only nonlinear process we can use in microscopy. Another, which has 
an even older history, is second harmonic generation (SHG) (7). Certain sub-
stances have the property, when hit with high-intensity light, of generating the 
second harmonic of that light – that is, light of twice the frequency and half the 
wavelength. The ability is an intrinsic property of the substance, and depends 
strongly on the molecule not having any plane of symmetry. Many crystals are 
very effective second harmonic generators and are used, for example, to con-
vert infrared laser light to green light (as in everyday green laser pointers).

It is only quite recently that this has become common as a technique in cell 
biology. In animal tissue collagen (particularly type I collagen) is a strong 
generator of second harmonics (8) and because collagen is a very important 
structural protein it has been the prime target for this type of work. The 
requirements for SHG imaging are essentially the same as for two-photon 
microscopy, so the same equipment can carry out both techniques. There are 
several key differences in the image formation, though. The SH signal is quite 
directional, so rather different images will be seen in transmission and back-
propagated detectors (Fig. 55.15). It is therefore very useful to have both – but 
fortunately that is now quite common in any case. Unlike fluorescence, which 
has a spectrum of frequencies, the SH signal is exactly half the wavelength of 
the laser light. No energy is lost in the process, so there is no damage to the 
sample or fading of the signal.

Myosin is another protein which generates second harmonics, though less 
strongly, and SHG microscopy therefore has had some relevance in muscle 

Fig. 55.15. SHG images of collagen in cryo-section of unfixed human Achilles tendon 
biopsy (sample supplied by Regina Crameri). (a) Forward propagated signal (b) back-
ward propagated signal. Excitation 840 nm
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research. In plant cells, and food products derived from them, starch can be 
imaged very easily by SHG (9). Some fluorescent dyes which are used for 
mapping membrane potential, also turn out to be SH generators, and there may 
well in the future be targeted SHG probes, just as there are targeted fluorescent 
probes now.
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1. Introduction

Solid tissues and organs, especially diseased tissues, are complex structures 
composed of heterogeneous mixtures of morphologically and functionally 
distinct cell types. The purposeful molecular study of cytologically and/or 
phenotypically specific cell types from tissues either normal or often more 
importantly abnormal or diseased requires the availability of rapid, efficient 
and accurate methods for obtaining specific defined groups of cells for further 
study. Whereas for example circulating blood cells can readily be separated 
into their distinct morphological and phenotypic classes by cell sorting using 
flow cytometry obtaining specific types of cells from solid tissues for analysis 
has until recently been much more difficult. Although manual methods of tissue 
microdissection have been described they are slow, cumbersome and not very 
specific. However, the development of laser based methods of microdissection 
for selecting specific types of cells from thin sections of tissues with direct 
microscopic visualisation of the process has greatly facilitated the appropriate 
and meaningful molecular analysis of specific types of cells and thus providing 
new insights into normal cell biology and disease mechanisms.

There are two major systems for performing laser-assisted tissue based micro-
dissection namely laser capture microdissection and laser cutting microdissection 
and both types of system have now been commercially available for several 
years. This chapter will outline the principles of these technologies and consid-
eration will also be given to the main downstream molecular applications.

There are a wide range of powerful and increasingly sophisticated mole-
cular technologies including expression microarrays and proteomics which 
are now available to analyse the biology of cells. To fully exploit the value 
of these technologies in the analysis of specific tissues or organs requires 
that the investigator must be certain that the appropriate type or types of cells 
are analysed. Laser based microdissection techniques have allowed this to be 
achieved in a straightforward and non-time consuming manner. It is now even 
possible to microdissect a single cell and analyse its molecular properties.
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There are two different technologies that have been developed for laser based 
microdissection systems. One technology is laser capture microdissection using 
an infra red laser while the other technology is based laser cutting using an 
ultraviolet laser. With either of these technologies it is possible to mcicrodissect 
cells based on their morphology or select cells according to their phenotype. 
Positive or negative selection of cells is also possible i.e. the microdissec-
tion acquires the cells of interest or microdissection is used to remove all the 
unwanted cells leaving behind the cells of interest.

2. Methods

2.1. Laser Capture Microdissection

The laser capture microdissection system was originally developed about ten 
years ago at the National Institutes of Health, Bethesda by Emmert-Buck 
and his colleagues. They recognised the need to develop a microscope based 
microdissection system for accurately and efficiently obtaining cells from 
histological tissue sections to fully exploit at that time what were emerging 
molecular analytical technologies (1,2). The system was primarily developed 
to facilitate the molecular analysis of tumour cells from solid tumours. This 
system rapidly moved into commercial production by Arcturus BioScience 
who have since then further developed the system most notably with the addi-
tion of automation (3). The laser capture microdissection system is now prob-
ably the most widely used laser based microdissection system worldwide and 
my own experience of over 7 y is with this system specifically the Arcturus 
Pixcell II laser capture microdissection system (4–7).

The underlying principle of the laser capture microdissection system is very 
straightforward and involves the “capture” of either groups of cells or individual 
cells onto a thermoplastic membrane from stained tissue histological sections 
(this can be frozen tissue sections or fixed wax tissue embedded sections) or 
cytological preparations (1,4,5). The sections can be stained with a variety of 
standard histological stains and the instrument appears to work equally well 
with all these dyes. The plastic membrane which overlies the tissue section is 
attached to a specially designed “cap” and the design of the instrument ensures 
that the plastic membrane is held in direct contact with the tissue section. The 
thermoplastic is briefly melted by a low power narrow beam infrared laser 
directed at the cells of interest under microscope control. As the plastic cools 
and solidifies again, the cells are embedded or captured onto the plastic mem-
brane and are removed from the tissue section by lifting off the cap along with 
the plastic membrane from the tissue section (Fig. 56.1). Multiple groups of 
cells can be readily captured onto the same membrane. The instrument allows 
for both the power of the laser beam and its diameter to be altered to ensure that 
the optimum conditions are used for the microdissection of a particular tissue. 
Generally a greater laser power is required to microdissect cells from formalin 
fixed wax embedded sections compared with unfixed frozen sections.

In addition, this system recently has also been used to capture cultured cells 
thus opening up new possibilities for the analysis of specific types of living 
cells (3). The cells of interest were captured directly from the special slides on 
which they were grown and there was no requirement for the cells to be stained 
with a histological dye prior to capture (3).
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2.2. Laser Cutting Based Microdissection

This type of laser microdissection operates on an entirely different principle 
to that used in laser capture microdissection (9–11). The basic principle is 
that a pulsed beam ultraviolet laser is used to “draw” round the cell or cells 
of interest and these cells are “cut-out” from the tissue section. Surrounding 
unwanted tissue can also be photoablated by the laser. Different manufactures 
have produced laser cutting microdissection systems all of which vary in the 
precise details of operation especially with regard to the method of collection 
and transfer of the microdissected tissue for subsequent molecular analysis. 
In the Zeiss/PALM® system the laser can be used to “catapult” the microdis-
sected cells into a collecting tube whereas in the Leica AS LMD® system the 
section is inverted so that after microdissection the microdissected cells fall 
into the collecting tube under the influence of gravity. The advantages of this 
method is that there is no physical contact between the cells and plastic unlike 
in laser capture microdissection and clearly avoids the potential risk of modi-
fication of the molecules of interest by especially the heating and cooling of 
the thermoplastic membrane. Similarly the Molecular Machines and Industry 

Fig. 56.1. Laser capture microdissec-
tion of colorectal carcinoma. Sections 
of formalin-fixed, wax-embedded 
colorectal adenocarcinoma are stained 
with methyl green and positioned for 
laser capture (A). Tumor cells are 
selectively captured (B). Captured 
cells can be visualized on the cap 
(C). (From Dillon et al in Methods 
in molecular biology vol 293:Laser 
capture microdissection methods and 
protocols (Murray, G.I. and Curran, S. 
eds.), Humana, Totowa, NJ) (8)
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system (mmi cell cut®) is a laser based cutting system which uses a plastic 
membrane to remove the microdissected cells. This system can also be used to 
microdissect and acquire living cells in culture for further analysis.

Recently Arcturus has introduced the Veritas® system which is dual func-
tion laser microdissecting system equipped with both a laser capture microdis-
section system and a laser cutting system and this system is fully automated. 
The user can predefine the cells of interest to be microdissected and the system 
will automatically perform the microdissection. This is particularly advanta-
geous when relatively large amounts of cells need to be captured, e.g., for 
proteomics (see Section 3.3).

2.3. Tissue Preparation for Laser Microdissection

Since all laser microdissection techniques are based on the microscopic visu-
alisation of tissue sections or cells one of the most important issues in applying 
laser microdissection techniques to the analysis of cellular constituents is the 
specific choice of tissue preparation. This is to ensure that the molecules of 
interest are preserved in the most appropriate manner while at the same time 
ensuring at least adequate tissue morphology. This will allow satisfactory visu-
alisation and identification of the cells of interest with the laser microdissec-
tion system. Factors related to tissue preparation (e.g., type of fixation, choice 
of histological stain) which need to be considered for the individual classes 
of biological molecules (DNA, RNA, and protein) will be outlined. In some 
cases especially for the rarer types of human disease fresh tissue may not be 
available and it will be necessary to use fixed tissue.

Following microdissection of individual groups of cells specific types 
of molecules including nucleic acid both DNA, RNA, and protein can all 
be readily extracted with appropriate procedures and used for an extensive 
range of molecular analysis including PCR, gene expression studies and 
proteomics (1,5,9,12). Laser microdissected cells have been found to be 
compatible with all the molecular analytical techniques that have been used. 
The process of capturing the cells onto the thermoplastic membrane in laser 
capture microdissection does not appear to alter or damage the integrity of 
DNA, RNA or protein nor does embedding the cells onto a thermoplastic 
membrane appear to prevent a subsequent high rate of recovery of such 
molecules. Histological staining of the tissue which is generally necessary 
for laser microdissection, to allow adequate microscopic visualisation of the 
tissue morphology and to permit selection of cells for microdissection, does 
not appear to significantly alter most cellular constituents although the pre-
cise choice of histological stain will often depend on the type of tissue being 
studied and the type of down stream molecular analysis proposed (13).

The aim of histological staining is to ensure that tissue structure can be 
satisfactorily visualised. The tissue sections should be exposed to these histo-
logical stains for only a very short period of time thus minimising the potential 
for alteration, degradation or extraction of cellular constituents which may 
result in inappropriate results of the molecular analysis. RNA and cytoplasmic 
proteins are the probably the two major groups of molecules which are most at 
risk of being degraded or extracted during the histological staining procedure. 
Many investigators prefer to avoid hematoxylin as this dye can contain heavy 
metal ions and at a practical level in the laboratory needs a longer period of 
staining and requires “differentiation,” which involves another step when 
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cellular constituents could be altered or lost. As a general rule we have found 
that a rapid one-step histological stain with for example cresyl violet or toluidine 
blue works very well and tissue sections can be stained by incubation with 
either of these dyes for only a few seconds.

3. Applications

Laser microdissected material can been used to analyse DNA, RNA and pro-
tein and laser microdissected cells have been used in a wide of downstream 
molecular applications, which will be outlined in the following section.

3.1. Laser Microdissection and Genomic Analysis

DNA can be readily extracted from fixed tissue or unfixed tissue although 
with fixed tissue the DNA to a greater or lesser extent will be fragmented. 
However for most techniques involving DNA analysis fragmentation of DNA 
is not a major issue. The analysis of DNA from microdissected cells can be 
divided into two broad categories: whole genome analysis and the analysis of 
individual genes and both will be described.

3.1.1. Global Analysis of DNA
Whole genome analysis applying techniques such as comparative genomic 
hybridisation, array based comparative genomic hybridisation and high-density 
single-nucleotide polymorphism microarrays (so called “SNP chips”) generally 
require DNA from unfixed tissue or cells for optimum results. However, all 
these techniques will or are most likely to work with DNA extracted from cells 
microdissected from fixed tissue. These techniques all require a DNA amplifi-
cation step (whole genome amplification) and if DNA from fixed tissue is being 
used it is particularly important to ensure that amplification of DNA is uniform 
to ensure that there is either no over or under representation of specific DNA 
segments in the amplified DNA. This will ensure that misleading results regard-
ing gain or loss of specific chromosomal regions are not erroneously obtained 
as a result of “biased” or selective genome amplification (14,15).

3.1.2. Analysis of Individual Genes
Analysis of specific genes generally using some form of the PCR is straight 
forward from laser microdissected tissue (Fig. 56.2). Down stream DNA based 
applications of microdissected cells include qualitative PCR, real time quanti-
tative PCR, gene sequencing and mutation analysis. PCR does not appear to be 
affected by microdissection and specific DNA segments can readily be ampli-
fied from cells microdissected from both fresh frozen and fixed tissue sections. 
Generally DNA fragments of up to 300 base pairs can readily be amplified 
from formalin fixed tissue while much larger DNA fragments can be easily 
amplified from unfixed tissue, if required. As described in the section (Section 
2.3) on tissue preparation there are theoretical concerns that components of 
histological dyes (especially haematoxylin) used to stain the tissue sections 
or cells or the solvents used to process fixed wax embedded tissue sections 
may inhibit PCR, however, generally this has not been found to be a practical 
concern. In addition heat produced by the laser during the microdissection pro-
cedure, especially by laser capture microdissection, theoretically could alter 
DNA and once again this has not been found to be a practical problem.
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In many instances relatively crude proteolytic digests of microdissected tissue 
can be used as the starting material for the amplification of DNA. In my 
laboratory we have successfully used proteolytic digests of microdissected 
tissue to amplify both endogenous genes (16) and viral genes (17). Prolonged 
digestion of the microdissected tissue with a proteolytic enzymes digests the 
protein component of cells while “freeing” the DNA. Many broad spectrum 

Fig. 56.2. Schematic illustration of the different steps involved in genetic analysis of 
the p53 gene from single cells. The strategy of multiplex/nested PCR followed by direct 
DNA sequencing is depicted. (From Micke et al in Methods in molecular biology vol 
293:Laser capture microdissection methods and protocols (Murray, G.I. and Curran, 
S. eds.), Humana, Totowa, NJ.) (8)
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proteolytic enzymes are suitable but it is important to ensure that they are of 
suitable purity and are free of active nucleases especially DNase. We have not 
found it necessary to purify the DNA prior to conducting PCR based analysis. 
In addition if the DNA has been obtained from only a few microdissected 
cells any attempt at purification of the DNA has the risk of losing a significant 
proportion of the DNA during the cleaning-up procedure. DNA obtained from 
this type of starting material and processed in this way can be easily used in 
real time quantitative PCR to gain a quantitative measure of endogenous gene 
copy number or accurately assess viral copy (18).

3.2. Laser Microdissection and Gene Expression

For most techniques examining gene expression especially microarray based 
experiments undegraded mRNA is required to give optimum results and 
this generally means the use of unfixed tissue. However, RNA can also be 
extracted from fixed tissue. Precipitant fixatives such as ethanol or acetone 
result in the preservation of relatively intact RNA while cross-linking fixatives 
such as formalin result in considerable RNA degradation (19,20). RNA can be 
obtained from formalin fixed tissue and while it is likely to be degraded, RNA 
obtained from microdissected fixed tissues has successfully been used for 
RNA analysis. Like the analysis of DNA analysis of RNA can be considered 
in two broad groups. The global analysis of gene expression usually using 
microarray technology and the analysis of individual expressed genes.

3.2.1. Global Analysis of Gene Expression
The global analysis of gene expression generally involves the use of expres-
sion microarray technology and this type of technology combined with laser 
microdissection provides a very powerful set of techniques for defining and 
understanding gene expression in specific types of cells or even single cells 
(21). The RNA obtained from microdissected tissue requires to be amplified 
prior to labeling and hybridization to an appropriate microarray (22). There 
are a number of commercially available kits from the major reagent suppliers 
which have been specifically designed for use with microdissected tissue sam-
ples, which simplifies and standardizes all the steps in procedure from RNA 
extraction through to nucleic acid labeling before hybridizing to the microar-
ray. Microarrays have been developed specifically for use with RNA extracted 
from fixed wax embedded tissue.

3.2.2. Analysis of the Expression of Individual Genes
The analysis of the expression of individual gene by PCR following microdis-
section is straightforward even with single cells (23). RNA requires to be extracted 
from the microdissected cells and then converted to cDNA before use in PCR. 
As described above there are a number of commercially available kits spe-
cifically designed to work with microdissected tissue samples and the whole 
procedure from RNA extraction through to cDNA synthesis is made relatively 
straight forward by use of these kits.

3.3. Laser Capture Microdissection and Proteomics

Proteomics which is the global analysis of protein expression encompasses 
arrange of different types of technology to permit the analysis of many proteins 
or specific groups of proteins. The number of technologies that are available 
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to analyze protein are numerous and reflect the complexity of studying the 
structure, function, and expression of proteins. Some of the main technologies 
directly associated with proteomics are two-dimensional gel electrophoresis, 
solid phase surface desorption of proteins and mass spectrometry. Proteins 
extracted from laser microdissected material have been succesfully used with 
all these technologies and each of these proteomics methods has its advantages 
and disadvantages.

In contrast to the analysis of DNA where both fixed and unfixed tissue 
samples can be used tissue preparation for proteomics is very important. This 
is to ensure no alteration of protein structure by tissue fixation or extraction 
of soluble proteins during the tissue preparation process. Analysis of proteins 
therefore needs to be performed using fresh frozen section of tissue as forma-
lin fixation of tissue extensively cross links proteins and makes extraction of 
proteins from tissue and cells almost impossible. In some cases precipitant 
fixatives, e.g., acetone or ethanol may be used for the analysis of specific 
proteins. However, as a general principle it is a good idea to avoid any tissue 
fixative when proteins are being studied to avoid any risk of protein modification 
or denaturation.

Whereas in the study of nucleic acid either DNA and RNA the investigator 
has the availability of amplification techniques most notably the polymerase 
chain reaction to allow the generation of sufficient material for analysis no 
matter how small the starting sample even a single cell the researcher studying 
proteins does not have the advantage of an equivalent technique. The conse-
quence of this in relation laser microdissection is that generally much more 
tissue has to be microdissected to ensure an adequate amount of protein for 
analysis compared with nucleic acid analysis. The amount of protein that is 
required for most proteomics studies is often in the microgram to milligram 
range whereas many-fold lower amounts of nucleic acid can be used. Since 
much more protein has to be procured then microdissection of tissue/cells for 
is relatively time consuming. The development of automated microdissection 
systems which can be programmed to dissect the cells of interest represent 
a significant advance and their increasing availability suggests that more 
proteomics studies with laser microdissected material will be carried out.

3.3.1. Laser Microdissection and 2D Gel Electrophoresis
The classic proteomics technology for the analysis of global protein expres-
sion has been two-dimensional gel electrophoresis followed by mass spec-
trometry of protein spots of interest (12,24). 2D gel electrophoresis produces 
proteins maps, which can be interrogated by visual inspection or with greater 
much accuracy and sensitivity by computer based image analysis. Protein 
maps from for example normal and diseased tissue can be compared and differ-
entially expressed proteins identified. Proteins can either be identified on the 
basis of their electrophoretic mobility by comparison with established protein 
databases or can be identified by mass spectrometry.

Laser microdissected tissue has been used for 2D gel electrophoresis but 
this technique probably of all the proteomics techniques has the requirement 
for the greatest amount of protein. It is particularly important in 2D gel elec-
trophoresis that the proteins are unmodified by the tissue preparative process 
and laser microdissection. Laser capture microdissection has the advantages 
of being able to microdissect many cells rapidly although theoretically the 
process of capturing cells onto the thermoplastic membrane may result in a 
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low yield of protein or protein modification. Neither of these factors have been 
shown to be a problem. The non-contact laser cutting methods of laser micro-
dissection do not suffer from these potential disadvantages although however 
compared with laser capture microdissection these methods of laser microdis-
section may be more time consuming in acquiring cells.

3.3.2. Protein Analysis Using Laser Microdissected Cells 
and Protein Chip Technology
Cells obtained from laser microdissected cells have been used to analyse pro-
tein expression patterns using protein chip technology. One of the advantages 
of using protein chip technology is that a significantly smaller amount of 
protein is required compared with methods involving 2 D gel electrophoresis. 
Protein lysates are prepared from microdissected cells and the lysate applied to 
a range of “protein chips” (24). The protein lysates require to be prepared from 
unfixed tissue samples fixed tissue sections are not suitable as most proteins 
cannot be extracted from fixed tissue. The most widely used type of protein 
chip technology has been surface absorption of proteins onto a solid phase 
matrix coated or treated in such a way to allow the analysis of specific class 
or types of proteins. This is SELDI (surface enhanced laser/desorption ioniza-
tion) technology and following absorption of proteins onto the matrix the pro-
teins are analyzed by mass spectrometry. This produces a profile or signature 
for each sample and profiles from different samples can then be compared. 
If required definitive identification of individual can be performed using fur-
ther mass spectrometric techniques.

Another type of protein chip that has been used analyse proteins from 
microdissected tissue samples is the so called reverse phase microarray. In this 
type of microarray protein lysates from cells, in this case microdissected cells, 
are “printed” onto a glass slide and each slide probed with a different antibody 
to determine the protein expression pattern (25). Alternatively cell lysates, fol-
lowing labelling with an appropriate reporter molecule usually a fluorescent 
molecule can be applied to an antibody microarray where individual antibod-
ies have been “printed” onto a glass slide. Once again expression patterns of a 
range of proteins can be determined.

3.3.3. Laser Microdissection and Mass Spectrometry
One of the most interesting types of proteomics studies using laser microdis-
sected cells is the direct mass spectrometric analysis of microdissected cells 
(26,27). Microdissected cells are placed on a mass spectrometric plate and 
subject to mass spectrometry without any intervening steps. The mass spec-
trometric analysis produces specific mass spectrometric profiles and unique 
profiles have been successfully identified in cells from malignant tumors in 
comparison with corresponding normal cells. However the analysis of the 
mass spectra is complex and require sophisticated computer based algorithms 
to derive useful information as visual inspection and visual comparison of the 
mass spectra are generally not adequate to obtain significant information.

4. Conclusions

The availability of laser based microdissecting systems has permitted sophis-
ticated questions regarding the biology of specific cell types to be asked. Both 
types of laser microdissecting systems (capture or cutting) greatly facilitate 
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the rapid, specific and sensitive acquisition of individual types of cells for a 
wide range of sophisticated downstream molecular analysis. For both laser 
capture microdissection and laser cutting microdissection cell selection can be 
based on morphological features or phenotypic criteria and cells obtained by 
either method of microdissection are suitable for almost all types of molecular 
analysis.
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1. Definition of Flow Cytometry

Flow cytometry is literally measuring cells or particles while they are moving 
in a liquid. More specifically, a suspension of single cells is labeled with one or 
several fluorescent labels. In the machine, the cells are constrained into single 
file. These cells pass through one or more laser beams to excite the fluorescent 
labels. The light emitted from the fluorescent labels is collected, separated, 
measured, and the resulting data transmitted to the computer controlling the 
instrument (Fig. 57.1). In addition, narrow angle and 90° light scatter from 
the laser beam are measured and the data are also sent to the computer. All of 
these values are recorded as correlated measurements for each cell separately. 
The data are displayed in the computer as single parameter histograms or two 
parameter plots (Fig. 57.2). The software allows populations to be identified and 
specific subpopulations selected for further analysis. The number and fraction 
of cells in specific populations can be quantitated. In addition, the amount of the 
fluorescent label can be calibrated and by extension, the amount of the ligand 
for the label can be calculated where calibration reagents are available. The pat-
terns of expression of specific cellular proteins or changes in numbers of cells in 
specific populations are used to contribute to diagnosis of the patient.

2. Clinical Uses of Flow Cytometry (Overview)

Flow cytometry is used in a number of clinical situations to precisely define 
abnormal populations. This allows, for example, diagnosis and subclassifica-
tion of malignancy or definition of the factors operative in immunodeficiency. 
Flow cytometry is also useful in defining physiological processes, such as 
enumeration of stem cells or histocompatibility testing before transplant. 
Flow cytometry is ideal in fluids, such as peripheral blood or bone marrow 
aspirates, where cells are naturally suspended, but is also useful in solid tis-
sues, from which single cell suspensions can be obtained. The primary uses 
of this technology are in hematopathology, hematology, transplant medicine, 
and immunology.
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3. A Brief History

Flow cytometry as a practical and commercially viable technology needed the 
convergence of four technologies: handling cells in fluidic systems, creation 
of specific fluorescent labels, lasers, and computers. These came together in 
the 1970s in the first generation of commercial instruments (1,2). Although the 
history of the subsystem components that can be traced back, in some cases to 
the 1930s, these instruments were the first that have all of the elements of the 
modern flow cytometers. These instruments were large, complex and needed 

Fig. 57.1. General schematic of a generic clinical flow cytometer

Fig. 57.2. Examples of basic data display types from flow cytometry. A Single param-
eter histogram showing two populations of cells with low and high expression of the 
fluorochrome detected in PMT1. B Dual parameter plot (dot plot) where the position of 
the dot represents the fluorescence intensity of each cell for the fluorochrome detected 
by PMT1 and PMT2 respectively
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special power and water cooling for the laser. Sorting was a function of some 
of these first generation systems as well. In the 1980s, use of more efficient 
optics originally developed for use with arc lamp systems allowed the use of 
lower powered air-cooled argon ion lasers. This change converted the large 
floor instrument into moderate sized and priced systems that fit on the bench 
top and could be installed in any standard laboratory. The second change that 
occurred in the 1980s was the introduction of monoclonal anti-human cell 
surface protein antibodies. These antibodies were directly conjugated with 
fluorescent labels such as fluorescein or phycoerythrin. These were originally 
used in areas such as transplant patient monitoring but rapidly spread to many 
other areas such as classification of leukemias or lymphomas and monitoring 
of AIDS patients. The 1990s brought an exponential increase in the number of 
reagents available for clinical use. In addition to the 300+ characterized cell 
surface proteins, there are probes to measure many aspects of cell physiology. 
The instruments have evolved to incorporate improvements in electronics 
and computers. Clinical grade instruments were available with two lasers and 
measure up to five simultaneous fluorescence parameters as well as two light 
scatter parameters. The 21st century has seen the commercial availability 
of bench-top instruments measuring 12 or more fluorescence parameters. 
Multiplexed sorters are also arriving on the market with claimed sort speeds 
of over 250,000 cells/s.

4. Preparation of Cells for Analysis

The preparation of cells for flow cytometric analysis falls into two major 
categories, cells from liquid tissues and cells from solid tissues. In the first 
class are cells from blood, bone marrow, cerebrospinal fluid, pleural effusion 
or pulmonary lavage. For all liquid tissues except blood and bone marrow, 
the cells are centrifuged, washed in sterile buffer and are ready for staining. 
In blood and bone marrow the standard method is to hypotonically lyse the 
erythrocytes. The leukocytes are then washed free of material from the 
lysed erythrocytes. Staining with monoclonal antibodies can be performed 
before or after lysis of red cells. Finally, the leukocytes may be stained in 
whole blood and data collection triggered on a fluorescence parameter rather 
than a light scatter parameter. Cells from biopsy or fine needle aspirate samples 
may be evaluated by flow cytometry. A single cell suspension is prepared 
by mechanical and/or enzymatic disaggregation of the tissue. These are then 
washed and stained as usual.

5. Stains and Markers

There are many hundreds of cellular parameters that can be measured by flow 
cytometry. Fortunately for the overburdened physician, the list of markers in 
routine clinical use is notably shorter. These fall into two major categories, 
markers of cell physiology and cellular proteins. The first group is evaluated 
using fluorescent molecules specific for the parameter being measured. The 
most commonly used indicators in this category are the viability markers. 
These are either chemicals that are impermeable to viable cells such as pro-
pidium iodide (PI) or chemicals that are rapidly lost by leakage from cells that 
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Table 57.1. Some commonly used markers in clinical flow cytometry.

Marker Normally found on Used for

CD1a T cells – immature L/L

CD2 T cells L/L ISM

CD3 T cells L/L ISM

CD4 T cells subset L/L ISM

CD5 T cells, B-CLL, MCL and some LCL L/L

CD7 T cells, AML L/L

CD8 T cells Subset L/L ISM

CD43 T cells, NK cells, granulocytes L/L

CD10 B cells, FCL, ALL, some LCL L/L

CD11c HCL, some B-CLL 

CD19 B cells L/L ISM

CD20 B cells, T cells L/L

CD22 B cells L/L

CD23 B cells – activated, B-CLL L/L

Ig kappa light chain B cells L/L

Ig lambda light chain B cells L/L

CD38 Plasma cells, peripheral blood B cells,  L/L
 activated T cells

CD138 Plasma cells L/L

CD25 Activated T and/or B cells L/L

HLA-DR Activated T and/or B cells L/L

TdT Immature lymphocytes L/L

CD13 Myeloid L/L

CD11b Myeloid L/L

CD14 Monocytic L/L

CD33 Myeloid L/L

CD34 Stem cell L/L

CD36 Megakaryocytes and eyrthroid cells 

CD61 Megakaryocyte, platelets L/L

CD64 Granulocytes, monocytes L/L

CD16 NK cell, T cell, myeloid L/L

CD56 NK cell, T cell, MM, AML L/L ISM

CD57 NK cell, T cell L/L

CD45 All leukocytes ISM, PNH

CD55 All cells PNH

CD59 All cells PNH

CD103 B cells, HCL, ITL L/L

Erythrocyte RNA Reticulocyte counts Reticulocyte 
   monitoring

L/L leukemia or lymphoma screening, ISM immune status monitoring, PNH paroxymal noctur-
nal hemoglobinuria screening, B-CLL B cell chronic lymphocytic leukemia, MCL mantle cell 
lymphoma, LCL large cell lymphoma, FCL follicle center cell lymphoma, ALL acute lymphob-
lastic leukemia, AML acute myeloid leukemia, HCL hairy cell leukemia, multiple myeloma, ITL 
intestinal T-cell lymphoma.
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have lost cell membrane integrity such as calcein. Cellular viability is used 
both as a quality control measure and to determine the status of leukemia or 
lymphoma cells extracted from patients on chemotherapy. There are indicators 
for a number of other cellular physiology parameters such as Ca++, membrane 
potential, oxidative burst, and many others. However, these are primarily used 
in research settings and will rarely be encountered in clinical practice.

The most common use of flow cytometry is to measure the presence and rel-
ative abundance of cellular proteins. This is done using fluorescently labeled 
monoclonal antibodies. The fluorescence intensity is proportional to the abun-
dance of the protein of interest. In many cases, the proportion of the cells that 
are expressing the protein is the primary measure. In some cases, changes in 
the level of the protein are the clinically useful marker. In evaluation of pos-
sible tumors, the aberrant expression of proteins can be used to contribute to 
or establish a specific diagnosis. Table 57.1 lists some of the more commonly 
used markers in clinical flow cytometry. Flow cytometry labs will use only a 
subset of these markers depending on the specific clinical situation.

Monoclonal antibodies can be labeled with a variety of fluorescent mol-
ecules (fluorochromes). These fluorochromes have two important character-
istics, their excitation and emission characteristics. These are usually shown 
as spectra such as is Fig. 57.3. The excitation spectrum shows the proportion 
of light emitted as a function of varying excitation wavelength. This is usu-
ally measured at the wavelength of maximum emission. The complementary 
spectrum is the emission spectrum. This shows the light emitted at specific 
wavelengths with a fixed excitation wavelength. The fluorochromes used in 
clinical flow cytometry are dictated by the laser(s) installed in clinical flow 
cytometers. All of the clinical instruments have argon-ion lasers that emit 
at 488 nm. The other lasers that may be found are shown in Table 57.2. The 
more common fluorochromes for 488 nm excitation are fluorescein (FITC), 

Fig. 57.3. Fluorescence spectrum. Solid line represents the efficiency of excitation at 
a fixed emission wavelength. The dashed line represents the efficiency of emission at 
a fixed excitation wavelength



1044 J. L. Weaver and M. Stetler-Stevenson

R-phycoerythrin (PE), PE-Cy5 conjugates, PerCP, and PE-Cy7 conjugates. 
For 633 excitation, allophycocyanine (APC) and APC-Cy7 are the most com-
monly used fluorochromes.

6. Measurement and Sorting

The labeled cells are placed on the cytometer in a tube or multiwell plate. The 
machine pulls the cells into a thin stream of cells, which is further hydrody-
namically focused into a tight stream with cells in single file. The cells pass 
through a focused laser beam. The laser beam excites the fluorescent labels 
and the cytometer collects both the emitted fluorescent light and scattered laser 
light. This light enters the collecting optics where it is collimated, focused, and 
sent into the optical section.

The optical section uses two classes of components to split and purify the 
optical signal. The first class is dichroic mirrors. These are partial mirrors that 
have the ability to reflect light above or below a certain wavelength. A specific 
example is a dichroic used to separate the signal from FITC. This will reflect 
any wavelength below 550 nm and allow all higher wavelengths to pass (long 
pass). This is abbreviated as a 550 LP dichroic, there are also dichroics that 
have the inverse characteristics of passing all wavelengths below their cutoff 
and reflecting those above, these are called short pass (SP) dichroics. The other 
class is the bandpass filters. These are set to allow light to pass only within 
certain wavelengths. These are defined by a center wavelength and width, for 
example a filter for fluorescein has a center of 525 nm and a width of ±30 nm, 
which is to say it admits all light between 495 nm and 555 nm (525/30 BP). 
There are the inverse of these which block only certain wavelengths and allow 
all others. These are commonly used to block scattered laser light and may 
have a width of only a few nanometers. Figure 57.4 shows a simple optical 
dichroic mirror and barrier filter arrangement. There are many different pos-
sible optical arrangements depending on the space available and the relative 
importance of the signal strength of the various fluorochromes.

The light arrives in the photomultiplier tube (PMT) and the energy of the 
light photons is converted into a very small electrical signal. The light scatter 
signals are then amplified through either a linear amplifier or a logarithmic 
amplifier. In clinical cytometry, linear amps are used for light scatter sig-
nals and for DNA measurements. Measurement of cell surface proteins uses 

Table 57.2. Lasers used in commercial flow cytometers.

Type Emission wavelength (nm)

He-Cd 325

Argon-ion or Nd-YAG 355

Diode 405

Argon 488

Diode 532

He-Ne or diode 633
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logarithmic amps. Flow cytometers commonly provide four logs of amplifica-
tion range. This allows a practical range of measurement of approx. 1,000 to 
10,000,000 molecules per cell without adjusting the amplification settings. 
This range is sufficient for most proteins of clinical interest. The best of the 
current generation of commercial systems can detect as low as a few hundred 
protein molecules per cell with carefully selected reagents and conditions.

For some instruments, there is additional circuitry to provide compensation 
and on some instruments, all compensation is done in software. The subject 
of compensation is quite complex and has generated intense discussion at 
times among flow cytometry specialists. Compensation is needed because 
the light signals emitted by the fluorochromes are broad enough to bleed into 
adjacent filter regions. See Fig. 57.5A for an example of a simple compensa-
tion problem. Here we show the emission spectrum of fluorescein (FITC) 
a fluorochrome that will be primarily detected in the PMT1 detector. Note 
however that owing to the width of the right tail of the spectrum, that there is 
a significant part of the FITC signal that will be detected in the PMT2 detector. 
To obtain an accurate measurement of a true signal in PMT2, the unwanted 
signal from the FITC must be removed from the final data. This process is 
called compensation. To do proper compensation, data must be collected 
from samples with each fluorochrome alone. Alternately for polychromatic 
sampling, a series of tubes are prepared where each fluorochrome is omitted 
in sequence. This integrates the contribution of all other fluorochromes in the 
tube. Figure 57.5B shows the appearance of a dot plot showing cells labeled 
only with FITC. Figure 57.5B shows the signal on the PMT2 axis from the 
PMT1 fluorochrome. Figure 57.5C shows the same data after the application 
of compensation. The compensated data more accurately reflects the biological 
levels of the markers of clinical interest.

Fig. 57.4. Diagram of a generic optical section of a flow cytometer. Fluorescence light 
and scattered laser light is collected and collimated by the focusing lens. Successive 
colors are reflected by dichroic mirrors and purified by barrier filters before generating 
an electrical voltage in the photomultiplier tube
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The data from the cytometer are always sent to a computer for display, 
analysis and storage. A variety of classes of computers and operating systems 
have been used over the years. At this time, nearly all systems will have either 
a Mac or PC attached. The manufacturers package acquisition and analysis 
software with the cytometers. In addition, there are several analysis software 
packages that may be used for evaluation of the data. The data are stored in 
a specific binary file format that cannot be read by spreadsheet programs and 
other simple packages. The data are usually displayed in two dimensional 
plots or in one parameter histograms. The axis in either case is the intensity of the 
optical signal in that channel. In the basic 2D plot, each dot represents 
the light intensity signal for a single cell in the two channels. For example 
in Fig. 57.5C, the dots representing the cells in the left population are low for 
both signals, whereas the cells in the right population are bright in PMT1 and 
low in PMT2 signal. A one parameter histogram is used in situations where 
cells are only labeled with one label or where evaluation of dot plots has 
shown that a histogram display is not confounded. A specific example of this 

Fig. 57.5. Example of compensation. A Emission spectrum for fluorescein with filter 
regions superimposed on the plot. B Uncompensated fluorescence dot plot from cells 
labeled only with fluorescein. C Data for the same cell population with proper com-
pensation to remove fluorescein signal from the PMT2 channel
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is shown in Fig. 57.6. Plot 6A shows the histogram for the PMT1 signal for all 
cells. However, examination of a dot plot (Fig. 57.6B) shows that there are two 
distinct populations that overlap in their PMT1 signals. The cells only from 
region A are shown in Fig. 57.6C and those from region B in Fig. 57.6D. 
The plot in Fig. 57.6E is the two histograms from Fig. 57.6C and D displayed 
simultaneously showing the two distinct populations that cannot be clearly 
distinguished in Fig. 57.6A. Figure 57.6E is a type of plot called an overlay 
plot. Figure 57.6B shows rectangular regions on a dot plot. The other types of 
regions commonly seen are polygonal and quadrants. There are other situ-
ations where a histogram plot may be quite acceptable, however, it needs to 
be demonstrated that populations are not being confounded. The data in 
Fig. 57.2 are an example of data where a histogram is acceptable to differenti-
ate populations that are low or high for the marker used on PMT1 here.

There are two values that are commonly used for data analysis, the percent-
age of cells, or the fluorescence intensity of the cells, in a specific region. 
The percentage values may be of all cells within a viability gate or may be 
the percentage of cells within a specific subpopulation. As acute leukemias 
can have a heterogeneous pattern of antigen expression, it is important to dif-
ferentiate tumor cells from normal populations so as to accurately define the 
immunophenotype. A blast gate can be defined in analysis of bone marrow 
aspirates based upon the pattern of expression of CD45 versus SSC pattern 
(see the following).

Fig. 57.6. Example of the use of gating to identify confounded data. A PMT1 signal 
for all cells. B Dot plot of PMT1 and PMT2 for the same data shown in plot “A” 
showing two populations. C PMT1 histogram for only those cells shown in region A. 
D PMT1 histogram for only those cells shown in region B. E Overlay plot showing 
histograms from plot “C” and plot “D” on the same axes
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In the clinical setting, the vast majority of flow cytometry is analysis of 
cell populations. However, there is an extension of flow cytometry that allows 
cells to be physically sorted. This capability was part of the earliest systems 
and has advanced in speed and capacity. The latest generation of high speed 
sorters can separate up to four different populations at speeds as high as 
250,000 cells per second. Sorting is conceptually simple but the hardware 
and software needed to operate at these speeds are quite sophisticated. In con-
trast to the analyzers, the flow cell on a sorter is vibrated by a piezoelectric 
crystal at high speeds, these are tuned to produce a stream that breaks up into 
droplets that can only hold one or two cells. The cells pass through the laser 
and the usual types of flow cytometry data are generated. The operator has 
previously calibrated the system so that the time between a cell being in the 

Fig. 57.7. Schematic demonstration of sorting. Cells pass through the flow cell and 
data are collected. The flow cell vibrates to break the stream into droplets containing 
zero or one cell. If the cell meets sort criteria, an electrostatic charge is applied as the 
cell passes between the charge plates. Depending on if a positive or negative charge 
was applied, the deflector plates attract the charged droplets right or left where the 
droplets are collected in a separate tube
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laser beam and being between the charge plates is exactly known. The sorter 
operator has specifically identified the cell populations to be sorted using one 
or more gates. When a cell that fits the criteria to be sorted is identified the 
system initiates the sorting process. Figure 57.7 shows a schematic diagram 
of the basic sorting process. Sorting occurs because the system is able to put a 
specific positive or negative charge on a single droplet. These charged droplets 
are then attracted towards the deflector plate, which has a standing charge of 
the opposite polarity. The cells are collected into a tube for whatever clinical 
or research use is intended.

7. Clinical Uses of Flow Cytometry

7.1. Hematopathology: Lymphoma/Leukemia Immunophenotyping

The WHO classification of hematolymphoid neoplasia subclassifies lym-
phoma and leukemia based upon morphology, immunophenotype, genetic 
abnormalities, and clinical features. Some hematopoietic neoplasms in the 
WHO classification system have a specific immunophenotype and diagnosis is 
very difficult in the absence of this immunophenotype (3). Therefore diagnos-
tic evaluation of a specimen suspected for a hematological malignancy should 
include review of the immunophenotype by flow cytometry or immunohisto-
chemistry. Flow Cytometry is clearly superior when evaluating hematopoietic 
neoplasms for antibody based therapy, such as Rituximab, Campath, Mylotarg 
or Zenapax, as the targeted antigen must be expressed on the cell surface for 
therapy to be effective. Flow Cytometry has also been shown to have greater 
sensitivity, reduced subjectivity and faster turn around time compared to 
immunohistochemistry in evaluation of lymphoid neoplasms (4). In acute 
leukemias, flow cytometric immunophenotyping (FCI) not only allows dif-
ferentiation between lymphoid and myeloid lineage (crucial for prognosis and 
treatment) but is also useful for precise characterization of leukemias and the 
pattern of antigen expression can be used to detect minimal residual disease 
post therapy in most patients (5).

The majority of mature lymphoid neoplasms in North America and Europe 
are of B-cell origin. Flow cytometry assists in diagnosis of a B-cell lymphoma 
by first identifying a neoplastic B-cell population and then detecting antigen 
expression useful in subclassification into appropriate diagnostic categories. 
One of the most useful clinical applications of flow cytometry is the identifica-
tion of monoclonal B cells by detection of light chain restriction. Light chain 
restriction is detected as a B cell population that stains positive with one light 
chain reagent and negative with the other light chain reagent (e.g., B cells all 
kappa positive and lambda negative, Fig. 57.8). A monoclonal B-cell popula-
tion with restricted light chain expression is, with rare exceptions, considered a 
B-cell neoplasm. Additional markers of B-cell neoplasia include abnormal sized 
cells (e.g., large cells detected based upon forward light scatter), abnormal 
level of antigen expression (e.g., dim CD20 expression in chronic lymphocytic 
leukemia or CLL), absence of normal antigens (e.g., CD20 negativity 
in a large B cell lymphoma), and presence of abnormal antigens (e.g., CD2 
positive B cells). One of the advantages of flow cytometry is its ability to 
recognize monoclonal B cells even in B-cell lymphopenia, in the presence of 
polyclonal B cells or among cells with cytophillic antibody (passively adsorbed 
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immunoglobulins from the plasma in vivo, e.g., monocytes, natural killer cells, 
activated T cells, or granulocytes) (6). In addition, in normal or benign lymph 
node tissue, virtually every B-cell expresses light chain immunoglobulins 
and the lack of expression of surface immunoglobulins among mature B cells 
also suggests the presence of a monoclonal B-cell population (7). In samples 
containing monoclonal B-cells admixed with polyclonal B-cells, the simulta-
neous analysis of antigens that are differentially expressed among benign and 
malignant elements and evaluation for abnormally large cells facilitates the 
detection of lymphoma cells. For example, the CD11c- B cells (region in Fig. 
57.9A) are polyclonal because both positive and negative cells are seen in the 
kappa (Fig. 57.9B) and lambda (Fig 57.9C) plots. In contrast, the CD11c + B 
cells (region in Fig. 57.9D) in the peripheral blood specimen from a patient 
with hairy cell leukemia may be monoclonal (note single lambda positive pop-
ulation in Fig. 57.9F). Simple examination of numbers of cells staining with 
kappa and lambda will not be useful in this case. Delineating an abnormal pat-
tern of expression of antigens in B cell neoplasia also allows subclassification 

Fig. 57.8. Example of monoclonal light chain population in a B-cell neoplasm. A All 
of the B cells are kappa positive and lambda negative. B All of the CD19 positive 
B-cells are kappa positive. C All of the CD19 positive B-cells are lambda negative
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into discrete diagnostic categories. Examples of antigens useful in subclas-
sification include CD5, CD79b and CD23 in CLL and mantle cell lymphoma, 
CD10 in follicular and Burkitt’s lymphomas and CD11c as well as CD103 in 
hairy cell leukemia and splenic marginal zone lymphoma (3).

Mature T-cell and NK cell neoplasms are uncommon, accounting for only 
12% of all non-Hodgkin lymphoma (3). Indicators of T-cell neoplasia include 
Vβ repertoire restriction, subset restriction, absence of normally expressed 
antigens, presence of abnormal antigens and abnormal levels of T-cell antigen 
expression (8–12).

Flow cytometry can be used to directly detect T cell clonality in a manner 
similar to light chain restriction in B-cell neoplasms, although a larger panel is 
required. T cell receptors (TCR) are composed of either αβ or γδ chains, with 
the vast majority of normal and neoplastic T cells expressing the αβ chain. 
The αβ and γδ chains are formed by VDJ segments and a constant region. All 
of the T cells in a clonal αβ−T cell population have the same VDJ segment and 
therefore have identical (monoclonal) Vβ protein expression. Because com-
mercial antibodies are available for detection of 70 percent of the V segments 
for the TCR β chain human, T-cell clonality can be evaluated by assessing Vβ 
protein repertoire using flow cytometry (11,12). Because the distribution of 
Vβ classes in normal T cells is well defined (11), abnormal expansions of a 
Vβ population consistent with a clonal T-cell population can be determined, 
similar to expansion of kappa or lambda light chain expressing B cells in a 
monoclonal B-cell population.

In normal reactive lymphoid populations there is a mixture of CD4 and CD8 
positive cells. However mature clonal T-cell populations are restricted in CD4 
or CD8 expression to CD4+/CD8− (majority), CD4−/CD8+, CD4−/CD8− 
and CD4+/CD8+. In addition 75% of mature T-cell neoplasms fail to express 
at least one T-cell antigen (Fig. 57.10) and in T-cell neoplasms with antigen 
loss, two thirds have greater than one pan-T antigen missing. Detection of 
abnormal or inappropriate antigen expression is useful in diagnosis of T-cell 
neoplasias. Neoplastic T-cells may be detected as a homogeneous population 
with an abnormal level of antigen expression (8–10). For example, CD3 may 
be expressed at a higher or lower level than normal as measured by staining 
with anti-CD3 (Fig. 57. 10). T cell large granular lymphocyte leukemias, for 
example, typically have abnormally dim levels of CD5 expression.

Acute leukemias are characterized by a rapidly growing, aggressive 
population of neoplastic blasts. The distinction between lymphoid (ALL) 
and myeloid (AML) leukemia is crucial. Flow cytometric evaluation of the 
immunophenotypic markers of lineage and stages of differentiation allows 
more precise classification of a leukemic process than morphology alone. The 
WHO classification of acute leukemias uses cytogenetic, immunophenotypic 
and molecular genetic data to define subgroups of leukemias with favorable 
or poor prognoses. Many of the genetically distinct diagnostic subgroups are 
closely associated with specific immunophenotypes. Therefore FCI can detect 
antigen profiles associated with a specific molecular abnormality and prognosis 
(reviewed in ref. 13).

As acute leukemias can have a heterogeneous pattern of antigen expression, 
it is important to differentiate tumor cells from normal populations so as to 
accurately define the immunophenotype. In the past, flow cytometricc analysis 
of bone marrow for leukemia used FSC versus SSC to define a gate. Using 
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this gating strategy, antigen expression was described as the percent of gated 
events positive for a list of antibodies. As the analysis gate also contained the 
normal nucleated erythroid precursors and lymphocytes, the reported per-
centages pertained to a mixture of leukemic blasts and normal cells. In bone 
marrows virtually replaced by leukemic blasts, essentially all of the cells are 
blasts and this strategy is useful. However, when normal elements are present 
in significant numbers, an analysis gate specific for blasts must be used. 
When the expression of CD45 versus SSC pattern for bone marrow elements 
is examined, cells can be segregated into distinct populations, including lym-
phocytes, monocytes, granulocytes, nucleated red cells and blasts (Fig. 57. 11) 
Thus these two parameters can be used to define a blast gate (characterized by 
low SSC and dim CD45) that contains few normal cells (14,15).

Flow cytometry is essential for determination of lineage in acute lymphob-
lastic leukemia (ALL). ALL cells typically occupy the blast gate on CD45 
verses SSC, although in select cases CD45 expression may be dimmer than 
usual and CD45 negative blasts ( in the region of normal erythroid precursors 
on CD45 versus SSC) can be identified. ALL blasts have an immature T- or 
B-cell immunophenotype and may express TdT and CD34. However expres-
sion of myeloid antigens such as CD13, CD33, and CD15 is common. For 
this reason classification of ALL is based upon a panel of T, B, and myeloid 
antibodies.

ALL blasts have an immature immunophenotype and typically express 
CD19 and CD10. B ALL is subclassified into B-precursor ALL, pre-B ALL 
and mature B cell ALL based upon immunoglobulin expression. B-precursor 
ALL does not express immunoglobulin, whereas pre-B ALL is positive for 
cytoplasmic but not surface immunoglobulin. Mature B-cell ALL has surface 
immunoglobulin. Because cytoplasmic immunoglobulin is no longer regularly 
analyzed in the clinical flow cytometry laboratory, both B-precursor ALL 
and pre-B ALL are often grouped together based upon negativity for surface 
immunoglobulin and called B-precursor ALL. They typically express CD19, 
CD10, CD34, HLADR, and TdT and are usually positive for CD22 and CD24. 
Mature B-cell ALL, in addition to surface immunoglobulin, has brighter 
CD45, CD19, CD20, CD22, CD24, and CD10 but is negative for CD34 and 

Fig. 57.10. Flow cytometric analysis of T-cell neoplasms. A Malignant T cells (in 
oval) expressing CD3 but negative for CD2. B Malignant T cells (in oval) expressing 
abnormally dim CD3 and negative for CD2
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TdT. As the immunophenotype in B lineage ALL is associated with molecular 
abnormalities and prognosis, FCI can also be used as a screen to select cases 
for molecular analysis (ref. 14 for review).

The blasts in T lineage ALL often are not contained in the CD45 versus 
SSC blast gate and may overlap with the brighter CD45 mature lymphocyte 
and monocyte gates. Although the most specific marker for T-cell lineage 
in ALL is CD3, T ALL is usually negative for surface CD3, necessitating 
intracytoplasmic staining for this antigen. As intracytoplasmic staining has 
a higher background, one must be careful to not over interpret apparent dim 
CD3 staining as real and indicating T-cell lineage. CD7 is the most sensitive 
marker for T ALL but is less specific than CD3 as it is frequently expressed 
by myeloid leukemias. CD2, CD1a, CD5, TdT, andCD34 are also observed 
in T ALL. CD4 and CD8 are typically double positive or double negative 
(ref. 14 for review).

FCI plays an important role in the WHO classification of acute myeloid 
leukemias. Flow cytometry is not only specific in differentiating acute 
myeloid leukemia (AML) from ALL but is also highly useful in identifying 
granulocytic, monocytic, erythroid and megakaryocytic differentiation. Both 
the pattern of antigen expression as well as where the blasts fall on a CD45 
versus SSC data plot help to subclassify AML. In addition, many of the spe-
cific genetically identified subgroups tend to have distinct immunophenotypic 
features.

Blasts in AML have an immature phenotype and may express CD13, CD33, 
CD117, and myeloperoxidase. CD34 and HLADR may be positive but are not 
lineage specific. In addition, the blasts may express the lymphoid antigens 

Fig. 57.11. Staining pattern of CD45 versus side scatter for bone marrow. A Mature 
granulocytes. B Mature monocytes. C Mature Lymphocytes. D Blasts. E Nucleated 
red cell precursors
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TdT, CD56, or CD7. With increasing maturation, there is decreased expression 
of CD33 and increased CD13, CD15 and CD11b. In AML with monocytic dif-
ferentiation, the blasts can overlap with normal monocytes on the CD45 versus 
SSC data plot and express monocytic antigens, such as CD14 and CD36. 
Erythroid differentiation can be determined by bright expression of CD71 and 
glycophorin whereas megakaryocytic differentiation is characterized by bright 
CD61 and CD41 expression (ref. 14  for review).

FCI provides important prognostic information in hematolymphoid neo-
plasias. Owing to its multipartametric nature and ability to analyze large 
numbers of cells rapidly, FCI is an extremely sensitive method for detection of 
minimal residual disease (MRD) post therapy. MRD based evaluation of initial 
response to therapy has been shown to be an independent prognostic factor in 
ALL. In patients with multiple myeloma and B-CLL, flow cytometric detec-
tion of MRD post therapy accurately predicts progression free survival (16). 
The sensitivity of FCI also leads to enhanced accuracy in evaluation of blood, 
bone marrow and CSF for malignant cells in the staging of non-Hodgkin’s 
lymphoma, allowing detection of disease even in the absence of morphologi-
cal indications of involvement (16). Flow cytometric studies have identified 
specific antigens in various chronic lymphoproliferative processes that serve 
as prognostic markers. B-CLL patients with high levels of CD38 expression, 
have a significantly poorer survival than those with low levels of CD38 expres-
sion. Expression of ZAP-70, a member of the Syk-ZAP-70 protein tyrosine 
kinase family also predicts a more rapid progression and worse survival than 
patients with ZAP-70 negative B-CLL. As the growth potential of neoplastic 
cells plays a role in dictating tumor behavior, numerous investigators have 
studied the proliferation potential as detected by flow cytometric measurement 
of DNA content or detection of bromo-deoxy uridine incorporation in chronic 
lymphoproliferative disorders and found it is of prognostic value (16).

7.2. Hematology and Transfusion Medicine

Flow Cytometric based methods are replacing older, more laborious protocols 
for testing of red blood cells (RBC) (ref. 17 for review). Flow cytometric 
evaluation is useful in monitoring obstetrical patients. Following pregnancy 
with an Rh+ fetus, Rh– mothers can become sensitized to the Rh factor and 
produce anti-Rh or D antigen antibodies. In future pregnancies this can result 
in fetal anemia or even fetal death. Because small amounts of fetal RBCs can 
be detected in maternal blood in uncomplicated pregnancy and delivery, all 
Rh– women receive prophylactic anti Rh, or anti-D immunoglobulin at 28 wk 
of pregnancy and within 72 h of delivery to prevent possible Rh alloimmu-
nization. However significant fetomaternal hemorrhage can occur under a 
number of conditions and the number of fetal RBCs must be quantitated in 
maternal blood to determine the appropriate dose of anti-D immunoglobu-
lin. The Kleihauer–Betke test (KBT) for detection of fetal erythrocytes in 
maternal blood is based the fact that acid elutes adult hemoglobin more 
rapidly than fetal hemoglobin from RBCs. The intact fetal hemoglobin can 
be visualized by staining with erythrosine. This method, however, has been 
shown to be subjective, not reproducible and insensitive. Flow cytometry is a 
highly sensitive tool for detecting minor RBC populations. Using an antibody 
to fetal hemoglobin, flow cytometry has been demonstrated to have superior 
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precision in detecting fetal RBCs. In addition, the flow cytometric method 
can differentiate hereditary persistence of fetal hemoglobin from fetal RBCs 
in the maternal blood (18).

Flow cytometry has been used to study ABH and Rh blood group antigens 
(18). Flow cytometry has been used to detect and quantitate RBC-bound 
antibody (IgG, IgM, and IgA) and complement (C3) in autoimmune hemo-
lytic anemia. Because the standard direct antiglobulin test is sensitive and 
inexpensive, flow cytometry is only used in select conditions. Flow cytometry 
can detect small amounts of IgG bound to RBCs in patients with indications 
of autoimmune hemolytic anemia but a negative direct antiglobulin test by 
standard methods. In addition, flow cytometry can be used to determine the 
IgG subclass of RBC bound IgG. Flow cytometry is also optimal for detecting 
autoimmune hemolytic anemia associated with IgM autoantibodies reacting 
at 37°C (17).

Flow cytometry is highly useful in clinical evaluation of platelets and allows 
testing with little or no isolation or manipulation (ref. 19 for review). Because 
the threshold for platelet transfusions has been lowered in many institutions to 
10,000 platelets/µl, it is important that platelet counts be accurate at this lower 
range. Nonplatelet particles can interfere with platelet counting by some meth-
ods. Enumeration of platelets by flow cytometry, or immunoplatelet counting 
is highly precise and accurate and eliminates the problem of nonplatelet parti-
cles. In this method platelets are labeled with an anti-platelet antibody and the 
ratio of platelets to RBCs is measured. The platelet count is then determined 
using the RBC count obtained from a hematology analyzer and the ratio of 
platelets to RBCs. This can be used to calibrate hematology analyzers (20). 
In addition to quantitating platelets, flow cytometry has been used for immu-
nophenotyping platelets. Demonstration of abnormal patterns of expression of 
platelet receptors has been used to define several genetic disorders, including 
Glanzmann’s thrombasthenia and Bernard–Soulier syndrome (19).

Reticulated platelets are the youngest platelets in circulation and their levels 
increase when thrombopoiesis is stimulated. Measuring reticulated platelets is 
the most sensitive and specific method to distinguish destructive or immune 
thrombocytopenia from marrow failure. Reticulated platelets are large and have 
increased quantities of RNA. Upon staining of platelets with fluorescent nuclear 
dyes, such as thiazole orange, all platelets take up dye in proportion to their size. 
Reticulated platelets take up additional dye, owing to RNA staining, that is lost 
upon treatment with RNAase. This RNAase sensitive labeling can be measured 
by flow cytometry for an accurate reticulated platelet count (19).

Studies demonstrating immunophenotypic markers of platelet activation 
have markedly improved platelet function testing. P-selectin, CD63 PCA-1 
and LIBS only become exposed on the platelet surface after activation. FCI of 
platelets can reveal this activated phenotype, even when only low numbers 
of platelets are activated. More conventional methods of measuring platelet 
activation show a threshold phenomenon and are primarily suited for detecting 
platelet dysfunction. Flow cytometric testing, however, allows measurement 
of platelet hyperfunction (19). Increased platelet activation in patients under-
going procedures such as coronary angioplasty may help identify patients at 
risk for early restenosis who require anti-platelet therapy (21). This technology 
may even prove useful in predicting risk of cardiovascular disease, allowing 
early preventative intervention.
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Paroxysmal nocturnal hemaglobinuriais (PNH) is a hematopoietic disorder 
caused by deletions, insertions or point mutations in phosphatidylinositolglycan 
complementation class A (PIG-A) gene. This results in a total or partial defi-
ciency of surface proteins attached to the cell by a glycophosphatidylinositol 
(GPI) anchor. CD55 (decay accelerating factor, DAF) and CD59 (membrane 
inhibitor of reactive lysis, MIRL) are affected in PNH. Both play an important 
role in the regulation of complement activation and their deficiency in PNH 
leads to an increased susceptibility of cells to complement mediated cell lysis. 
Because CD55 and CD59 are normally expressed at high levels on leuko-
cytes, RBCs and platelets and their levels are consistently decreased in PNH 
hematopoietic cells, flow cytometric immunophenotypic analysis of CD55 
and CD59 is a sensitive test for PNH. Testing of CD59 alone, however, leads 
to a high false-positive rate (22). As red cells stain with the anti-CD55 and 
anti-CD59 antibodies it is difficult to achieve optimal antibody concentrations 
without a prelyse protocol. In a stain-lyse-and-then-wash-protocol the mean 
fluorescence intensity (MFI) of leukocyte staining correlates with the number 
of RBCs present. By optimizing the staining protocol (using a smaller blood 
volume and incubating longer) a nonlyse nonwash method can be used that 
allows for the simultaneous analysis of CD55 and CD59 on red cells, platelets, 
and leukocytes (23).

7.3. Histocompatibility Testing

Flow cytometry plays an important role in allogeneic transplantation (24,25). 
It has been most useful in the detection of low-titer, or noncomplement 
fixing antibodies. Originally instituted as a means for performing a “more 
sensitive” crossmatch, new technologies have given additional use to this 
technology. The flow cytometry crossmatch detects alloantibodies that are not 
detectable by the standard complement-dependent cytotoxicity crossmatch. 
A positive flow crossmatch, even when the complement-dependent cytotox-
icity crossmatch is negative, correlates with an increased risk of rejection 
and graft loss in solid organ transplantation. In stem cell transplantation, it 
may be associated with failed engraftment. The flow cytometric crossmatch-
ing was originally performed by incubating transplant recipient serum with 
donor lymphocytes. HLA antibodies, if present, bound to the surface of the 
lymphocyte and were measured using a fluorescently-labeled anti-human 
immunoglobulin. Microparticles coated with purified Class I or Class II MHC 
proteins have been substituted for donor cells (26). This test provides sensitiv-
ity equal to the flow crossmatch yet confirms the specificity of the antibody. 
In addition, this test can be used to profile patients awaiting transplantation, 
classifying them as “sensitized” or “nonsensitized.” Besides its uses before 
transplantation, Flow cytometry can also be used to monitor the development 
of donor HLA specific antibodies posttransplant (ref. 24 for review). Early 
detection of donor-specific reactivity can provide an opportunity to modify 
immunosuppression before graft damage.

7.4. Immunology

Flow cytometry has numerous applications in infectious disease and clinical 
immunology. Sepsis is one of the top 10 causes of death, with a mortality 
of 30–50%, and requires rapid clinical intervention. Despite this, there have 
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been few advances in diagnostic testing for this entity and standard testing 
has been nonspecific (e.g., complete blood count) or slow (cultures). Flow 
cytometric quantitation of neutrophil CD64 expression has been shown to 
improve diagnostic detection of sepsis/infection, with greater sensitivity and 
specificity than standard tests such as absolute neutrophil count and sedi-
mentation rate (27). Flow cytometry was the first method used to monitor the 
status of patients with HIV. Initially it was found that the level of CD4+ cells 
in the blood of HIV patients correlated well with clinical status (28). The 
relationship was powerful enough that the U.S. FDA accepted the use of CD4 
counts as a surrogate marker for evaluating the efficacy of treatments for HIV 
infection. More recently, other measurements, including direct measurement 
of viral RNA in blood have been developed to complement CD4 counts. Other 
markers such as the level of the activation marker CD38 on CD8+ cells have 
also been shown to be highly predictive of health status (29).

Flow cytometry plays an important role in the diagnostic evaluation of 
primary immunodeficiencies (30). Quantitative and qualitative evaluation 
of lymphocyte subsets by standard FCI is useful in rendering a diagnosis 
(e.g., severe B cell lymphopenia in agammaglobulinemia). For example in 
Autoimmune Lymphoproliferative Syndrome, one of the major diagnostic 
criteria is the presence of a trio of significant numbers of rare cells, specifi-
cally T cells with TcR-beta without CD4 or CD8, CD20 postive B cells also 
expressing CD5, and T cells with both CD3 and HLA-Dr (31). In addition 
to standard phenotyping, a specific gene product, or lack there of, may be 
detected by flow cytometry. Functional assays, such as the oxidative burst 
assay (deficient in chronic gramulomatous disease) may also be performed by 
flow cytometry (30).

Allergists have traditionally relied upon skin testing and later on serum-
specific immunoglobulin IgE to diagnose IgE mediated allergies. Unfortunately 
identification of the specific allergens is not always straightforward. In such 
cases, flow cytometric identification of basophil activation in response to 
challenge with a specific allergen has proven useful (32). FCI can accurately 
detect basophils in whole blood and because basophils upregulate CD203c and 
express surface CD63 upon activation, FCI can measure basophil activation. 
Testing involves incubating whole blood or isolated basophils with the spe-
cific allergens in question, followed by FCI quantitation of basophil activation 
expression (32).

A relatively new use for flow cytometry is the use of multiplexed bead 
assays to measure soluble proteins. This assay uses the multicolor capability of 
the flow cytometer to allow simultaneous evaluation of mixed populations 
of beads. The beads are chemically labeled with varying intensities of one or 
two fluorochromes and then a monoclonal antibody labeled with another 
fluorochrome is used to measure the test analyte. This assay can be used to 
simultaneously measure up to 10 proteins in a standard flow cytometer or up 
to 100 using a dedicated system. The applications of this technology are limited 
only by the availability of the test reagents. Applications include evaluation of 
cytokines or soluble cytokine receptors to assist diagnosis of sepsis, certain 
autoimmune conditions, transplant rejection, some cancers, and viral infec-
tion (33). The clinical usefulness of many of these new reagents is an area 
of active research and the number of available reagents can be expected to 
rapidly increase.
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7.5. Stem Cells

Peripheral blood stem cells are replacing bone marrow as a source for hemat-
opoietic progenitor cells in transplantation of cancer patients. The reasons for 
this switch include the greater ease of collection by apheresis, elimination of 
the need for general anesthesia of the donor, rate of hematological reconstitu-
tion of the recipient and decreased medical care costs. However, because the 
minimum number of CD34 positive hematopoietic progenitor cell required is 
2–5 × 106/kg recipient body weight (34,35), multiple aphereses must be per-
formed to collect a sufficient number to ensure adequate engraftment. Also, 
because less than 0.1% of nucleated peripheral blood cells in normal controls 
are CD34 positive cells (36), peripheral blood stem cell numbers are increased 
(or mobilized) by administering colony-stimulating factors. Flow cytometry 
is used to enumerate CD34 positive progenitor cells in the peripheral blood 
of donors undergoing mobilization to determine when apheresis should start 
and when sufficient number of hematopoietic progenitor cells are collected 
for engraftment (ref. 36,37 for review). The absolute count of CD34 posi-
tive cells in the donor peripheral blood is predictive of the number of CD34 
positive cells in the apheresis product and thus can be used to determine when 
apheresis should start. Decisions concerning growth factor administration and 
further apheresis collections are made based upon the number of CD34 posi-
tive cells collected in each apheresis. As crucial treatment decisions are made 
based upon absolute CD34 counts, it is important that methods be standardized 
and strict quality control be applied. Multi-center studies demonstrated vari-
ability between laboratories and served as an impetus for further standardiza-
tion of methods. Proprietary kits are available that use optimal anti-CD34 
antibodies (class III), provide for minimal manipulation and include beads 
to allow direct quantification of the number of cells per unit volume. The 
ISHAGE multiparametric sequential gating technique showed closest agree-
ment between labs (38). This approach involves cumulative gating based upon 
light scatter characteristics, dim expression of CD45, and expression of CD34. 
Only cells within the appropriate cumulative gates are counted. By including 
fluorescent counting beads, an absolute CD34 positive cell count can be directly 
determined by flow cytometry. Additional markers can be included for further 
characterization of the CD34 positive cells. Standardization of absolute CD34 
positive cells counting using the single platform ISHAGE method resulted in 
decreased differences among laboratories in a multicenter trial (39).

8. On the Horizon

Flow cytometry has shown significant technological advances because the ini-
tial creation of complete systems in the 1970s. Multiplexed sorters are entering 
the market with integrated sort speeds of over 250,000 cells/s. Some of these 
are designed explicitly for sorting specific populations for direct clinical use. 
Polychromatic analyzers are now on the market allowing up to 12 colors per 
cell to be evaluated. Although there are limitations in reagents at this point, it 
is possible that clinical analysis of 20+ parameters per cell will be a commercial 
reality before 2010. Dedicated multiplexed bead ELISA flow cytometers are 
now on the market and reagent sets currently available can measure 25 spe-
cific proteins in a single 50-µl sample. The speed and efficiency of these bead 



1060 J. L. Weaver and M. Stetler-Stevenson

analyzers promises dramatic improvements in measurement of serum proteins. 
Another possible area of advance is the use of full spectrum fluorescence data, 
which would allow a single detector to report data from a suite of fluoro-
chromes. Spectral analysis software developed for microscopy applications 
can be used to disentangle the signals from each fluorochrome. A research 
grade system has been built (40) although further development will be needed 
before this advanced design appears in commercial instruments.

9. Summary and Conclusions

In conclusion, flow cytometry is a powerful technology that is currently being 
used to provide valuable data in a variety of clinical situations. As the technol-
ogy becomes more powerful, these instruments will move into new areas of 
clinical practice to provide data in a rapid, accurate, and cost efficient manner.

10. Additional Resources

Books:
Flow Cytometry: First Principles, by Alice Givan. John Wiley & Sons, 
Hoboken, New Jersey (2001). This is a good first book to give an overview of 
the field with some emphasis on clinical cytometry.
Practical Flow Cytometry, Fourth Edition, by Howard Shapiro John Wiley 
& Sons, Hoboken, New Jersey (2003). This is the single most complete and 
detailed book on flow cytometry available anywhere. Not for the faint of heart 
or the casual reader, a must-have for serious flow cytometrists.
Flow Cytometry in Clinical Diagnosis. 4th ed, edited by David F. Keren, 
J. Philip McCoy Jr., and John L. Carey, 2006, Chicago: ASCP Press. Good and 
current overview of the clinical side of flow cytometry.
Journals:
Clinical Cytometry, a journal of the International Society for Analytical 
Cytology (ISAC) and the Clinical Cytometry Society.
Journal of Immunological Methods
Professional Societies:
International Society for Analytical Cytology (http://www.isac-net.org)
The Clinical Cytometry Society (http://www.cytometry.org)
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1. Introduction

Immunomicroscopy is widely employed to localize in situ various compo-
nents of cells and tissues in both normal and pathological situations (1–4). The 
method is based on the extremely sensitive interaction of a specific antibody 
(immunoglobulin) with its antigen. An antibody binds specifically only to a 
small site on the antigen, called an epitope. An epitope usually consists of one 
to six monosaccharides or five to eight amino acids. The epitope recognized 
by a specific antibody may consist of a linear primary sequence of a protein 
or it may be dependent on the three-dimensional conformation of the antigen. 
Although the antibodies most commonly used are against proteins, antibodies 
can be raised against any cellular component including nucleic acids, lipids, and 
carbohydrates. Today there is a wide variety of antibodies available commer-
cially. The supplier of an antibody against a particular antigen can be located by 
searching the scientific literature, searching the world wide web either by using 
a search engine such as Google and Lycos or through a search engine linked to 
a commercial site such as Abcam’s World’s Antibody Gateway (www.abcam.
com), by searching a site dedicated to immunohistochemisty such as ICH World 
(www.ichworld.com) or by searching Linscott’s Directory of Immunological 
and Biological Reagents (www.linscottsdirectory.com). Alternatively, antibod-
ies can be obtained from a friend or a colleague or produced in the laboratory. 
However, whatever the source, the antibodies used for immunocytochemistry 
should be of the highest purity available to avoid unwanted background and 
cross reactivity with other molecules. There is no universal protocol for immu-
nostaining that will apply to all samples in every situation. The exact conditions 
of immunostaining will have to be empirically developed by the user.

2. Antibodies

Immunoglobulins are glycoproteins that may be divided into five major classes 
whose molecular weight and principle characteristics are given in Table 58.1. 
IgG, which composes approx 75% of the immunoglobulins in human serum, 
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is most commonly used for immunostaining. IgG can further be divided into 
subclasses and in humans there are four different subclasses. Although IgM 
may also be used for immunostaining, because of its high molecular weight, 
it does not readily penetrate cells and tissues. IgG (Fig. 58.1A) is monomeric 
and is composed of two heavy chains and two light chains. Each molecule has 
two antigen binding sites. The whole IgG molecule can be used for immunos-
taining or it can be enzymatically digested into smaller fragments (Fig. 58.1B). 
Pepsin cleaves the IgG molecule behind the disulfide bridges linking the Fc 
portions of the two heavy chains as well as in the middle of the Fc portion, 
producing one F(ab)’2 fragment and one or more fragments from the Fc por-
tion. In contrast papain cleaves the IgG molecule before the disulfide bridges 
linking the Fc portions of the two heavy chains producing two Fab fragments, 
leaving the Fc portion relatively intact depending on the time of incubation 
with the enzyme. Kits are available commercially that facilitate the production 
of IgG fragments.

Antibodies are produced by B lymphocytes. Each B cell produces one type 
of antibody directed against a single epitope of an antigen. When animals are 
immunized with a given antigen, multiple clones of B cells are activated to 
produce antibodies to various epitopes of the antigen. This polyclonal mixture 

Table 58.1. The molecular weighs and principle characteristics of each of the five major classes of 
immunoglobulins are given.

Immunoglobulin   Heavy Light Molecular
class Subclass chain chain weight Characteristics

IgA IgA1 α1 λ or κ 100,000 Primary immunoglobulin in
 IgA2 α2  –600,00     mucosal secretions

IgD  δ λ or κ 150,000 Present on surface of circulating 
         B cells

IgE  ε λ or κ 150,000 Bound to surface of basophils 
         and mast cells

IgG IgG1 γ1 λ or κ 150,000 Major immunoglobulin present 
 IgG2a γ2       in serum
 IgG2b γ2
 IgG3 γ3
 IgG4 γ4

IgM µ  λ or κ 970,000 Pentameric, Largely confined to 
         intravascular pool

Fig. 58.1. A schematic diagram of an IgG molecule is shown in A. The cleavage sites 
for pepsin and papain are shown in B
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of antibodies in the serum may then recognize a variety of epitopes on a given 
antigen. Monoclonal antibodies are produced by fusing a single B lymphocyte 
with an immortal cell. The usual method is to fuse the B cells from the spleen 
of an immunized animal with a myeloma cell line thus producing hybridomas. 
The hybridomas are then cloned with the result that all antibodies produced by 
a given clone recognize the same epitope on the antigen. Both polyclonal and 
monoclonal antibodies may be used for immunostaining. The advantages and 
disadvantages of each are given in Table 58.2.

3. Immunostaining

The methods used for immunostaining can be divided into direct and indirect 
methods (Fig. 58.2). In the direct methods, the detection agent is directly 
coupled to the antibody raised against a specific antigen (primary antibody), 

Table 58.2. A comparison between the characteristics of polyclonal, monoclonal and pooled mono-
clonal antibodies is shown.

 Polyclonal antibodies Monoclonal antibodies Pooled monoclonal

Signal Strength Excellent Antibody dependent  Excellent
      (poor to excellent)

Specificity Usually good, but may  Excellent Excellent
     give some background

Good Features Stable, multivalent  Specificity unlimited Stable, multivalent interactions
     interactions      supply

Bad Features Non renewable  Need high-affinity Availability
     background

Fig. 58.2. For direct labeling, the label is conjugated to the primary antibody. In indi-
rect labeling the marker is linked to the secondary antibody
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whereas in the indirect methods the detection agent is linked to an antibody 
(secondary antibody) directed against IgG of the same species as the primary 
antibody. There are three types of markers that can be used in immunostain-
ing, fluorescent, enzymatic, and particulate. Probably the most widely used, 
especially since the advent of confocal microscopy, are the fluorescent labels. 
There are a host of flurochromes, in almost every color imaginable, for use 
in immunostaining. However, the most commonly used fluorochromes are 
still the green emitting fluorescein isothiocyanate (FITC) and Alexa® 488 
(Invitrogen, Molecular Probes, Carlsbad, CA) as well as the red emitting 
Rodamine, Texas Red, and Alexa® 594 (Invitrogen, Molecular Probes). 
Horseradish peroxidase (HRP) and alkaline phosphatase are the enzymatic 
markers most widely used. They are useful for bright field microscopy to 
immunolabel paraffin or plastic embedded tissues. In the past, the particulate 
labels such as hemocyanin or colloidal gold were normally used for elec-
tron microscopy. However, the recent availability of Q-dot® nanocrystals 
(Invitrogen, Molecular Probes), small, intensely fluorescent, semiconductor 
crystals, has made it possible to use the same probe for fluorescence micros-
copy as well as electron microscopy.

3.1. General Protocol

Regardless of the type of specimen, tissue blocks, cultured cells, etc, the prin-
ciple steps in immunostaining are the same. The samples may be fixed and 
embedded in paraffin or a plastic histological resin after fixation. The paraffin 
is removed with xylene and a graded series of alcohols before immunostain-
ing. Immunostaining of resin embedded sections may be improved if the sec-
tions are treated with xylene for 5–15 min before immunostaining. Material for 
frozen sections can be embedded in an appropriate cryo-embedding medium 
either before or after fixation. Tissue sections are then mounted on glass slides 
before use, or thicker sections are used as free floating sections. Tissue cul-
ture cells can be grown on glass coverslips or in chamber slides. However the 
samples are prepared, once immunostaining has begun, the samples should 
never be allowed to dry. The samples should be washed between each step. It 
is not necessary to wash between blocking and incubating with the primary 
antibody. The sample should be washed in buffer (PBS, pH7.0–7.4, for exam-
ple) five times over 30 min between the primary and secondary antibodies and 
at least ten times before mounting the samples. An abbreviated generalized 
method for indirect labeling is outlined below. For direct labeling, the marker 
is conjugated directly to the primary antibody and incubation with a secondary 
antibody (Step 7) is omitted.

3.1.1. Indirect Immunostaining Method

1. Fix.
2. Antigen retrieval.
3. Quench.
4. Permeabilize (if necessary).
5. Block.
6. Incubate with primary antibody.
7. Incubate with labeled secondary antibody.
8. Develop (for enzymatic markers).
9. Mount and examine.
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3.2. Fixation

Proper preservation of specimens for immunomicroscopy is one of the most 
critical aspects of the procedure. In most instances, antigen preservation must 
be balanced with structural preservation of the sample. For immunomicros-
copy, samples are most frequently used unfixed or fixed with organic solvents 
that precipitate proteins such as acetone and methanol, or fixed with cross-
linking agents such as formaldehyde. Glutaraldehyde should not be used for 
immunofluorescence since it is autofluorescent. Nonfixed frozen sections 
are commonly used for tissue blocks or the frozen sections may be fixed 
after they are placed on the slides. The choice of fixative depends largely on 
the antigen. Some antigens are extremely sensitive to any type of fixation, 
others will retain their antigenicity with one type of fixative (methanol for 
example) and lose it with another type (formaldehyde for instance), whereas 
some antigens retain their antigenicity with any type of fixation. The length 
of time a sample is fixed can also affect the ability to detect that antigen by 
immunostaining. Generally, the shorter the fixation, the better the antigenicity 
is retained. For tissue blocks fixation for up to 24 h in 2–4% formaldehyde in 
Dulbecco’s phosphate buffered saline (PBS) with (100 mg anhydrous calcium 
chloride, 200 mg potassium chloride, 200 mg monobasic potassium phosphate, 
100 mg magnesium chloride • 6 H2O, 8 g sodium chloride, and 2.16 g dibasic 
sodium phosphate • 7 H2O; bring volume to 1 L with deionized glass-distilled 
(or equivalent) water) or without Ca++ and Mg++ may be necessary for good 
structural preservation. Although for cells, 15–30 min in 2% formaldehyde 
diluted in Dulbecco’s PBS with or without Ca++ and Mg++ is usually suffi-
cient. Cytospin preparations or cultured cells grown on coverslips may also be 
fixed in cold (−20°C) methanol or acetone for 2–5 min on ice. The purity of the 
reagents used for fixation is also of extreme importance. Formaldehyde is not 
the same as the formalin found in most pathology laboratories. Commercial 
grade formalin is a saturated solution of formaldehyde in water with another 
solvent, most commonly methanol. Formalin is typically 37% formaldehyde by 
weight (40% by volume), 6–13% methanol, and the remainder water. The formal-
dehyde acts by cross-linking the amino groups on proteins while the methanol 
penetrates tissue rapidly and precipitates proteins. Although formalin can be 
used to fix tissue blocks, it may contain impurities that can interfere with 
immunostaining and it may also destroy the antigenicity of sensitive anti-
gens. A better choice is a freshly prepared solution of paraformaldehyde or 
commercially available ampoules of purified formaldehyde solution that are 
packed under nitrogen. To prepare an 8% solution of paraformaldehyde, in a 
fume hood, add 2 g of paraformaldehyde (trioxymethylene) powder to 25 ml 
of deionized glass-distilled (or the equivalent) water. With constant stirring, 
heat the solution to 60–70°C. Once the solution has reached this temperature, 
continue stirring for 15 min. To clear the solution, which will be milky, add 
one to two drops of 1N NaOH, with stirring until the solution clears. A slight 
milkiness may remain. Cool and filter through Whatman No. 1 filter paper. 
This solution should be used the same day it is prepared. Another alternative 
that is commonly used for cells is to fix the cells in 2% formaldehyde in cold 
methanol instead of PBS. This provides for rapid penetration of the fixative 
and is generally a fairly gentle fixative.

Another alternative method of fixation is microwave fixation. The exact 
mechanism behind microwave fixation is unknown, it is thought to be a 
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 combination of heat generated and increased molecular movement (5) 
 generated by microwaves. The molecular movement may also help the 
penetration of chemicals into biological samples. The major advantages of 
microwave fixation are its speed and the ability to use reduced concentrations 
of fixatives (6–8).

3.3. Antigen Retrieval

During the process of preparing samples for immunomiroscopy, especially 
paraffin embedded samples, antigenic sites may be masked, denatured or 
destroyed. Depending on the antigen and the sample, it may be necessary to 
employ an antigen retrieval step. Antigen retrieval presumably breaks the for-
maldehyde-induced methylene cross-links formed during fixation. Two types 
of methods are commonly used. One involves the use of proteolytic enzymes 
(proteolytic induced epitope retrieval, PIER), while the other employs heat 
treatment (heat induced epitope retrieval, HIER). For proteolytic induced 
epitope retrieval, proteinase K, trypsin, pepsin, and pronase may all be used. 
The concentration of the enzyme as well as the time of digestion must be care-
fully controlled to unmask the epitope without destroying the antigen itself. In 
heat induced epitope retrieval, a microwave oven, pressure cooker, autoclave, 
water bath, and steamer may all be used to heat the samples. Citrate buffer, 
pH 6.0, is the most popular retrieval solution and is suitable for most antibody 
applications. Tris-EDTA, pH 9.0 and EDTA, pH 8.0 are also widely used as 
retrieval solutions. Generally, heating the sample for 20 min and cooling for 
an additional 20 min is sufficient for antigen retrieval. As with PIER, the exact 
conditions must be determined for each sample.

3.4. Quenching

Following aldehyde fixation, free aldehyde groups may be present in the 
sample. If these groups are not blocked they can bind to the primary antibody 
increasing the background or giving a false positive during labeling. The 
compounds used for quenching all have an amino group that can bind to the 
free aldehyde present after fixation. Glycine, 100 mM, ammonium chloride, 
50 mM, and one percent sodium borohydride may all be used. However, gly-
cine is the gentlest on the tissue and because it is a small molecule penetrates 
samples rapidly. The quenching agent can be added to PBS (8,0 g NaCl, 0,2 g 
KCl, 0,2 g KH2PO4, 2,16 g Na2HPO4, bring to 1 L with glass distilled or other 
high quality water and adjust pH to 7.4) and used for the last rinse before the 
blocking step. The time necessary to quench a sample depends on the size of 
the sample. For tissue culture cells, 2–5 min is sufficient although for large 
tissue blocks quenching for up to 20 min with one or more changes of the 
quenching solution may be necessary.

3.5. Permeablization

If an antigen is located intracellularly, it may be necessary to use an additional 
step to permeabilize the sample, especially if the sample has been fixed with 
an aldehyde fixative. Two general classes of permeablizing agents, organic 
solvents and detergents are commonly used. The organic solvents such as 
methanol and acetone dissolve lipids from cell membranes making them 
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permeable to antibodies. Additionally, since the organic solvents also coagulate 
proteins, they can be used to fix and permeabilized cells at the same time (see 
Section 3.2). However, these solvents may also extract lipidic antigens or 
lipid associated antigens from cells. Frequently, paraffin embedded tissues do 
not need permeabilization since they are exposed to organic solvents during 
embedding and preparation of sections for immunostaining but they may need 
an antigen retrieval step (see Section 3.3) before immunolableling.

The other large group of reagents used for permeablization is detergents. The 
most widely used detergent, especially for cultured cells is saponin (0.01% in 
PBS). Saponin is a plant glycoside that interacts with membrane cholesterol, 
removing it and leaving ~100 Å holes in the membrane (9). When antibodies 
are in solution with saponin, they may be incorporated into saponin/choles-
terol micelles that facilitates their entry into the cells. Saponin permeabiliza-
tion is not effective on cholesterol-poor membranes such as mitochondrial 
membranes and the nuclear envelope (10). Triton X-100 (0.1–1% in PBS) and 
Tween 20 (0.1%), nonionic detergents, are also commonly used to permeabi-
lize cells and tissues. These detergents contain uncharged, hydrophilic head 
groups of polyoxyethylene moieties (11). These detergents have the disadvan-
tage that they are nonselective in nature and may extract proteins along with 
the lipids, resulting in a false negative during immunostaining. Depending on 
the antigen, a combination of permeabilizing agents may be preferable (10).

3.6. Blocking

The purpose of the blocking is to prevent the primary and secondary antibodies 
from binding nonspecifically through hydrophobic interaction to the sample, 
thus increasing the background (Fig. 58.3). This step is generally most effec-
tive when done immediately before immunostaining with the primary anti-
body. The affinity of the primary antibody for its antigen allows it to displace 
the blocking protein, which has a low affinity for the antigen, and bind to the 
antigen. The most commonly used agent for blocking is 1–2% bovine serum 
albumin (BSA), Fraction V or essentially globulin free in PBS. BSA blocks 
nonspecific hydrophobic interactions between the antibodies and the sample. 
Nonfat dry milk (12) or casein may also be used as blocking agents. Nonfat 
dry milk should be used with care as the presence of lactoperoxidase in some 
brands of nonfat dry milk may actually increase the background when used 
with peroxidase based methods. However, when casein is used during block-
ing, as well as being included in the buffers for all subsequent steps, it may 
reduce background staining when compared to normal swine and sheep sera.

It may also be necessary to block IgG receptors on the cell surface to reduce 
nonspecific binding. Normal serum (1%), such as goat serum, or purified IgG 
(5 µg/ml) are commonly used for this purpose. IgG is preferable to serum 
since serum may contain proteins that will either interfere with the primary 
antibody binding or bind the primary antibody nonspecifically. Caution should 
be taken is selecting the serum or IgG to use for blocking. The reagent chosen 
for blocking IgG receptors should be from a species unrelated to the primary 
antibody, and preferably from the same species as the secondary antibody. For 
example, if the primary antibody is a mouse IgG and the secondary antibody 
is anti-mouse IgG made in donkey, the ideal blocking agent in this case would 
be normal donkey IgG.
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Another commercially available blocking agent, Image-iT® FX signal 
enhancer, from Invitrogen Molecular Probes, has also been shown to be effective 
in lowering the background in fluorescently stained material when used after 
fixation and permeabilization but before applying the primary antibody. It is 
particularly useful for reducing background fluorescence in tissue sections.

3.7. Incubation with Primary Antibody

As stated in the introduction, the most critical element for good immunos-
taining is the primary antibody. It should be of the highest specificity, purity, 
affinity, and avidity possible. In most instances, the primary antibody is not 
conjugated to a label. It may however be biotinylated. The primary antibody is 
diluted in a suitable buffer such as PBS pH 7.0–7.4. For monoclonal antibodies 

Fig. 58.3. Blocking solutions help prevent nonspecific binding of the primary antibody. 
A. In addition to the antigen of interest, cell membranes are composed of many types 
of proteins and lipids and may contain IgG receptors. B. If the sample is not blocked, 
the primary antibody will bind to its antigen, but will also bind nonspecifically to other 
membrane components, including IgG receptors. C. Proper blocking of a sample 
prevents nonspecific binding of the primary antibody. The blocking protein, such as 
BSA prevents binding to membrane components and the use of an unrelated IgG to 
block IgG receptors prevents the nonspecific binding of the primary antibody to these 
receptors
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a concentration of 1–5 µg/ml is generally a good starting concentration. For 
some monoclonal antibodies it may be necessary to use concentrations as high 
as 20–30 µg. For polyclonal antibodies it is more common to make dilutions of 
the stock preparation ranging from 1:20 to 1:500. Depending on the sample, 
the primary antibody may be diluted in PBS, in PBS + 1% BSA or in PBS 
+ 1% BSA containing 0.01% saponin. The appropriate concentration of the 
primary antibody as well as the diluent will need to be determined empirically 
for each sample. However, as shown in Fig. 58.4, as the concentration of the 
primary antibody increases, the fluorescence intensity should increase until a 
plateau is reached. After this point, increasing the antibody concentration will 
not increase the specific labeling, but will increase the background.

Samples can be incubated as free-floating sections, attached to slides or to 
coverslips. The antibody solution is placed as a drop on top of tissue sections 
or on cells adhered to coverslips. To constrain the antibody solution on slides, 
it is useful to encircle the tissue on the slides with a hydrophobic barrier. This 
can easily be accomplished by the use of a commercially available PAP pen. 
These pens are used to draw a fine line of hydrophobic film around tissue 
sections. Eleven to 13 mm diameter coverslips can be place in the bottom of 
the wells of a 24-well plate for processing. For most applications samples can 
be incubated for 1 h at room temperature. Some antigens and plastic embed-
ded material may give better results if incubated at 37°C. For labeling of cell 
surface antigens on tissue culture cells, unfixed cells can be incubated at 4°C 
to prevent endocytosis of the antigen–antibody complex. For free floating 
sections or some intracellular antigens, dilutions of 1:1,000 to 1:5,000 of the 
primary antibody and incubation overnight at 4°C may give the best results. 
The samples should never be allowed to dry and gentle rocking during incuba-
tion will ensure even staining of the sample.

Fig. 58.4. Antibody binding curve. A. As the concentration of the specific mouse 
monoclonal antibody increases, the fluorescence intensity increases until a plateau is 
reached at 20 µg/ml. B. The increase in fluorescence seen with the binding curve is also 
reflecting in the intensity of the immunostaining
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3.8. Incubation with Secondary Antibody

After extensive washing, the sample is then incubated in the secondary anti-
body. This antibody is normally conjugated to a fluorescent or enzymatic 
label. If the primary antibody was biotinylated, streptavidin conjugated with 
an appropriate label is substituted for the secondary antibody. Care must also 
be taken in choosing a secondary antibody. The secondary antibody must 
bind to the primary antibody with high affinity and should be minimally cross 
reactive with immunoglobulins from other species (Jackson ImmunoResearch, 
Fort Washington, PA, www.jacksonimmuno.com). In choosing a secondary 
antibody, the species of the antigen is not important. What is important is the 
species that the primary antibody was raised in. For example, if the primary 
antibody was made in mouse, the secondary antibody would be against mouse 
IgG or if the primary antibody was raised in rabbit the secondary antibody 
would be against rabbit IgG. Also, to avoid nonspecific binding of the Fc por-
tion of the secondary antibody to IgG Fc receptors, F(ab’)2 fragments can be 
used instead of the whole antibody.

The secondary antibody may be diluted in the same buffer used for the pri-
mary antibody with or without BSA. Dilutions can range from 1:20 to 1:100 or 
greater depending on the secondary antibody. For many secondary antibodies, 
incubation for 30 min at room temperature with the secondary antibody diluted 
1:50 gives good immunostaining.

3.9. Detection Systems for Immunolabeling

The two most common detection system used for immunolabeling are 
fluorescent labels and enzymatic labels. Particulate labels, such as colloidal 
gold, are used primarily for electron microscopy. Secondary antibodies 
conjugated to a wide range of fluorescent and enzymatic labels are com-
mercially available.

3.9.1. Fluorescent Labels
With the advent first of epifluoresence and later confocal microscopes, fluo-
rescently labeled antibodies became widely used as labels for immunostaining. 
Fluorescence is the property of some molecules to absorb light at a particular 
wavelength and to then emit light of longer wavelength. Modern fluorescence 
microscopes and laser scanning confocal microscopes take advantage of the 
fluorescent properties of these molecules to localize them in biological sam-
ples. Theses microscopes use a combination of excitation and emission barrier 
filters to excite and visualize the various fluorescent probes. In choosing a flu-
orescent label, the available microscope filter sets are usually the determining 
factor. The filter sets on most microscopes are best matched with rhodamine or 
fluorescein. Texas Red® (Invitrogen, Molecular Probes) may also be used with 
a rhodamine filter set. FITC, Texas Red, and their Alexa Fluor® (Invitrogen, 
Molecular Probes) equivalents Alexa Fluor 488 and Alexa Fluor 594 are 
probably the most frequently used labels. Table 58.3 gives the excitation and 
emission wavelengths for some of the commonly used fluorescent probes. 
More extensive lists can be found on the web sites of suppliers or micro-
scope manufacturers. Other probes, such as Qdot ® nanocrystals (Invitrogen, 
Molecular Probes) use the same excitation wave length, but the emission wave 
length is dependent on the size of the crystal Because of the autofluorescence 

http://www.jacksonimmuno.com
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of paraffin and plastic resins, fluorescence immunomicroscopy is most suited 
to frozen sections, cultured cells, or isolated cell preparations.

3.9.2. Enzymatic Labels
The other large class of labels that may be conjugated to antibodies are the 
enzymatic labels such as peroxidase and alkaline phosphatase. The enzymatic 
labels are well suited to paraffin and resin embedded material. In this staining 
method the enzyme conjugated to the antibody reacts with its substrate pro-
ducing a product that results in the conversion of a colorless chromagen to a 
colored end product. They have the disadvantage that they can diffuse within 
the sample.

3.9.2.1. Peroxidase: Horseradish peroxidase (HRP, molecular weight 40 kDa) 
is isolated from the root of the horseradish plant (Cochlearia armoracia). It 
has an iron-containing heme group (hematin) at its active site, and in solu-
tion is brown in color. The basic enzymatic reaction for HRP, using DAB 
as the chromagen, is given in Fig. 58.5. Peroxide is the substrate and DAB 
(diaminobenzidine) is the chromagen. Oxidized DAB is dark brown in color 

Table 58.3. Spectra of commonly used fluorescent markers.

Fluorochrome Excitation max (nm) Emission max (nm)

Cascade Blue 396 410

Alexa Fluor 350 346 442

Cy2 489 506

Oregon Green 488 490 514

Fluorescein 494 519

Alexa Fluor 488 495 519

Alexa Fluor 430 433 539

Alexa Fluor 532 532 554

Cy3 550 570

Rhodamine3 547 572

Alexa Fluor 546 556 573

Cy3.5 581 596

Alexa Fluor 568 578 603

Texas Red 589 615

Alexa Fluor 594 590 617

Alexa Fluor 633 632 647

Cy5 649 670

Alexa Fluor 660 663 690

Cy5.5 675 694
Cy cyanine, FITC fluorescein isothiocyanate, TRITC tetramethyl rhodamine isothiocyanate.

Fig. 58.5. Enzymatic reaction for peroxidase
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and can be easily visualized in tissue sections. The oxidized DAB is insoluble 
in alcohol, and produces polymers that react with OsO4, producing osmium 
black, which is highly insoluble and electron dense. The addition of metal 
salts, such as nickel or cobalt to the DAB reaction mixture will produce 
black to orange (nickel) or black (cobalt) reaction products. Because DAB 
is considered to be a carcinogen caution should be used when handling 
DAB. Owing to its carcinogenicity, alternative proprietary substrates, such as 
TrueBlue (Kirkegaard and Perry Laboratories, Gaithersburg, MD, www. kpl.
com), have been developed. 3-amino-9-ethylcarbazole (AEC), which upon 
oxidation forms a rose-red end product, and 4-chloro-11 -naphthol (CN), 
which precipitates as a blue end product, may also be used as chromagens 
for peroxidase. However, like DAB both AEC and CN form alcohol soluble 
reaction products. Another disadvantage of peroxidase as a marker is the 
presence of endogenous peroxidase activity in tissues. If the endogenous 
activity is not blocked, false positives will occur. The most common method 
of blocking endogenous peroxidase activity is to use excess substrate, H2O2. 
The excess peroxide irreversably blocks the active site of the peroxidase, thus 
inhibiting it. 3% peroxide in methanol for 10–15 min is usually sufficient to 
block endogenous peroxidase. However, some tissues and antigens can be 
destroyed by high concentrations of peroxide and lower concentrations, 0.3%, 
and longer times, up to 1 h, may be necessary. The blocking can be done at 
any point in the immunostaining procedure up to the step where the samples 
are incubated for peroxidase. Depending on stability of the immunostaining 
and convenience endogenous peroxidase activity may be blocked right after 
the sections are rehydrated to water, or before the sections are incubated with 
either the primary or secondary antibody.

3.9.2.2. Alkaline Phosphatase: The other commonly used enzyme detection 
system is alkaline phosphatase. Alkaline phosphatase hydrolyzes naphthol 
phosphate esters (substrate) to phenolic compounds and phosphates. The 
phenols then couple to colorless diazonium salts (chromagen) to produce 
insoluble, colored azo dyes. Several different combinations of substrates 
and chromagens are available. Naphthol AS-MX phosphate can be used as 
a substrate in its acid form or as the sodium salt. Fast Red TR and Fast Blue 
BB, chromagens, produce a bright red or blue reaction product, respectively. 
Both reaction products are soluble in alcohol. New Fuchsin is also commonly 
used as a chromagen. It also gives a red reaction product, but unlike Fast 
Red TR and Fast Blue BB, the color produced by New Fuchsin is insoluble 
in alcohol and other organic solvents. The staining intensity of New Fuchsin 
is also greater than that of Fast Red TR or Fast Blue BB. Additional possible 
substrates include naphthol AS-BI phosphate, naphthol AS-TR phosphate and 
5-bromo-4-chloro-3-indoxyl phosphate (BCIP). Other chromagens include 
Fast Red LB, Fast Garnet GBC, Nitro Blue Tetrazolium (NBT) and iodoni-
trotertrazolium Violet (INT). As with peroxidase endogenous alkaline phos-
phatase activity should be inhibited. This is generally accomplished by adding 
levamisole (1 mM) to the incubation solution. Levamisole will inhibit most 
endogenous alkaline phosphatase activity with the exception of intestinal 
alkaline phosphatase. Intestinal alkaline phosphatase is often inhibited by high 
temperature methods for antigen retrieval or may be inactivated with 20% 
aqueous acetic acid at 4°C (13).

http://www. kpl.com
http://www. kpl.com
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3.10. Develop Enzymatic Markers

To be visualized the antibodies conjugated to enzymatic markers must be incubated 
in an appropriate substrate-chromagen solution. Especially for HRP there are 
a wide variety of kits and reagents available commercially. However, basic 
procedures for peroxidase and alkaline phosphatase are given below.

3.10.1. DAB-Substrate Solution for Peroxidase
After incubation with primary or secondary antibody conjugated to HRP, 
wash sample thoroughly (three times for 5 min each) and incubate in a DAB 
containing solution:

48 µl DAB - 3,3′diaminobenzidine (DAB) (Kirkegaard and Perry, Gaithersburg, MD)
1 ml PBS
20 µl 1% H2O2

Alternative Solution
10 mg DAB (Sigma-Aldrich, St. Louis, MO)
10 ml PBS
100 µl 30% H2O2
Filter before use

The solutions should be made just before use and the solutions protected 
from light. The sample may be incubated at room temperature, and the time 
of incubation is best monitored initially by using a microscope to observe 
the sample during incubation. Times may range from a 5–30 min. However, 
longer incubations generally increase the background staining. After stain-
ing, rinse samples in distilled water. Samples may be counterstained, but 
it is advisable to omit the counterstain until the immunostaining has been 
optimized.

3.10.2. New Fuchsin Substrate Solution for Alkaline Phosphatase
After incubation with primary or secondary antibody conjugated to alkaline 
phosphatase, wash samples thoroughly (three times for 5 min each) and incu-
bate in a substrate solution containing a napthol phosphate ester (14):

Solution A: Mix 18 ml of 0.2M 2-amino-2-methyl-1, 3 propanediol (Merck, 
Whitehouse Station, NJ) with 50 ml 0.05 M Tris-HCl buffer, pH 9.7 and 
600 mg sodium chloride. Add 28 mg levamisole (Sigma-Aldrich)

Solution B: Dissolve 35 mg naphthol AS-BI phosphate (Sigma-Aldrich) in 
0.42 ml N,N-dimethylformamide

Solution C: In a fume hood, mix 0.14 ml 5% New Fuchsin (Sigma, 5 g in 
100 ml 2 N HCI) with 0.35 ml of freshly prepared 4% sodium nitrite (Sigma, 
40 mg in 1 ml distilled water). Stir for 60 s

Mix Solutions A and B, then add Solution C; adjust to pH 8.7 with HCI. Mix 
well and filter onto slides

Incubate for 10–20 min at room temperature

Rinse with distilled water

Samples may be counterstained at this point, but it is better to omit the counter-
stain until the immunostaining has been optimized.
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3.11. Detecting Two Different Antigens in the Same Sample

It is often desirable or necessary to localize two different antigens in the same 
sample. Although the procedures for detecting two or more antigens in the same 
sample are essentially the same as those for detecting a single antigen, care must 
be taken that the antibodies used to detect one antigen do not interfere with the 
ability to immunolabel the second antigen. For direct staining the two primary 
antibodies may be conjugated to different labels, i.e., FITC and Texas Red or 
HRP and alkaline phosphatase. Alternatively, one primary antibody can be con-
jugated to a fluorescent or enzymatic marker and the other to biotin. If an indi-
rect immunostaining method is to be used, the two primary antibodies should be 
from different species, i.e., mouse and rabbit. Ideally, the two primary antibodies 
can be mixed and applied in the same solution. Methods exist to use indirect 
labeling with primary antibodies from the same species(15–18). If an indirect 
method is being used, the secondary antibodies can also be mixed and applied 
at the same time. However, if the two antigens are in close proximity, one pri-
mary antibody may sterically hinder the binding of the second primary antibody. 
Before applying the primary or secondary antibodies together, the immunos-
taining conditions should be optimized for each antigen separately. Once this 
is done, the sample should be immunstained first for antigen A followed by 
staining for antigen B. In another sample antigen B should be immunolabed first 
followed by labeling for antigen A. If the immunolabling is independent of the 
order in which the antigens are stained then the antibodies can be mixed, if not 
a procedure similar to step B will need to be followed. The details of optimizing 
a double immunostaining are outlined in Fig. 58.6.

Another factor to consider in double staining is that the two labels will be 
able to be distinguished in the final preparation. This is usually easier with 
fluorescent labels. Many suppliers of fluorescently conjugated secondary 
antibodies and microscope manufactures now have tools on their web sites 
to assist in selecting an appropriate combination of fluorescent markers. In 
choosing markers, there should be little to no overlap in their emission spectra 
to avoid and bleed-through of one label into the image of the other.

3.12. Mount and Examine Sample

The final step in any immunostaining procedure is to mount the preparation 
and examine it. Before mounting, fluorescent samples may be counterstained 
with DAPI (4′, 6-diamidino-2-phenylindole; 100 ng/ml), which binds tightly to 
DNA. When DAPI is bound to double-stranded DNA its absorption maximum 
is 358 nm and its emission maximum is 461 nm and the nuclei appear blue. 
DAPI also binds to RNA, but the fluorescence is much weaker and its emission 
shifts to ~400 nm. For samples that have used a fluorescent label it is advisable 
to use a mounting medium that contains and antifade agent. There are many 
excellent mounting mediums commercially available. Some do not harden to 
make permanent preparations, but the coverslips can be sealed to the slides to 
make semipermanent preparation by ringing the coverslips with antiallergic 
fingernail polish that does not contain formaldehyde. Formaldehyde containing 
fingernail polishes may autofluoresce.

For immunostained preparation where the label was an enzyme, the choice of 
the mounting medium will depend on the solubility of the final reaction prod-
uct. If the reaction product is soluble in organic solvents, as for example when 
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AEC is used as the chromagen for peroxidase reactions or Fast Red TR is used 
as the chromagen for alkaline reactions, an aqueous mounting medium must be 
used. However, when the final reaction product is insoluble in organic solvents 
then a solvent based mounting medium such as Permount may be used.

3.13. Controls

In any immunohistochemical procedure proper controls are essential. Every 
new primary antibody should be characterized before beginning immunos-
taining. If the antibody is suitable for Western blotting, this will confirm 
the specificity of the antibody. A binding curve, using serial dilutions of the 
antibody should also be done to confirm that the staining is not caused by 
nonspecific binding to the cell surface and to determine the optimum working 

Fig. 58.6. Optimization of immunostaing for two different antigens A and B using 
a primary antibody against antigen A made in mouse and a primary antibody against 
antigen B made in rabbit. A. Immunostaining procedures need to be optimized for 
each antigen. The results of this immunostaining will serve as the standard for the 
subsequent steps. B. To confirm that detection of one antigen does not interfere with 
the detection of the other antigen two separate immunostaining protocols are followed. 
In one, antigen A is immunolabed followed by immunolabeling for antigen B. In the 
other protocol, the order is reversed and antigen B is immunolabeled first, followed 
by immunolabeling antigen A. C. If there are no differences in the immunolabeling 
observed with the two protocols used in B when compared to A, then the primary 
antibodies may be combined and used in a single step and the same may be done for 
the secondary antibodies. These results should be compared with the results obtained 
in step A
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concentration of a particular primary antibody. A negative control, where the 
primary antibody is omitted from the staining protocol should also be run. 
Another negative control is to substitute normal IgG from the same species as 
the primary antibody in place of the primary antibody. For example, if the 
primary antibody is a mouse monoclonal, mouse IgG would be used in place 
of the primary antibody. The antigen binding site of the antibody may also be 
blocked by adsorbing it with specific peptides or adsorbing it with the specific 
antigen, or tissue before use. In some cases, the antigen itself may be blocked 
with another primary antibody before staining.
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1. Introduction

Hybridization between complementary strands of nucleic acids is a funda-
mental technique in cell biology and is the basis of well-developed molecular 
biological techniques to detect mRNA or DNA sequences. The earliest uses of 
hybridization of complementary strands of DNA or RNA with a labeled probe 
were in the form of southern blots to detect specific sequences in DNA (1) 
and northern blots and dot blots to detect specific mRNA species in samples 
transferred to nitrocellulose filters (2,3). These techniques allowed detection 
of specific DNA or mRNA species with a high degree of sensitivity. Later, 
PCR and quantitative PCR improved the sensitivity of measuring and detect-
ing specific mRNA species in tissue samples. However, in heterogeneous 
tissues, the information provided by techniques based on homogenization of 
the sample is quite limited. Immunohistochemistry provides very useful infor-
mation on the presence of particular proteins but does not unequivocally show 
that genes are expressed in particular tissues or cells, because proteins can be 
absorbed, actively transported or sequestered in tissues distant from their site 
of manufacture. The development of the technique of in situ hybridization 
(ISH) therefore provides unique information concerning expression of genes 
in cells and tissues, particularly where there are heterogenous cell populations 
present in those tissues.

1.1. Background

Gall and Pardue (4) and John et al. (5) are credited with independently devel-
oping the technique of ISH in the late 1960’s. The early studies using the 
ISH technique used partially purified cDNA probes to detect high-abundance 
mRNA transcripts such as globin or actin. Only later did purified cDNA probes 
show that a specific gene or gene product of interest could be detected by in 
situ hybridization. For example, Gall and Pardue (4) used a mixture of 28 S and 
18 S ribosomal RNA as a probe. This probe, labeled with tritium, was used to 
detect extrachromosomal DNA in Xenopus oocytes. A number of studies also 
used labeled poly U sequence as a probe to detect poly A sequences in tissue 
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preparations. Jones et al. (6) studied labeling of poly A in squash preparations 
of Rhynchosciara salivary glands using a tritiated poly U probe. Capco and 
Jeffery (7) used a poly U probe to examine paraffin sections of embryos and 
detect poly A (mRNA). Similar studies were carried out on frozen sections of 
embryonic pancreas (8) and detected poly A (mRNA) in exocrine and endo-
crine pancreas. Early studies also used nonspecific probes to look for viral 
DNA in infected tissues, for example the study of Orth et al (9) detecting viral 
DNA in paraffin sections of fixed rabbit tissue. Later studies used partially 
purified probes, for example mRNA enriched in globin sequence to produce a 
cDNA probe to detect globin mRNA in liver with reasonable specificity (10). 
Similarly, Pochet et al. (11) used an enriched source of prolactin mRNA to 
obtain a prolactin probe of reasonable purity and detect prolactin expression 
in the rat pituitary. The authors suggested in this case that the probe was 
approximately 80% prolactin cDNA.

The major advances in gene cloning meant that pure cDNA probes became 
available and several groups reported using in situ hybridization with specific 
sequences labeled as probes to detect expression of pro-opiomelanocortin 
(12), calcitonin (13) actin (14) and albumin (15). Many studies have followed 
because, with a huge number of genes, mRNA species and viral sequences 
being detected.

2. Methods

Not surprisingly the widespread application of ISH in a variety of cells and 
tissues, has led to the development of a plethora of protocols. In this section 
we describe the sequential steps in this process: fixation and processing, 
pretreatment, probe types, labeling and detection, hybridization, controls and 
analysis.

2.1. Sample Fixation and Processing

A key limiting step in ISH is the retention and availability of the tissue mRNA. 
Fixation of tissue is therefore critically important. The process of fixation 
should cross-link the cell matrix, preserving the RNA intact and in its original 
location, and maintain cell and tissue architecture. Most investigators therefore 
routinely use 4% paraformaldehyde. Early comparative studies by Lawrence & 
Singer (16) indicated that cross-linking fixatives such as paraformaldehyde and 
glutaraldehyde are preferable to precipitating fixatives (e.g., Methyl Carnoy’s, 
Bouin’s, and ethanol). However enzyme digestion of samples was more neces-
sary after glutaraldehyde fixation. It is however, worth noting that neu-
tral buffered formalin has been used with good results (17) and has the added 
advantage of being a routine fixative for tissue in pathology laboratories. Hence, 
archival tissue specimens are often suitable for in situ hybridization studies, with 
comparisons then being possible across large numbers of clinical specimens.

Snap frozen tissue obviates the need for fixation although it produces much 
poorer morphology, particularly in tissues such as the kidney. Fixation of 
samples after sectioning is generally used in the case of frozen sections but 
morphology remains compromised. However, frozen sections do produce 
maximal labeling because there is little loss of mRNA and the lesser degree of 
cross-linking makes the mRNA more accessible (Fig. 59.1).
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In each case, microscope slides are used as the substrate for hybridization 
reaction. ISH protocols involve extensive washes in stringent and heated solu-
tions with agitation. Maintaining adhesion of sections and cell preparations on 
microscope slides is therefore an underlying problem. A number of adhesives 
have been used including gelatin, poly-l-lysine and aminopropyltriethoxysilane 
(APES). APES has the advantage of bonding sections to slides and has become 
the recommended treatment (18).

2.2. Pretreatments

Pretreatment of tissue sections, cells or whole-mounts has generally been 
carried out because fixation of tissue samples or cells results in protein cross-
linking delaying or inhibiting penetration of the probe into the sample. The 
earliest pretreatment used was proteinase digestion using either proteinase K 
or pronase E to digest proteins and break cross-links. In addition, microwave 
treatment of sections as has now been routinely incorporated into immuno-
histochemistry protocols is also widely used. This involves microwaving 
sections or samples in a buffer such as 0.01M citrate buffer, which seems to 
improve probe penetration perhaps by breaking cross-links or relaxing tertiary 
structures within the section (19).

2.3. Probe Types

The principal tool is the labeled recombinant deoxyribonucleic acid or ribo-
nucleic acid probe with a specific nucleotide sequence complementary to that 

Fig. 59.1. Autoradiographs of liver labeled for procollagen I using a riboprobe. 
Although the morphology is inferior, the hybridization signal for (A, B) frozen sections 
is much stronger that that seen in (C) paraffin embedded tissue from the same organ
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of the mRNA or DNA of interest. Cells that contain the resultant DNA-mRNA 
or RNA-mRNA hybrid molecules may be identified by detection of the probe 
label. The unique complementary coding sequence of the probe confers an 
inherently high degree of specificity, indeed even relatively short sequences 
(around 20 bases) are sufficient to confer specificity in most cases. A number 
of different probe types can be used in ISH, each with their advantages and 
disadvantages.

2.3.1. Double Stranded DNA Probes
These are prepared from cloned DNA, which is in a plasmid or can be pre-
pared by PCR using appropriate primers. Probe labeling is then carried out 
by nick-translation or random priming. Although originally used in many 
studies, these are now less frequently seen as they have some inherent prob-
lems. Advantages of cDNA probes are that they are generally highly specific, 
because their length confers specificity. cDNA probes can also be labeled 
with multiple labels and the specific activity of labeling can be quite high as 
multiple bases can be labeled with radioactivity or nonradioactive labels such 
as biotin or digoxigenin. Longer cDNA probes can also show cross-species 
hybridization because these will work where there is around 90% homol-
ogy between species. In this case, stringency of hybridization and washing 
conditions (temperature, salt concentration and formamide percentage) can 
be manipulated to improve the chances of hybridization at lower homologies 
or to exclude hybridization to similar sequences. The double stranded nature 
also makes cDNA probes relatively resistant to enzymes such as DNases that 
might degrade them, giving them a longer shelf- or freezer life. However, the 
double stranded nature of cDNA probes is a major drawback as during the 
hybridization reaction, the probe also reanneals. For this reason probes need 
to be denatured just before addition to sections or cells and from that point 
there are the competing reactions of probe hybridizing with target mRNA or 
DNA sequences in the sample and reannealing to its complementary (sense) 
strand. Lastly, depending on probe length, there may be problems of probe 
penetration into the tissue or problems with adsorption of the probe onto the 
section and increased background. For this reason some thought has to be 
given to designing cDNA probes to be long enough to provide specificity but 
short enough to aid penetration and enhance removal of nonspecifically bound 
probe during washing steps.

2.3.2. Oligonucleotides
Synthesis of 20–30 base oligonucleotides is a convenient way to allow specific 
probes to be designed. The limitation with oligonucleotide probes is largely 
caused by the relatively few labels that can be attached to a short probe. The 
simplest method of labeling oligonucleotide probes is by substituting a labeled 
phosphorous onto the 5′ end using the enzyme 5′ polynucleotide kinase. 
However, this gives one labeled base per probe molecule and thus specific 
activity of the probe and sensitivity may be low. For this reason many studies 
have employed tailed oligonucleotide probes where multiple labels are added 
at the 3′ end using the enzyme terminal transferase. This results in greater 
sensitivity owing to a greater number of labels per probe molecule, but does 
produce a nonhomologous tail, which could theoretically impede hybridiza-
tion of the probe with the target RNA or DNA molecule or demand lower 
stringency to take the reduced Tm into account. In practice, tailing probes works 
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reasonably well. Another option with oligonucleotide probes is to generate a 
probe cocktail using multiple oligonucleotides designed to different regions 
of the sequence. This method has been used successfully and some commer-
cialized probes for targets such as Epstein Barr Virus or kappa and lambda 
light chains of immunoglobulin have used oligonucleotide probe cocktails. 
In summary, though the potential for generating oligonucleotide probes from 
published sequences and the simplicity of their synthesis (or purchase) makes 
them attractive for use in ISH, in many cases their relative lack of sensitivity 
makes them less useful than other probe types.

2.3.3. RNA (Riboprobes)
Single stranded RNA probes can be synthesized by using purified RNA 
polymerase (SP6, T7, or T3 RNA polymerase) to transcribe the sequences 
down stream of the appropriate polymerase initiation site. Most commonly 
the probe sequence is cloned into a plasmid vector so that it is flanked by two 
different RNA polymerase initiation sites thus enabling either sense (control) 
or antisense (probe) RNA to be synthesized. RNA probes have a number of 
advantages over cDNA probes including the fact that they are single stranded 
and therefore have no competing reaction occurring during hybridization. 
The background obtained with riboprobes can also be reduced by using 
single stranded RNase (RNase A) to remove unhybridized probe from the 
sample. Though RNA produced from linearized template may be quite long, 
a simple reaction using heat and alkaline pH can produce hydrolyzed probe 
with lengths more conducive to tissue penetration and background reduction. 
Optimal probe lengths are usually considered to be 100–250 bases, however, 
longer probes work reasonably well but may result in slightly higher back-
ground labeling. The production of riboprobes is relatively straightforward 
with subcloning inserts into an appropriate vector being a fairly simple 
procedure. Large quantities of plasmid can then be prepared from bacterial 
liquid cultures and stored after purification for subsequent linearization and 
labeling. In the case of nonisotopically labeled probe, the probe itself is fairly 
stable, though single stranded RNA is rather more susceptible to degradation 
by environmental RNases than is double stranded cDNA. For this reason, it 
is worth paying attention to contamination of the laboratory with RNases, 
particularly as these are used during the washing steps and glassware, benches 
and equipment can become contaminated. A number of commercial products 
are available as sprays, which can decontaminate surfaces and instruments and 
most practitioners use diethyl pyrocarbonate (DEPC) to render buffers and 
solutions RNase-free.

2.3.4. PNA Probes
Peptide nucleic acids (PNAs) are an important new class of synthetic nucleic 
acid analogues with a peptide-like backbone. This structure has an inherent 
advantage because PNAs hybridize with high affinity and specificity to comple-
mentary RNA and DNA sequences, with a greater resistance to nucleases and 
proteinases. Originally conceived as ligands for the study of double-stranded 
DNA, the unique physicochemical properties of PNAs have led to the develop-
ment of a large variety of research and diagnostic assays, including antigene 
and antisense therapy, genome mapping, and mutation detection (20). Many of 
the commercialized PNA probes for detection of viruses or immunoglobulin 
DNA and RNA have consisted of a cocktail of PNA oligomers labeled with a 
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hapten that can readily be detected using methods similar to routine immuno-
histochemistry. An example is FITC- labeled PNA probes, which are detected 
using an anti-FITC antibody and then detection of this antibody using strepta-
vidin–biotin peroxidase or alkaline phosphatase detection systems.

2.4. Probe Labeling

Labeling of probes with a reporter molecule is a key step, as it is the mecha-
nism by which hybridization can be localized.

2.4.1. Preparation of Template and Labeling Techniques for DNA Probes
There are two procedures commonly used for labeling cDNA probes. The 
double-stranded DNA sequence can be labeled by random primed synthesis 
or nick-translation. The random priming method is now more commonly 
used because it is simpler and is a highly efficient labeling reaction. Random 
priming uses denaturation of the double stranded DNA fragment, followed 
by annealing of short oligonucleotide primers (8–10 bases) with random 
sequences. These oligonucleotides act as primers for synthesis of a new DNA 
strand using the enzyme Klenow DNA polymerase. During the synthesis, 
labeled nucleotides can be incorporated into both strands of DNA, with a wide 
choice of labels available. Historically, α-32P-NTP was used, mainly because it 
was the predominant label used for synthesis of probes for Northern blots, but 
subsequently biotinylated nucleotides, digoxigenin (DIG)-labeled nucleotides 
or other labels and haptens (e.g., FITC) have been used. In general random 
priming results in efficiently labeled probes with only simple centrifugation 
steps required to remove unincorporated label.

2.4.2. RNA Probe Preparation and Labeling
Single-stranded RNA probes or riboprobes are generally synthesized by sub-
cloning cDNA into a suitable vector. Such vectors usually contain two of the 
RNA polymerase promoter sequences for T3, T7, or SP6 RNA polymerase 
located in opposite orientations on either side of the inserted DNA fragment. 
This allows the synthesis of either a sense or antisense strand of the template 
sequence. Production of plasmid, plasmid purification and then linearization 
of the plasmid using a restriction enzyme are all performed before probe labe-
ling is carried out. Cut plasmid can be stored for long periods of time at −20°C 
or −80°C, ready for use in labeling reactions. The only precaution to be taken 
in general is to ensure that the plasmid preparation is entirely linearized and 
this can be done by simply running a sample of cut plasmid on a 1% agarose 
gel and visualising it to ensure complete linearization. Labeling reactions are 
then carried out using the appropriate RNA polymerase to make sense and 
antisense copies of the template. Generally template lengths of 0.3–0.5 kb are 
optimal but longer probes can be prepared and then hydrolyzed to produce 
shorter fragments. As with cDNA probes described above, a number of pos-
sible labels can be incorporated into RNA probes to produce very sensitive 
probes, with early studies using isotopic labeling with 32P or 33P-UTP, but sub-
sequent studies have used incorporation of biotinylated or DIG-labeled UTP.

2.4.3. Oligonucleotide Probe Preparation
Oligonucleotides can be synthesized if there is a DNA synthesizer available, 
though most laboratories use commercial suppliers, because these provide 
cheap oligonucleotides for applications such as PCR, with a generally short 
turnaround. In addition, commercial oligonucleotides can now be ordered with 
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various modifications such as end labels, so that these probes can be designed 
from published sequences, ordered from a commercial supplier and used in 
situ hybridization applications. Limitations with this method are that several 
probes may have to be designed to find a sequence that works, because it may 
not be easy to predict which sequences will be available for hybridization 
within the sample. The other limitation is that single end-labels may not pro-
vide a sufficiently sensitive probe for use where the target mRNA or DNA is 
not abundantly expressed or in high copy-number in the sample. These probes 
can be very successful at labeling highly-expressed mRNA (such as albumin 
in liver, or collagen I in dermis) but may not detect lower abundance expres-
sion of genes such as those for cytokines and growth factors. For this reason, 
oligonucleotides are not very popular as a choice for in situ hybridization in 
many research settings or they are labeled in a manner designed to make them 
more sensitive. An example of probe labeling designed to enhance sensitivity 
is 3′ tailing of the probe, which is described above.

2.5. Probe Labels and Detection

2.5.1. Isotopic Labeling
The earliest uses of in situ hybridization tended to use radioactive labels for 
detection of the hybridization signal. These have some advantages, mainly in 
their low cost, but safety issues arise and the probe has a much reduced shelf 

Fig. 59.2. Paraffin embedded skin wound labeled for procollagen I using a riboprobe 
and non-isotopic detection methods. The photomicrographs show the different sensitiv-
ity of a (A) Biotinylated probe detected with avidin–biotin complex, (B) DIG labeled 
probe detected with anti-DIG horseradish peroxidase conjugate, (C) Biotinylated probe 
detected with tyramide amplification, and (D) DIG labeled probe detected with anti-
DIG alkaline phoshphatase conjugate



1088 I. A. Darby and T. D. Hewitson

life owing to decay of the radioactive tracer and there is also the possibility 
of damage to the probe (radiolysis) in the case of highly energetic radioactive 
labels such as 32P. One of the major problems with radioactive labeling of DNA 
and RNA probes is that the detection system commonly used adds several days 
or in some cases weeks to the time taken to achieve a result. In the case of rea-
sonably energetic emitters such as 32P or 33P it was not uncommon to wait 2 wk 
to 1 mo to obtain a result using silver emulsion autoradiography. In addition, 
the emulsion autoradiography method has an inherent problem, which limits 
resolution of the signal, that being the path length and scatter of the emitted par-
ticle. With great care and a relatively thin layer of emulsion, reasonable resolu-
tion down to a single cell is possible, but there is still a lengthy time spent with 
samples exposing in the dark, and many technical problems associated with the 
emulsion autoradiography technique, such as possible exposure (fogging) of 
the emulsion, detaching of the emulsion layer from the sample and inconsistent 
emulsion thickness across samples making comparisons within and between 
experiments difficult. For these reasons, radioactive in situ hybridization 
detected using emulsion autoradiography has become much less common.

2.5.2. Nonisotopic Detection
Problems with resolution of probe signal to the cells within tissue that actually 
contained the probe molecule led to the use of nonisotopic methods for probe 
detection quite soon after the first use of the technique. Biotin, which is in 
routine use in immunohistochemistry, was soon added to nucleotides so that a 
biotinylated probe could be produced by any of the labeling methods described 
above. Biotin can then be detected using either streptavidin or avidin conju-
gated to a reporter such as horseradish peroxidase. Biotin labeling alone does 
not give a particularly high level of sensitivity. Digoxigenin (DIG) was then 
introduced and this can be detected using anti DIG antibodies, which may be 
conjugated to reporters such as horseradish peroxidase or alkaline phosphatase. 
This has proved to be more sensitive than biotin by itself. The sensitivity of 
biotin-labeled probes can be improved by amplification steps known as signal 
amplification or catalyzed reporter systems, which use tyramide and biotin and 
amplify the probe signal once deposited on the section or sample. Examples 
of this are shown in Fig. 59.2 and the chemistry and use of these probes is 
described in detail in Speel et al. (21). Lastly, other markers can be conjugated 
to nucleotides, which are then incorporated into probes by any of the routine 
DNA or RNA labeling methods, a common example being fluorescein (FITC). 
This can be visualized directly using a fluorescent microscope as is sometimes 
used in fluorescent in situ hybridization (FISH) of chromosomes, though more 
commonly probes are first biotin or DIG labeled and then detected using sec-
ondary antibodies labeled with a fluorescent marker such as FITC.

FITC is also sometimes used as a hapten and visualized using anti-FITC 
antibodies and subsequent detection steps with horseradish peroxidase or 
alkaline phosphatase. Commercialized PNA probes labeled with FITC use this 
detection system with quite high sensitivity.

2.6. Hybridization and Washing

Protocols for hybridization conditions usually aim to provide an environment 
in which formation of specific hybrids between probe and target mRNA or 
DNA are favored but nonspecific binding of probe to the sample are unstable. 
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This is normally achieved by a combination of temperature, salt concentration and 
formamide concentration. Hybridization buffers are often complex mixtures 
designed to achieve stringency and favor hybrid formation while concentrating 
the probe on the sample. In addition, carrier DNA or RNA is often included 
so that RNase or DNase activity is to some extent quenched and probe is pro-
tected. Hybridization temperatures can be elevated in the case of long probes 
or probes that form tight hybrids (for example RNA probes directed at RNA 
targets). This high temperature means that unstable hybrids where mismatches 
are present are not favored and do not result in background or nonspecific 
labeling and the probe does not simply ‘stick’ to the section because of weak 
homology or charge interactions. Inevitably there is some background in every 
reaction and the posthybridization washing steps are aimed at minimising 
these. For example, in the case of DNA probes and oligonucleotides, posthy-
bridization washing steps involved reducing the salt concentration and raising 
the temperature close to that of hybridization (and close to the calculated Tm of 
the probe–target interaction). These steps helped to remove unstable hybrids 
and nonspecifically bound probe. In the case of RNA probes, the addition 
of posthybridization washing steps, which include RNase helps to markedly 
lower background. RNase A is an enzyme that degrades single stranded RNA 
molecules and thus can remove background but has no activity against specifi-
cally bound probe because it is double stranded.

2.7. Controls

Appropriate controls form an important part of the ISH protocol. A control 
sense probe is routinely used to confirm specificity of the signal. The ISH 
technique is based on the complementary binding of an antisense probe to the 
target mRNA/DNA. A sense probe is identical to the mRNA/DNA and there-
fore should not produce any hybridization signal. In those cases where a sense 
probe is not available, an irrelevant probe can be substituted. Application of 
hybridization solutions alone help to identify nonspecific background, par-
ticularly relevant when chromogenic substrates are used. Use of photographic 
emulsions can lead to a number of specific artefacts through nonspecific 
formation of silver grains. These can be controlled for by dipping slides in 
which processing with labeled probe has been omitted. Other controls are the 
inclusion of samples known to express the target (positive control), and known 
not to express target (negative control), and positive control probes such as 
cytoplasmic (beta) actin that will probe for targets ubiquitously present in all 
cells. RNase treated sections are useful for confirming specificity of hybridi-
zation, but great care must be take to avoid cross contamination.

2.8. Quantitation

Quantitative analysis of hybridization signals remains problematic and 
somewhat controversial. If one accepts that the relationship between mRNA 
expression and radiography is stoichiometric, then using image analysis to 
grain count is relatively straightforward (17). Provided sections are processed 
and probed in parallel, and that the appropriate controls are included, it prob-
ably provides a good semiquantitative estimate of relative mRNA expression. 
More advanced image analysis techniques provide an advance on this by 
identifying clusters of grains (22). Likewise, chromogenic and fluorescent 
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signals can be quantified with the standard image analysis techniques used in 
immunohistochemistry. In most cases these require little modification.

If not well controlled, underlying differences in the retention of mRNA is 
a major complication. Weak mRNA labeling may reflect poor retention of 
mRNA rather than low level expression per se. Evaluation of retained mRNA 
with dyes such as acridine orange (23) or methyl green pyronine Y are valu-
able, as is probing for a housekeeper gene such as β-actin and 28 S ribosomal 
RNA. Using 18sRNA would seem to be preferable, as its expression is more 
constant and less affected by local conditions than β-actin. As with other 
forms of hybridization such as northern blotting, some investigators have 
expressed mRNA labeling relative to the housekeeping gene (24).

2.9. Combined In Situ Hybridization and Immunohistochemistry

Although in situ hybridization provides valuable information about gene 
expression, it does not provide any information about translation or fate of 
the protein product which may be membrane bound, secreted, stored, or proc-
essed. However, when combined with immunohistochemistry, in situ hybridi-
zation can provide valuable information about gene activity at the DNA, 
mRNA, and protein level. The challenge has been to find conditions that are 
compatible with simultaneously conserving both RNA reactivity and protein 
antigenicity. The possibility of using either fluorescent markers as detection 
methods means that multiple labels can be used to detect several targets in 
tissues or cells and this technology is now routinely used in chromosomal 
studies. For studies aimed at detecting a gene and its product (i.e., mRNA and 
corresponding protein), protein can be detected using horseradish peroxidase 
and diaminobenzidine as the final detection step (giving a brown precipitate) 
whereas mRNA is detected using alkaline phosphatase and NBT/BCIP (giving 
a blue coloration).

3. Applications

The basics of ISH has been widely applied to a diverse range of situations 
where we need to localize the distribution of nucleic acids. Gene expression 
studies are often carried out at the whole organism, organ or tissue or cell 
level. What follows is a review of these applications, organized by type of 
sample used.

3.1. Tissue Sections

Hybridization techniques are commonly used in the study of tissue pathology, 
where the term hybridization histochemistry has sometimes been adopted 
(25). By definition, ISH of tissue sections is often thought to be a daunting 
technique, requiring skills in both molecular biology and histology, a rarely 
found combination. However the now widespread application of this method-
ology has meant that the technique is well described for a variety of tissue.

3.1.1. Light Microscopy
ISH is widely used in light microscopic studies where it has established itself 
as a fundamental research technique. Detection of labeling by autoradiography 
and subsequent viewing by bright-field or dark-field microscopy was a widely 



Chapter 59 In Situ Hybridization 1091

used technique throughout the early history of in situ hybridization. The pres-
ence of silver grains in autoradiography-detected experiments also allows 
quantitation by image analysis and grain counting. More widespread use now 
of nonisotopic labeling techniques with biotin or DIG means that light micro-
scopy can give good single cell resolution of in situ hybridization results.

Free-floating ISH is a modification of tissue hybridization where frozen 
sections are not mounted on any support and processed free floating in the 
reagents (26). This may improve sensitivity and allow the use of thicker sec-
tions such as vibratome sections of brain tissue.

3.1.2. Electron Microscopy
Hybridization techniques have also been adapted for use in electron micros-
copy. This methodology provides scientists with the opportunity to integrate 
molecular function and ultrastructural detail. However, these applications have 
proved to be technically very demanding and far from routine.

Two different approaches have been employed. Pre-embedding techniques 
where thick sections of pre-fixed tissue are hybridized before embedding (27) 
and postembedding where hybridization and signal detection is performed on 
grids using ultrathin sections (more analogous to the use of paraffin section in 
light microscopy) (23).

Although glutaraldehyde is the usual fixative of choice for electron micro-
scopy, Binder et al. (23) suggest 4% formaldehyde with 0.1% glutaraldehyde. 
Higher (4%) concentrations of glutaraldehyde were found to reduce hybridi-
zation by about 60%. Likewise, the medium used for embedding tissue is 
important. The hydrophilic and low lipid-solvent character of LR White resin 
is thought to give better preservation of mRNA than other resins (28).

Although radioactive techniques have been used, nonradioactive labeling has 
the considerable advantage of eliminating the need for grid autoradiography.

3.2. Cultured Cells

Protocols for using ISH in tissue sections have easily been adapted for use with 
cell cultures. Such techniques are particularly useful in cell based ex vivo assays 
established to mimic biological processes. One such example is migration and 
wound closure assays, where ISH has been used to examine the migration 
of cells from wound margins (29). Cells can be hybridized on Petri dishes or 
chamber slides after fixation with 4% paraformaldhyde and require minimal 
treatment to permeabilize the cell membrane.

3.3. Wholemount Embryos

ISH in whole embryos is an important tool in developmental biology, where it 
provides a means of examining temporal and spatial changes in gene expres-
sion during cell differentiation and morphogenesis (30–32). Unlike conven-
tional ISH to tissue sections, whole mounts provide three dimensional images 
of gene expression. Although the use of whole mounts obviates the need for 
serial sections and the necessity to reconstruct expression patterns, the inher-
ent sample thickness presents unique challenges. Clearly in this case noniso-
topic detection of the probe is necessary and it is likely that small groups of 
cells in heterogeneous tissues could be missed. However, many studies use 
whole-mounts to detect regions of interest followed by sectioning to obtain a 
closer look at exact cell populations that are labeling.
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3.4. Chromosomes

Chromosome specific probes have been developed for DNA detection and 
have become a powerful tool in cytogenetics and oncology (33). The acronym 
FISH has become synonymous with the use of these probes in fluorescent 
in situ hybridization (FISH) for genetic alterations. FISH is an important 
adjunct to routine chromosome analysis, allowing the detection of multiple, 
numerical, structural and microdeletion chromosome abnormalities on a cell 
by cell basis.

Classic methods for the identification of human chromosomes have relied 
on the use various chemical stains. Although these are robust techniques, they 
do not show small cases of translocation, insertion or deletion, are critically 
dependent on quality preparations, and perhaps most importantly, are only 
applicable to metaphase chromosomes (33). FISH on the other hand is not 
only useful with poor quality preparations, but allows for the examination of 
resting cells in interphase. This therefore eliminates the need for a dividing 
cell population and enables screening of a large number of cells. Interphase 
screening programmes have been developed to reveal chromosomal abnor-
malities with prognostic significance (34).

Directly labeled DNA probes for FISH can be prepared by incorporating 
modified bases with a fluorochrome side group, obviating the need for signal 
amplification. Such probes are available commercially.

Chromosome ISH has also been applied experimentally to localize sex mis-
match chimeras in organ transplantation. This has served as a useful a method 
of identifying bone marrow derived progenitors in organ regeneration (35).

3.5. Viruses

ISH techniques can be routinely applied to the detection of exogenous DNA 
from viral infection (36). Clinical examination for human papillomavirus 
DNA is perhaps the best known example (37). Other viral DNAs that can be 
examined include cytomegalovirus, herpes simplex virus and Epstein Barr 
virus. Although PCR techniques are usually used to detect these viruses, ISH 
is valuable when morphological localization is required. Combined ISH and 
immunohistochemistry make it possible to identify and phenotype infected 
host cells (38).

3.6. Plant Specimens

ISH has been used in plant tissue to study both genomic DNA (39) and RNA 
(40). Derived from the study of mammalian chromosomes, FISH has been 
used to study both plant chromosomes using preparations of mitotic root 
tips and pollen cells at meiosis (41). Conversely, paraffin embedded sections 
remain the most widely used method to study plant RNA (41).

4. Concluding Remarks

ISH techniques are applicable to the detection of both RNA and DNA. 
Although applications for mRNA are more numerous in research, ISH for both 
endogenous and exogenous DNA remains the most widely used examples in 
clinical medicine.
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Despite being more than 30 years old, ISH continues to find new applications. 
Advances in other molecular techniques such as the advent of gene microar-
rays has not diminished the significance of in situ hybridization, but rather 
highlights the importance of being able to identify the topology of gene 
expression. It offers a degree of precision that is unavailable with other 
molecular techniques.
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1. Introduction

How are new drugs discovered? The common image is of dedicated teams of 
brilliant scientists unlocking the secrets of disease through years of research 
then designing wonder drugs based on their discoveries. Although this image 
is largely true in terms of the dedication, time and talent involved, there is also 
a very systematic process for turning research findings into pharmaceutical 
products. All pharmaceutical companies employ robotic systems to test mil-
lions of chemicals each year to see if any hold promise as drugs. This is all part 
of a complex process of establishing efficacy and safety using in vitro assays 
before these drug leads are tested in vivo. From here, you have a chance of 
creating a drug–if you are lucky–because the actual success rate from animal 
efficacy to an approved drug is less than 1 in 250 (1).

In fact, the development of a new pharmaceutical product takes an average 
of 15 yr and costs in excess of $800,000,000 (2,3). Despite continued technolog-
ical advancement and increasingly sophisticated biological methods, both times 
and costs have continually increased over the last two decades (1,4). In response 
to continued pressures to produce more drugs and do it faster and cheaper, the 
pharmaceutical industry has evolved specialized techniques that use industrial-
ized processes borrowed from other industries and applied them to laboratory 
research. High Throughput Screening (HTS) is one such process.

1.1. So What is HTS?

High Throughput Screening is a technique for empirically discovering  chemical 
modifiers of biological action. HTS is used many different ways and in dif-
ferent settings. It is now widely used in many fields beyond pharmaceuticals 
including agrochemical discovery, catalyst discovery, cosmetic development 
and, academic research to name a few. HTS is highly multidisciplinary; com-
bining elements of Chemistry, Biology, Engineering, Information technology 
and Logistics Management.

There are some basic components that are consistent in all HTS applications. 
From the name, one can infer that throughput (5), which is a measure of samples 
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tested per unit time, will be a defining measure and the numbers should 
be high. Likewise, the term screening implies that biological samples will be 
tested and an assay result produced. In HTS, collections of chemical samples, 
or libraries, are tested in a biological assay to measure their ability to affect a 
biological process that has been implicated in a disease process. These models, 
otherwise known as targets, can range from isolated active proteins to complex 
cellular systems. Libraries in HTS can be as large as millions of individual 
chemicals and larger operations will conduct 50–100 of these testing cam-
paigns per year (6). To deliver this scale of data, automation is always utilized 
to some degree in HTS as are automated data processing techniques.

To fully understand HTS, one must first review the history of its develop-
ment. HTS grew from the needs of the pharmaceutical industry and has his-
torically been most heavily utilized in the field of drug discovery. The basic 
techniques were developed following the discovery of penicillin (7) in 1929 
and its subsequent use as the first human antibiotic (8,9) in 1940. This break-
through compound was discovered by a systematic approach of sequentially 
testing thousands of microbial cultures on agar plates. Following World War 
II, it was produced by most American pharmaceutical companies – suddenly 
the primary cause of mortality worldwide became both treatable and widely 
available.

In response to competitive pressures, the pharmaceutical industry began a 
widespread campaign to find new and better antibiotics using basically the 
same techniques as Fleming. This led to the discovery of many new classes of 
antibiotic in the 1940s and 1950s (9). As companies increased the scale of their 
efforts to include broader sources, these efforts took on a decidedly industrial 
look culminating in what was arguably the first HTS at the Terre Haute labo-
ratories of the Pfizer Company where 56 scientists tested almost one hundred 
thousand soil samples over a period of approx 1 yr. This program led to the 
discovery of the then novel antibiotic product terramycin, which eventually 
captured 25% of the American broad spectrum antibiotic market (9).

Once established as a technique, this practice was expanded to other sources 
of chemicals. Initially this included naturally derived extracts from plants, 
fungi and microbial sources for the fixed therapeutic indication of infectious 
disease treatment, but it later expanded to include more complex diseases such 
as hypertension, metabolic diseases and psychiatric disorders (10). Much of 
this expansion was driven by advances in medicine and the associated bio-
logical sciences that led to a better understanding of the molecular causes of 
disease. This methodology proceeded with only incremental improvements 
until the late twentieth century, when several forces conspired to bring about 
massive changes.

The discovery of DNA in 1953 (11) soon gave rise to the new fields of bio-
technology and genetic engineering, which, in turn, made possible the large 
scale production of proteins and creation of engineered cell lines through 
cloning technologies (12), which enabled the production of large quantities of 
protein without following cumbersome activity based purification processes. 
This was followed closely by breakthroughs in the chemical synthesis tech-
nique of parallel synthesis (also known as combinatorial chemistry) for the 
large scale production of synthetic medicinal chemistry compounds (13–15). 
To keep up, drug discovery groups looked to automation. This led to the for-
mation of specialized departments to perform screens and, subsequently, the 
formal creation of HTS groups.
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2. Methods

As was mentioned above, HTS is a highly interdisciplinary science. In this 
novel field, practitioners must understand and apply concepts encompassing 
complex biology and biochemistry, technology, automation and chemistry as 
well as statistics and computational algorithms. Although HTS is a discipline 
in its own rights, there are also specialties within the field. The most common 
of these are assay development (Section 2.1), chemical library management 
(Section 2.2), and screening operations (Section 2.3). Not coincidentally, these 
also represent the most common departmental divisions within large screening 
operations. In smaller organizations it is not uncommon for scientists to fulfill 
the functions of several of these “departments” or to be integrated with more 
specialized disease biology groups.

2.1. Assay Development and Assay Technologies

One of the core aspects of HTS is the assay or “screen”. In this context these 
terms are distinguished by the level of statistical validation or rigor. An assay is a 
method of determining biological function. A screen is an assay that has been sta-
tistically validated by repeated testing to be relevant, reproducible and repeatable. 
Each of these requirements brings a different level of rigor and requirements.

A relevant assay is one that will reliably predict the impact of a compound 
in a disease model. The biological systems used to monitor this effect can vary 
widely and are discussed below. All, however, utilize systems to present a bio-
logical “target” in a controlled environment. The concept of the target in HTS is 
one of the most important and is core to any discussion of the field, target names 
are also one of the most closely guarded secrets in most HTS organizations.

In their simplest form, targets are individual proteins where there is evidence 
that they are mis-regulated in a disease state (15–17). While the most complex 
screens involve cellular or tissue based systems, which can elucidate signaling 
cascades, multitarget interactions or disease models where the actual target may 
be unknown (18,19). A target, which is known to be reflective of disease, is often 
referred to as a validated target. For example, a highly validated target is one where 
there is a marketed drug that is known to act via the target of interest. Targets can 
be validated by many other methods, which produce various levels of confidence 
in the ability of the target to predict or modulate disease including simple identi-
fication of proteins in disease specific cells to gene expression analysis and RNAi 
based techniques (20,21). It should be noted that this terminology can be a point 
of confusion because the term validation is also commonly used to refer to the 
statistical validation of screens, which is discussed later in this section.

There are also several other terms that are used in conjunction with the per-
ceived ability of a target to produce a drug. Drugability (22,23) is commonly 
used to describe classes of targets and is dependant on whether targets from that 
class have yielded drugs. For example G-coupled protein receptors (GPCR) are 
widely recognized as a very drugable class of targets. This is because most drugs 
on the market today directly affect a GPCR target (17). Kinases are another 
example of drugable targets but were considered only marginally so (16) until 
the approval of the drug Gleevec in 2001 for the treatment of leukemia (24).

Once a target has been selected for HTS, a screen must be developed. In 
most organizations there is an established, rigorous process for developing 
assays but the complexity of this task will still vary depending on a number 
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of factors. The assay developer must first consider compatibility with HTS 
equipment. This can provide the developer with an array of options for pipet-
ting and reading that are not commonly available in the research lab but comes 
with some restrictions as well.

The one thing that is common to all HTS assays is the microplate. The micro-
plate is a molded plastic container consisting of wells in an evenly spaced array 
(Fig. 60.1). The first microplates contained 96 wells and all HTS equipment 
was designed around the ability to dispense reagents and robotically manipulate 
these plates. Today these plates exist in many densities most commonly includ-
ing 384-well and 1,536-well plates although densities as high as 9,600 have 
been developed (25–27). All plates are based around multiples of 96 because of 
the need to use legacy equipment designed for the 96-well format.

The primary advantage of higher density plates is the reduced volume required 
for an assay. A normal 96-well microplate can hold up to 200 microliters (µl) 
with standard assay volumes of approx 100 µl whereas a 1,536-well plate will 
have a maximum volume of 10–15 µl and working volumes down to 1 µl. 
However, highly miniaturized assays require special handling technologies and 
must take into account such problems as evaporation and nanoliter dispensing 
(28). Plates from any of these formats can be constructed from various materials 
to allow them to be referenced or read from either the top or bottom to enable 
multiple methods of detection. By varying plastic composition and coating 
materials, different binding characteristics can also be controlled. For example, 
an enzymatic screen will require very low binding to prevent adherence of assay 
proteins to the surface while a cellular screen may require that cells be adhered 
to the plate, dictating a coated plate with enhanced binding characteristics.

Fig. 60.1. Microplates are used in all facets of HTS from compound storage to testing. 
Shown here are plates with densities of 96, 384, and 1536 wells. The plates shown 
here are of black polyethylene with clear bottoms to allow various detection devices 
to measure fluorescence, transmission or optical images. Other versions of microplates 
with identical geometries are available in white or clear manufactured from a variety 
of plastics (Figure kindly supplied by Greiner BioOne)
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All screens in HTS fall into one of two classes; biochemical and cellular. 
The distinction between them is obvious; the latter utilizes whole, live cells 
and the former isolated proteins. Both types can be further subdivided accord-
ing to the technique as homogeneous or heterogeneous. The distinction among 
these classes is the requirement for a separation step in the technique. Almost 
without exception, HTS assays are biased toward homogenous techniques. 
A great deal of research and development effort has been expended in this area 
and a plethora of technologies exist today. Therefore we will examine only a 
few major techniques in each class as illustrations.

2.1.1. Biochemical Assays
The ability to measure the binding of a ligand to a receptor and subsequently 
deduce the affinity of a second ligand by its ability to displace it is a funda-
mental principle of receptor biology. The radioligand binding assay became 
the mainstay of drug discovery through the 1980s and 1990s (29). In manual 
form, these assays are cumbersome and involve incubation of radioactively 
labeled ligands with purified receptors and filtration of precipitated proteins 
after washing with an acid such as trichloroacetic acid (TCA). Although these 
assays can be automated (30) the handling of large amounts of radioactivity 
and the heterogeneous nature of the technique made an alternative necessary.

The development of technologies such as scintillation proximity assays 
(SPA) and microplate based counters allowed most radioligand binding assays 
to be moved to a homogenous format (31–35). In SPA the ligand of interest is 
labeled with a weak Beta particle emitting radioactive species such as 3H, 125I or 
33P. An acceptor protein such as a receptor or antibody is then bound to fluoro-
microsphere beads embedded with scintillant. When these beads are exposed 
to radioactive emissions they will emit photons of light. SPA is a homogenous 
technique because the radioligands that are used have very short quenching 
distances in aqueous environments such that the radioligand will only produce 
a signal when it is directly bound to the bead. For example, a 3H beta particle 
will only penetrate 1.5 µm in water or aqueous buffer solutions. Because the 
concentration of labeled ligand in these assays is usually in the nanomolar 
range, the chance of beads and labeled ligand being in close enough proximity 
to generate a signal is vanishingly small whereas a high affinity binding event 
may bring hundreds of them in contact with each bead thus creating a signal 
that is many fold above the random “noise” level. SPA beads are available 
with a broad range of attachment chemistries making the technique usable in 
many enzymatic assays and even in some cellular screens (36).

Because of the large numbers of samples in HTS and safety and disposal 
considerations most practitioners today prefer to use fluorescent detection tech-
niques. Two of the more widely used techniques are fluorescent polarization 
(FP) and time resolved fluorescence (TRF). Both are homogeneous techniques, 
which take advantage of unique properties of fluorescent molecules.

Fluorescence polarization relies on the principles of anisotropy (37). When 
polarized light is used as the emission source for a fluorescent probe, the 
natural emission dipole of the probe will cause the intensity of emitted light to 
be stronger in one dimension. If the fluorescent molecule is fixed in space, its 
emitted light will be polarized in the same direction as the source illumination.  
But fluorescent probes in solution are constantly rotating. The rate of rotation 
will skew the polarization of the emitted light in a manner directly propor-
tional to the rate of rotation. By measuring the polarized emission from two 
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axes, the relative rotation of the probe molecule can be monitored. Because 
the rate of rotation is proportional to the size of the molecule, this can be used 
to measure a binding event between a small molecule and a protein. A small 
molecule will produce approximately equal readings in each axis but when its 
rotation is slowed by binding it to a large protein, which may be a thousand 
fold more massive, the change in rotation will be measurable shifted toward 
the polarized, stimulating light. This technique has been broadly applied 
against many target classes (38–44). It has the added advantage of being 
insensitive to fluorescent inference from test compounds thereby reducing 
noise levels in the screen.

Similarly, time resolved fluorescence (TRF also called HTRF for homog-
enous time resolved fluorescence) relies on unique properties of certain 
fluorescent molecules. It combines the principle of fluorescence resonance 
energy transfer (FRET) and long half life emissions of lanthanides. In FRET, 
two fluorescent molecules are paired as a donor and acceptor. As individual 
molecules, each behaves as a normal fluorophore governed by excitation and 
emission spectra. These molecules are chosen such that the peak emission 
wavelength of the donor and the excitation of the acceptor overlap. When the 
pair is excited at the donor wavelength then only the emission spectra of the 
donor will be detected. However, when stimulated by the emission spectra of 
the donor probe when such they are sufficiently close, usually about 10 nm, 
there is a direct energy transfer among the dipoles of the molecules and emis-
sion will occur at the acceptor wavelength (45,46). This technique is very 
valuable in its own right as a detection method in HTS. In TRF the acceptor 
is a long wavelength lanthanide (47–49). These molecules have long decay 
emissions that will endure for milliseconds after stimulation by an exciting 
wavelength. When the donor excitation is provided by a pulsed energy source 
then the unbound donor emissions will decay quickly and the longer lasting 
emissions from the acceptor can be read free of interference.

2.1.2. Cellular Assays
As with their biochemical counterparts, there are a wide variety of technolo-
gies and techniques for performing HTS using whole cells (18,50–54). Early 
screens using live cells tended to be simple viability tests and often involved 
testing compounds for their ability to differentially kill disease derived cell 
lines, such as tumor lines, and cell lines derived from normal tissues. In 
more modern approaches, the cells used are from clonal, immortalized cell 
lines over expressing a target of choice. Cell based assays tend to be more 
complex because the cells must remain viable during testing but the addi-
tional effort is repaid by the fact that many important targets such as GPCRs 
and ion channels can only be assayed in a functional format in a live cell.

One breakthrough technology in cellular HTS was the development of the 
FLIPR device (55). This device allowed researchers to record fluorescent 
images from all 96 wells in a microplate simultaneously and collect that data 
in subsecond intervals in real time for a cell population. The primary applica-
tion of FLIPR was to monitor calcium flux using a fluorescent dye (Fluo-3 
or Fluo-4), which is inactive until metabolized by intracellular esterases and 
then binds calcium and shows increased fluorescence when bound to divalent 
cations. Because Gq linked GPCRs induce releases of intracellular stores of 
calcium and many ion channels induce a direct increases in calcium, this tech-
nique enabled high throughput testing of several important target classes (56).
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Calcium flux and similar techniques are commonly called functional cel-
lular assays because they measure a single cellular function or the function of 
a single overexpressed protein. Many other technologies have been developed 
to monitor different aspects of cellular function including alternate calcium 
measures (57), intracellular c-AMP levels (58–62) and ubiquitination of beta 
arrestin to monitor GPCR function (63–66) to name just a few.

Another commonly used technique in cellular HTS is the reporter assay. By 
linking the expression of an easily measured enzyme to a transcription path-
way of interest, changes in activity in response to external stimuli will produce 
altered levels in the reporter enzyme. The most common of these is luciferase 
(67–71). Luciferase interacts with its substrate luciferin to produce lumines-
cence and is the source of the firefly’s glow. Cells with a greater response will 
literally glow more brightly. There are many other reporter proteins including 
β-galactosidase, green fluorescent proteins and β-lacatamase (18).

As technology has increased the ability to process images and the resolution 
with which they can be electronically captured a new method combining con-
focal microscopy and unique fluorescent labels has emerged. This technique 
allows the monitoring of subcellular localization of proteins and morphologi-
cal changes in cells. Because of the amount of data that can be captured from 
a single read it is commonly known as High Content Screening (HCS) (72). 
The complexity of the technique and the amount of data processing involved, 
usually restricts HCS to lower throughout assays rather than true HTS usage.

2.1.3. Microfluidics
Microfluidics is another technology that is new to HTS but is becoming 
widely applied. This technique utilizes submillimeter channels etched or 
cast into a solid substrate such as plastic, glass or quartz (73–80). Fluid flow 
through these channels can be precisely controlled by pressure or voltage 
gradients. It is an example of a technology that muddies the simple distinction 
between homogenous and heterogeneous techniques because it allows many 
operations to be performed on a single chip including separation technolo-
gies (74,75,78,81). The most common of these is the application of capillary 
electrophoresis to separate charged proteins. Therefore, microfluidics is most 
commonly used for enzymatic assays although it has also been utilized for 
cellular screens (82,83). The combination of precise control in mixing and 
reaction with the removal pipeting errors also makes microfluidics much more 
precise than standard microplate based techniques.

2.1.4. Statistical Analysis in Assay Design
A screen was earlier defined as an assay that has been statistically validated by 
repeated testing to be relevant, reproducible, repeatable and robust. The issue 
of relevance is established by comparing the HTS assay with known drugs 
(if they exist) or with the behavior of known modifiers in established lower 
throughout assays. It must be mentioned that every HTS scientist will encoun-
ter targets for which no control compounds exist. This is both exciting and 
worrisome; these targets are usually very novel and potentially groundbreak-
ing but it can be very difficult to establish a relationship to disease models.

Reproducibility means that the assay must produce the same results over 
time. Repeatability implies that one will obtain the same results from a rep-
licate measure. Robustness is the ability of the assay to fulfill the former 
requirements when additional variables such as operating environment, 
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operator, automated systems, or protein lot are introduced. This will usually be 
measured both by simply performing the assay over time and by measuring the 
effect of known control compounds or drugs (16,84–86) This step is extremely 
important because the company will commit tens to hundreds of thousands of 
dollars of resources in performing the screen. This is accentuated by the fact 
that most HTS labs are organized into separate assay development and screen-
ing operations functions. Therefore, the assay development scientist must 
create a product that is sufficiently robust and well documented that another 
team, possibly in another country, can seamlessly bring that screen onto an 
automated platform and trust that it will produce accurate data.

Statistics is integrated from the very beginning of the assay development proc-
ess. Many HTS laboratories routinely employ Statistical Design of Experiments 
(DOE) (88). In DOE, all the components in an experimental system are varied 
systematically and then multivariate analysis is used to calculate their individual 
contribution to the overall effect. This gives the researcher the power to find 
optimal components and their concentrations as well as deducing positive and 
negative synergistic reactions from a single experiment. Automated systems for 
DOE have been developed and deployed in many HTS labs (89).

There are also several statistical parameters that are employed after an assay 
has been developed. Basic good laboratory practice dictates that each experi-
ment must have controls. In HTS these controls will almost always include a 
maximal activity control, a minimal activity or background control and at least 
one inhibitor control. The inhibitor may be tested at multiple concentrations 
as well. Data from all these controls is analyzed over multiple runs to provide 
validation that the assay is running correctly and is “in control” (84,87). The 
last step of assay development is usually a validation of the assay where it is 
tested over a fixed period. This can be a predetermined number of microplates 
with or without test compounds in replicate over multiple runs.

The data from this validation can be calculated in a number of ways. The 
most common assay diagnostic is the z’-factor (Z Prime Factor) (90). The z’ 
factor is a derived signal to noise calculation, which measures the ratio of the 
noise in an assay to the window between maximal and minimal activity con-
trols. It is calculated by the equation:
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Where mean = (µ), standard deviation = (σ), maximum control = (max) and 
minimum control = (min); (µmax,σmin,µmax,σmin, respectively)

A z’ value of greater than 0.5 is generally accepted as the measure of an 
acceptable assay. A common mistake in describing assay controls is to confuse 
signal to noise with signal to background (5,90). The former is a valid meas-
urement of the noise in a system expressed as a ratio of the signal whereas the 
latter is simply the ratio of the maximal control over minimal control and is 
essentially meaningless in HTS. This is true because the background is often 
an arbitrary number determined by instrument settings and its size has no 
impact on the ability to discriminate between the activities of samples.

It also good practice to monitor the run to run variation of each control param-
eter to ensure that these values are within acceptable limits. The definition of 
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“acceptable limits” may vary depending on the assay type and technology used. 
For example, a radioactive assay employing 33P will experience a drop in its 
maximal control value over time as the isotope decays but remains valid as long 
as the z’ values are acceptable. The same type of variation in a fluorescent based 
microfluidic assay will indicate a loss of activity and should be investigated.

2.2. Chemical Library Management

The assembly and management of chemical compound libraries has evolved 
from a secondary consideration to one of central importance in HTS. In most 
companies, the compound library is treated as a valuable corporate asset and 
managed centrally. This allows global corporations to ensure consistency 
across many testing sites.

The most basic concept in building a chemical library is chemical diversity. 
This is a mathematical representation of how different chemical compounds 
are from one another (91–99). These calculations are quite complex and 
usually involve sets of descriptors, which are variables describing different 
attributes of a chemical. They will range from very simple factors such as 
molecular weight to complex calculations describing the distance between 
specific types of molecular bonds. The goal is to create a collection of mol-
ecules, which represents as broad coverage as possible of potential drugs with 
the minimum number of samples. Once an active molecule or series of mol-
ecules is found, they can be expanded by further chemical synthesis.

Compound libraries usually contain molecules from a variety of sources. 
Corporate libraries contain a core set of compounds representing the 
accumulated synthetic efforts of all their chemists. These compounds usually 
represent close analogues of series that were created for specific programs 
and are not very diverse, which has led to active programs to expand library 
diversity through acquisition of commercial compound collections and from 
custom synthesis. Aggressive efforts in library expansion have led to the crea-
tion of collections that number in the millions (100), which have, in turn, led 
to the creation of automated systems to support them.

It is virtually impossible to handle hundreds of thousands of samples per 
day in a powder format. Even with automation, the task of accessing and 
retrieving that many individual samples, let alone weighing and solubilizing 
them, could not be managed cost effectively. But that many samples must be 
fed into every HTS operation every day. The solution to this problem is the 
creation of presolubilized compounds stored in microplates. Because HTS 
labs have robotic systems already in place for handling and pipeting into and 
from microplates, having the compounds in the same format facilitates the 
transfer of compounds into the screening plates.

Library management must, therefore, work in three distinct phases; dry 
sample management, solublization and plate based or liquid phase library 
management. Although any of these steps can be accomplished in a basic 
laboratory setting, each of them requires specialized equipment for high 
throughput implementation.

Automation systems supporting library management are the largest and 
costliest systems in HTS. A typical system that can store several million sam-
ples with random access store and retrieve capacity can be roughly the size of 
a high school gymnasium with robotically accessed sample carousels or stacks 
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3–4 m high in a controlled environment (101–108). Usually, there are separate, 
specialized systems for dry samples and for solubilized compounds. Because 
weighing is the most labor intensive step in the process, enough sample will 
be aliquoted to support an operation for a period of several years.

The solvent Dimethylsulfoxide (DMSO) is the industry standard for compound 
solubilization. Although DMSO is widely regarded as a universal solvent and can 
solubilize most compounds, it does not, by any means, dissolve all chemicals 
and has properties that can make it difficult to handle (109–114). Pure DMSO 
freezes at 18°C but it also readily absorbs water and drastically changes its 
behavior (115). With a water content of 18%, the freezing point is suppressed to 
−20°C and at just over 30% it drops to a low of −73°C. It also penetrates human 
skin readily making it very dangerous when potent pharmacological compounds 
are held in solution. The viscosity of DMSO changes as drastically as its phase 
diagram, which can confound pipeting accuracy in automation. Nevertheless, no 
viable substitute has been found and the operational concerns of HTS prevent the 
use of multiple solvents so DMSO remains ubiquitous in HTS.

Once solubilized, the compound library is normally stored in separately 
addressable tubes or directly in microplates. Each has advantages. There are 
many commercially available systems for storing compounds in microtubes 
(105–108). Most use arrays of tubes stored in bar-coded plastic racks in the same 
format as 96- or 384-well microplates. These tubes can also be marked with 
two-dimensional barcodes to verify their identity and location. The main advan-
tage of tube based storage is the ability to individually locate and pick (“cherry 
pick”) compounds then re-array them. This is done to access samples as they 
are required for additional testing. Another common usage of tube systems is 
to create plate formatted arrays that can be transferred to microplates for further 
processing or for storage. This can involve entire libraries or sets that have been 
chosen to give activity in a particular type of assay, also known as a focused 
library. All tube based storage systems use some level of automation and thus are 
more costly. Plate based systems, on the other hand, can be as simple as a freezer 
and an inventory system or can involve elaborate automated retrieval modules.

The logistics and process between solubilization and testing will vary 
considerably from company to company but there are some factors that are 
common to most operations. The first of these is the process of transferring 
small volumes of all the wells in a plate into a series of plates that are stored 
for usage in a screen. These plates are commonly referred to as mother and 
daughter plates. Another common term is master plate, which usually refers 
to a tube array that will be used to create mother plates but it is sometimes 
used interchangeably with mother plate. These schemas can be very complex 
and can involve hundreds of plates. An example from the author’s compound 
preparation laboratory is shown in Fig. 60.2.

2.3. Screening Operations

Now that an assay is developed and a library assembled, we can consider the 
actual process of running a screen. Screening Operations is the heart of any 
HTS lab and the location where actual screening takes place. The process 
of discovering active molecules using HTS involves several steps. These are 
designed to increase efficiency and reduce the number of downstream false 
positive molecules. Each process is examined in more detail below.
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2.3.1. Automation
Some level of automation will always be involved in HTS. Unless Screen 
Development was carried out on identical equipment, the assay must be 
adapted to the automated systems that will be used in running the screen. In 
general, there are two broad classes of automation; unit automation and fully 
automated or integrated systems (5,116,117). Unit automation is a system that 
is designed to perform a single task. These systems may incorporate stacking 
systems to allow batch processing of large numbers of plates (Fig. 60.3). Fully 
automated systems are an assembly of unit systems integrated with a method 
of plate handling, which will allow unattended operation (5). Often these 
systems will involve very complex industrial robotic systems and can oper-
ate unattended for long periods of time (Fig. 60.4). In all cases, it is prudent 
to revalidate the screen using the actual automation and protocol that will be 
executed for the screen.

2.3.1.1. Unit Automation: Very efficient screening is possible using only unit 
automation but usually requires more staff. Unit automation can be divided by 
function. The major types are examined below.

2.3.1.1.1. Liquid Handling: Liquid handling systems are specifically designed 
to pipet or dispense liquid into microplates. Liquid handlers are available that 
are compatible with all formats of plates. Pipetors have arrays of tips, which 
are configured in the same format as the microplate in use. Most can aspirate, 
or draw liquid into the tips, and dispense that liquid precisely into a destination 
plate. Systems are available that can accurately work with volumes ranging 

Fig. 60.2. Plate flow in library management at Amphora Discovery. Purified com-
pounds are received in 96 well microtubes and combined to make 384 well master 
plates. These are completely used to make 10 mM mother plates and cherry mothers 
(source plates for cherry picking). Each mother plate is then diluted to 1 mM and further 
replicated to make daughter plates, which are stored frozen. As needed, daughter plates 
are thawed, diluted with aqueous buffer and replicated into assay plates
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from 10 nl to 100 µl (28). Bulk dispensers have similar ranges of accuracy but 
are only designed to add liquid to plates. The primary advantage of dispensers 
is the speed with, which they can process plates. Most systems of this type can 
fill a 384-well plate in less than 10 s.

2.3.1.1.2. Plate Storage and Incubation: A typical day of HTS may test 
100,000 or more samples in each assay. This equates to over 1,000 individual 
96-well plates, 260–384-well plates, or 65–1,536-well plates. For integrated 
systems, these plates must be loaded into the system and then stored during 
the incubation phase of the assay. These systems may also have integrated 
plate storage capacity for the chemical library, allowing multiple screens 
without the need to reload new compounds. For purely unit automation opera-
tions, there is still a need to store and retrieve large quantities of microplates 
and there may be an additional requirement to maintain constant temperature 
and humidity conditions. The former, primarily, for cellular assays and the 
latter for high density plates where evaporation is an issue. Incubators in fully 
automated systems will have robotically accessible doors and an internal 
mechanism to pick and place plates in a storage carousel. Although these 
systems can also be utilized as stand alone workstations in unit automation, 
the more common solution is to simply use standard incubators and manually 
load microplates as stacks.

2.3.1.1.3. Detection Instrumentation: The final step in a screen is usually a 
quantitative read of each well. As was discussed in Section 2.1, many types of 
detection technologies are use in HTS. Microplate based readers exist for each 
of them. Most of these instruments will accept a plate either from a robotic 

Fig. 60.3. Unit automation as configured at Amphora Discvoery. Caliper LifeSciences 
HTS250 microfluidics systems are arrayed for optimal processing as unit automation 
devices. Liquid handling systems are positioned at the sides and ends of the laboratory 
and plates are manipulated in stacks
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Fig. 60.4. The fully automated Kalypsys screening system in use at the National Chemical Genomics Center 
(NCGC) in Bethesda Maryland. The room-size Kalypsys screening system used by NCGC features industrial 
refrigeration and storage units (A) while the system’s Staubli “anthropomorphic” robot arm assembly (B) is shown 
in the midst of system installation. The compound archive and assay incubator carousels, compound and reagent 
dispensers and multiple detectors are located around the robotic arms. The Kalypsys suite of ultrahigh-throughput 
screening technologies can evaluate the biological activity of more than 1 million chemical compounds per day 
(figure kindly supplied by Jim Inglese and Chris Austin)
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system, a stacker or a manual feed. Many instruments are configured to read 
all of the wells in a plate simultaneously either by using a complex network of 
fiber optic feeds or by direct imaging. These devices can read an entire plate in 
a matter of seconds for simple fluorescent or luminescent detection. It should 
be noted that this includes the most common types of radioactive detection 
such as SPA. This has led to the development of complex CCD camera based 
imaging systems that can read several output modes very rapidly (118–123). 
This area of HTS is complex and constantly changing with new modes of 
detection constantly under development.

2.3.2. Logistics
A former colleague in HTS once boasted that he managed more line items 
that Walmart. This is quite true and the need for supply chain management 
in HTS cannot be underestimated. In many organizations a screen will be 
referred to as a campaign and the logistics underlying a successful operation 
are as complex. Before beginning a screen, all the reagents and consumables 
for the entire run must be assembled. It is preferred to have all these from a 
single manufacturing lot, especially for biological reagents because any vari-
ation on activity can lead to quality control problems and variability in assay 
results. The correct equipment must also be made available for the expected 
duration of the screen. This can lead to queues of targets and add to the time-
lines of testing. This can be simplified by specializing operations on a single 
technology or target type but this approach requires sufficient scale to justify 
the additional cost.

2.3.3. Screening
Screening is the culmination of the processes described so far. In a well man-
aged and maintained HTS operation this should be routine. The duration of a 
screen can extend from days to weeks depending on the number of samples 
tested and the equipment employed. The screen will be tested according to a 
fixed protocol or Standard Operating Procedure (SOP). This allows compa-
rability of data between batches and days of operation. Simplified protocols 
for an enzymatic and cellular screen are shown in Fig. 60.5. The screen must 
be constantly monitored for performance and quality control in real time. The 
controls that were developed as part of the Screen Development Process will 
suffice to monitor the overall integrity of the data but the screen introduces the 
additional variable of chemical compounds that may have both systematic and 
random effects on the assay. 

2.3.4. Data Reduction and Analysis
The final goal of HTS is to relate a single activity number to every com-
pound. All HTS detectors provide an output associated with each well and the 
Laboratory Information Management System (LIMS) will then need to calcu-
late a value that can be stored in a database for later retrieval and comparison. 
The most common calculation is percent inhibition. The maximum activity 
control value is related to the minimum activity control and then the impact 
of a compound is linearly related as a percent change. This can be represented 
by the formula:
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X is the returned value for the compound of interest
Min is the average minimum control value
Max is the average maximum control value

Once this data is processed, the LIMS system will retrieve the associated 
compound identifier using barcode information and the identifier of the screen. 
Quality control information can then be calculated and reviewed (84,85). If the 
screen is acceptable, the data is usually loaded into a database where it is acces-
sible to project scientists and available for further processing. If it fails QC, the 
compounds will need to be repeated.

2.3.5. Hit Selection
The most basic purpose of a screen is to identify active compounds but first 
one must define “active”. The simplest method of finding actives is to set 
an arbitrary cutoff point, such as 50% inhibition, and query the database for 
compounds that meet that criterion. The level of 50% is used as a surrogate 
for the more complex measure of IC50 where the concentration that produces 
an inhibition of 50% is determined by a dose titration. Increasingly complex 
methods have been devised to take advantage of the sensitivity of more mod-
ern assay techniques. For example, the variation of the entire screen can be 
used to calculate the standard deviation of the controls and three times this 

Fig. 60.5. Simplified enzymatic and cellular protocols as implemented for HTS
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level (3 sigma) is used as a threshold level for actives (86). For normally 
distributed samples this means that 99.7% of the values will be below the 
cutoff. This has become more important with the recognition that many com-
pounds are not present at the expected concentration (123). Most HTS labs test 
all compounds at a fixed concentration such as 10 µM. Because compounds 
may be present at much lower concentrations it is important to include weakly 
active compounds until the actual concentration can be determined.

2.3.6. Confirmation and Potency Testing
After a hit list is compiled the active compounds will usually be resupplied 
or cherry picked for confirmation. This can take the form of simply repeating 
the assay at the initial concentration or can be combined with potency testing. 
This will often depend on the expected confirmation rate. Confirmation rates 
in HTS are generally quite low, ranging between 20% and 60% (125,126). 
That is to say a compound detected as active in a screen will actually test 
positive again with that rate. However, it is possible to configure an HTS 
system where error is controlled and these rates approach 90% (127) and the 
confirmation step can be omitted. Confirmation testing is usually undertaken 
by the Screening Operations Group on the same equipment.

3. Applications

Although developed for drug discovery, HTS is now widely used in many 
industries and academia. It has also broadened within each. In Academia 
HTS is being applied to discovery chemical probes that can be used in basic 
research. The US National Institutes of Health (NIH) began a program in 2004 
to create a series of interconnected screening centers as part of its Molecular 
Libraries Screening Initiative (128,129). In the industries where it is already 
established, HTS techniques are now being used to perform more complex 
assays and large scale titrations. Often the latter are the next step in the process 
of developing a molecule such as selectivity testing where all the confirmed 
hits may be tested against a fixed panel of assays to identify possible negative 
side effects.

So what is HTS? It is complex and evolving tool that is broadly used in 
many aspects of scientific research today.
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